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160-Gb/s Silicon All-Optical Packet Switch

for Buffer-less Optical Burst Switching

1

2

Hao Hu, Hua Ji, Minhao Pu, Michael Galili, Kresten Yvind, and Leif Katsuo Oxenløwe3

Abstract—We experimentally demonstrate a 160-Gb/s Ethernet4

packet switch using an 8.6-mm-long silicon nanowire for optical5

burst switching, based on cross phase modulation in silicon. One6

of the four packets at the bit rate of 160 Gb/s is switched by an7

optical control signal using a silicon based 1 × 1 all-optical packet8

switch. Error free performance (BER < 1E-9) is achieved for the9

switched packet. The use of optical burst switching protocols could10

eliminate the need for optical buffering in silicon packet switch11

based optical burst switching, which might be desirable for high-12

speed interconnects within a short-reach and small-scale network,13

such as board-to-board interconnects, chip-to-chip interconnects,14

and on-chip interconnects.15

Index Terms—All-optical signal processing, cross phase modula-16

tion, optical burst switching (OBS), optical packet switching (OPS),17

optical time division multiplexing (OTDM), photonic switching, sil-18

icon photonics.19

I. INTRODUCTION20

T
HE data traffic within Internet data centers and high-21

performance computing systems have been consistently22

growing over the past two decades [1]. The very high aggre-23

gate bandwidth demands of these systems have opened up24

opportunities for optics to compete with electronic intercon-25

nects, from rack-to-rack interconnects, chip-to-chip intercon-26

nects to on-chip interconnects [2]. In order to meet network27

bandwidth demands, 100 Gb Ethernet has been adopted by28

the new IEEE 802.3ba standards [3], however it is quite likely29

that network traffic will push it even further [4]. Silicon nano-30

photonics is a promising technology for low-power and cost-31

effective optical interconnects, due to its ultra-compactness,32

broad working bandwidth, high-speed operation, integration33

potential with electronics and complementary metal–oxide–34

semiconductor (CMOS) compatibility allowing cheap mass35

production [5]–[10]. In addition, silicon based optical signal36

processing functionalities where many bits are processed in a37

compact and integrated device without optical-electrical-optical38

(OEO) conversion has been identified as a potentially energy-39

efficient solution [11].40

Current networks use optical circuit switching (OCS) for op-41

tical cross-connect, where a lightpath needs to be established42
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from a source node to a destination node using a physical path. 43

The OCS is suitable for large, stable and long duration traffic 44

flows, where the lightpath setup time is much less than the data 45

duration. However, the internet traffic has been recognized as 46

consisting of a small number of large and long duration traffic 47

flows and many small traffic flows, and exhibits a bursty nature 48

[12]. The OCS is not ideal for bursty traffic, where the data 49

transmission might not have a long duration relative to the setup 50

time of the lightpath. To address the bursty internet traffic, op- 51

tical packet switching (OPS) and optical burst switching (OBS) 52

have been proposed as excellent candidates for high-speed in- 53

terconnects, due to their better flexibility, resource utilization, 54

functionality and granularity [13]–[18]. In an OPS network, an 55

optical packet is sent along with its header. While the header is 56

processed by a switching node, the packet needs to be buffered 57

in the optical domain. The main challenge of OPS is lack of 58

a practical optical buffer. In an OBS network, the burst header 59

cell (BHC) is transmitted separately ahead of the transmission 60

of a data burst to control the switching fabric and establish a 61

path for the burst. The BHC contains the usual header infor- 62

mation and the burst length. The data burst usually contains 63

multiple packets. OBS can eliminate the need for a data burst to 64

be buffered at the switching node by just waiting for the BHC 65

to be processed. A major challenge of OBS is the data chan- 66

nel reservation protocol. Several protocols have been proposed 67

to schedule bursts efficiently while achieving a high lightpath 68

or bandwidth utilization at the same time, such as tell-and-go 69

(TAG) and just-enough-time [14], [16]. 70

Combination of silicon photonics and optical packet or 71

burst switching might be a desirable technique for high-speed 72

interconnects. Especially, memory devices (such as electronic 73

random access memories (RAM)) are envisioned to be CMOS- 74

integrated in a single silicon photonic chip [7]. Therefore, high 75

speed (>100 Gb/s) silicon chips based OPS/OBS are very 76

promising. 77

Using a silicon nanowire, we have demonstrated a 160 Gb/s 78

packet switch, which can be used in OPS [18]. In this paper, we 79

show that a silicon-based 160 Gb/s packet switch can also be 80

used for OBS, and optical buffering could be avoided if a tell- 81

and-wait (TAW) or TAG protocol is applied. In section II, we 82

describe the working principle of the TAW or TAG protocol and 83

compare the silicon based OBS with the N × N silicon based 84

switch matrix. In section III, the design and the characteristics of 85

the silicon nanowire are presented. In section IV, we describe the 86

working principle of cross phase modulation (XPM) in silicon 87

and its application for packet switching. In addition, we show 88

that the silicon-based 1 × 1 all-optical packet switch could be 89

upgraded to 1 × N all-optical packet switch if a fast tuning 90

laser is used. In Sections V and VI, we show the experimental 91

0733-8724 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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Fig. 1. Short-reach and small-scale network scenario using silicon based OBS.

setup and results of the 160 Gb/s all-optical packet switch for92

OBS. We experimentally demonstrate a 160 Gb/s packet switch93

using an 8.6-mm long silicon nanowire based on XPM. One94

of four packets at the bit rate of 160 Gb/s is switched by an95

optical control signal. Error free performance (BER < 1E-9) is96

achieved for the switched packet.97

II. TAW AND TAG98

In the scenario of short-reach and small-scale interconnects99

(as shown in Fig. 1), such as interconnections among servers,100

boards and even chips, optical packets could be stored in101

the electronic domain using electronic RAM and will not be102

converted into the optical domain and transmitted until the103

switching node is ready for the packet. In this case, a two-way104

reservation protocol such as TAW can be applied [19], [20].105

Since the end nodes are close to each other, both BHC and con-106

firmation from the switching node can be sent in the electronic107

domain with negligible latency and avoiding OEO conversion,108

which is different in the case of conventional OBS. Another109

different feature is that the data payload of a burst could be110

either a short packet or several accumulated long packets, which111

makes the switching more flexible but requires faster switching112

speed. In comparison with conventional OPS, which can be113

used in the large-scale interconnects but requires label processor114

and packet buffer [21]–[23], our proposed scheme addresses the115

scenario of short-reach interconnects, and no label is transmitted116

together with the packet and packet buffer can be avoided.117

As shown in Fig. 1, when an ingress end node (EN, e.g.,118

Chip 1) needs to transfer a packet, it first sends a setup mes-119

sage (i.e., BHC) to the control plane. When the control plane120

receives the setup message, a virtual path will be established121

towards its egress EN (e.g., Chip 2 or Chip 4) during the data122

payload transmission if the switching node is free, and then the123

control plane will send a confirmation message to the ingress124

EN. Once the ingress EN receives the confirmation message,125

the data payload stored at the electronic RAM of the ingress126

EN will be immediately converted into an optical burst and then127

sent to the egress EN. The virtual path will be automatically128

released according to the BHC. If more than one ingress EN129

need to transfer data payload at the same time or the switching130

node is busy, the data payload at the ingress ENs is still stored131

Fig. 2. Schematic architecture of silicon packet switch based OBS using
(a) TAW and (b) TAG.

in the electronic RAM and a waiting list will be established 132

in the control plane. The data payload will wait for the trans- 133

fer according to the sequence of the list. The sequence of the 134

list depends on the priority based class-of-service. Even if the 135

packet blocking probability rises with higher data load, higher 136

class services experience relatively lower blocking probability 137

compared to lower class services [15]. Fig. 2(a) shows a possible 138

architecture of a silicon packet switch based optical burst switch 139

using TAW protocol. Only one of N ingress ENs will receive 140

the confirmation message at a time and send data payload to the 141

1 × N switch through a multiplexer, which could be a coupler. 142

The 1 × N switch will switch the data payload to its egress EN 143

according to the BHC. 144

Another scheme is TAG, which is a one-way reservation pro- 145

tocol and requires no acknowledgement from the switching node 146

before sending the data payload. When an ingress EN has a data 147

payload to transfer, it sequentially sends a setup message to the 148

control plane and an optical burst to the optical switch with a 149

guard time in between. The guard time is at least equal to or 150

more than the time interval needed for setup of a virtual path 151

inside the switching node. This allows the optical switch to be 152

set before the packet arrives. If the switching node is free when 153

it receives the setup message, a virtual path will be set up for 154

the packet transfer and a successful message will be sent back 155

to the ingress EN. If the switching node is busy when it receives 156

the setup message, the optical packet sent from the ingress EN 157

will be discarded and a fail message will be sent back to the 158

ingress EN. If the ingress EN receives the successful message, 159

the electronic RAM storing the data payload will be released. If 160

the ingress EN receives the fail message, it will send the setup 161

message and the optical burst again. Fig. 2(b) shows a possi- 162

ble architecture of silicon packet switch based OBS using TAG 163

protocol. If the control plane receives a setup message from an 164

ingress EN and the switching node is free at the time, the first 165
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Fig. 3. Operation principle of the XPM in a silicon nanowire with subsequent off-center filtering.

N × 1 switch will connect to the ingress EN and allow the data166

payload to enter, and the second 1 × N switch will switch to167

its egress EN according to the BHC. If the switching node is168

busy when the control plane receives the setup message, the first169

1 × N switch will not connect to the ingress EN and the data170

payload sent from the ingress EN will be discarded.171

Compared to an N × N (N ∈ 2n , n = 1, 2, 3, . . .) silicon172

based switch matrix with a granularity of the optical paths, sili-173

con based OBS with a granularity of optical packets is more flex-174

ible and could have smaller footprint and less power consump-175

tion. For the N × N switch matrix based on path-independent in-176

sertion loss and “switch-and-select” topology, the total number177

of Mach–Zehnder interferometer (MZI) switches is 2 × N × N178

and 2 × N × (N–1), respectively [24], [25]. Assuming MZI179

switches are also used in the 1 × N switch, as shown in Fig. 2,180

the total number of MZI switches for the TAW and TAG are181

N–1 and 2 × (N–1), respectively. In addition, no intersections182

are needed for the 1 × N switch, and therefore there will be no183

crosstalk.184

A main requirement for the silicon packet switch is that the185

switching speed of the optical switches should be fast enough in186

order to introduce less latency and lower blocking probability,187

and therefore the switching time should preferably be no more188

than a few nanoseconds.189

III. SILICON NANOWIRE190

The key device for the silicon all-optical packet switch is a191

dispersion engineered 8.6-mm long silicon straight waveguide,192

which includes tapering sections for low loss interfacing with193

optical fiber [26]. The main waveguide section is �8 mm long194

and has a cross-sectional dimension of 240 nm × 450 nm while195

the tapering sections are �0.3 mm long each. The width at196

the end of the silicon nanowire is tapered from 450 nm to a197

tiny tip end of 40 nm so that the guided mode will expand198

into a polymer waveguide, surrounding the silicon-on-insulator199

(SOI) waveguide and the taper. The device has an SOI structure,200

with the silicon waveguide placed on a SiO2 /Si substrate. The201

measured propagation loss is 4.3 dB/cm and the fiber-to-fiber202

loss of the device is 6.8 dB.203

IV. XPM IN A SILICON NANOWIRE FOR PACKET SWITCH204

XPM is an ultrafast optical Kerr effect, with a response time205

of a few fs. Fig. 3 shows the operation principle of XPM in a206

silicon nanowire with subsequent off-center filtering. The pump207

pulse can modulate the refractive index of the silicon waveguide,208

which results in phase modulation on the co-propagating con-209

tinuous wave (CW) probe [27]. The phase modulation will then 210

result in transient chirp on the CW probe. The leading edges of 211

the pump pulse will generate red-shift chirp, whereas the trailing 212

edge of the pump pulse will generate blue-shift chirp. The blue 213

shifted and red shifted sidebands are generated as a result of 214

the chirp. If an off-center filter is used to extract either the blue 215

shifted sideband or the red shifted sideband, the XPM-induced 216

phase modulation can be converted into amplitude modulation. 217

When an RZ-OOK data signal is used as the pump, the generated 218

sideband can pass through the off-center filter in the presence 219

of a “1” bit of the pump, whereas no generated sideband results 220

in no transmission through the off-center filter in the presence 221

of a “0” bit of the pump. Using a CW probe, the XPM in silicon 222

with subsequent off-center filtering has been used for forward 223

error correction supported 150 Gb/s wavelength conversion, 224

10 Gb/s tuneable wavelength conversion, 40 Gb/s regenerative 225

wavelength conversion and 160 Gb/s all-optical data modulator 226

[27]–[30]. If the probe is gated in time (with a gating time 227

slightly larger than the packet duration), XPM in silicon with 228

subsequent off-center filtering, can be used for packet switching 229

with ultrafast response time. Fig. 4 shows an illustration of 230

packet switch based on the XPM in silicon with subsequent 231

off-center filtering using gated probe light. For the 1×1 packet 232

switch, 1 out of 4 data packets (λD ) is switched out at the 233

wavelength of λC + ∆λ when the control signal (λC ) is set to 234

be on. When the control signal is off, no light is generated at 235

the wavelength of λC + ∆λ. For the 1 × N packet switch, a 236

wavelength selective switch (WSS) with different wavelengths 237

at different outputs should be used. When the wavelength of 238

the control signal is fast tuned, the incoming packet could be 239

switched to different outputs of the WSS. The tuning speed of 240

the tunable laser depends on the guard band between packets, 241

which is typically on the order of several nanoseconds to 242

several microseconds. This requirement of tuning speed could 243

be relaxed if the granularity of the packet becomes large, i.e., 244

introducing large enough guard band (�µs) by switching a long 245

packet or several aggregated short packets. If the first packet of 246

four data packets needs to be switched to port 1 of the WSS, the 247

wavelength of the control signal should be tuned to be λC1 ; if 248

the second packet of four data packets needs to be switched to 249

port 4 of the WSS, the wavelength of the control signal should 250

be tuned to be λC4 . Compared to the 1 × N packet switch based 251

on cascaded MZI switches, which needs N–1 active switch, 252

the XPM based 1 × N packet switch only needs an active fast 253

tunable laser followed by passive filtering. Based on the 1 × N 254

packet switch, the TAW and TAG protocol can be realized, as 255

shown in Fig. 2. 256



IE
E
E

P
ro

of

4 JOURNAL OF LIGHTWAVE TECHNOLOGY

Fig. 4. Illustration of packet switch. (a) One out of four data packets is switched out using 1 × 1 packet switch when the control signal is set to be on; (b) One
of the input data packets is switched to different path using 1 × N packet switch when the wavelength of the control signal is tuned. Blue box: WSS with different
wavelengths at different outputs.

Fig. 5. Experimental setup for the 160 Gb/s all-optical packet switch using a silicon nanowire followed by a WSS.

V. EXPERIMENTAL SETUP257

The experimental setup for the 160 Gb/s silicon packet switch258

is shown in Fig. 5. It mainly includes a 160 Gb/s RZ-OOK259

transmitter, a 1 × 1 silicon based packet switch and a 160 Gb/s260

on–off keying (OOK) receiver. The erbium-glass oscillating261

pulse-generating laser produces 10 GHz pulses at 1542 nm with262

a 1.5-ps full-width at half-maximum pulse width. The spec-263

trum of the pulses is broadened in a 400-m dispersion-flattened264

highly nonlinear fibre (DF-HNLF, dispersion coefficient D =265

–0.45 ps/nm/km and dispersion slope S = 0.006 ps/nm2/km266

at 1550 nm, nonlinear coefficient γ = 10.5 W−1km−1) due to267

self-phase modulation [31], [32]. The broadened spectrum is268

filtered at 1562 nm with a 5-nm optical bandpass filter (OBF)269

to generate the 10 GHz pulses for the data signal and is also270

filtered at 1538 nm using a 1 nm OBF to obtain the 10 GHz con-271

trol pulses used in the OTDM demultiplexing. The generated272

10 GHz pulses at 1562 nm are OOK modulated in a Mach–273

Zehnder modulator (MZM) using a software defined pattern to274

generate 10 Gb/s Ethernet packets. As shown in Fig. 5, the Eth-275

ernet packet with a maximum standardized size of 1518 bytes276

consists of a preamble, a destination address, a source address,277

an Ethertype, payload data and a frame check sequence [33]. The278

packets have duration of 2.19 µs, consisting of 1.22 µs of data279

payload separated by a 0.97 µs guard band. The generated 10280

Gb/s Ethernet packet is multiplexed in time using a passive fiber-281

delay multiplexer (MUX × 16) to generate the 160 Gb/s signal.282

In the (1 × 1) silicon based optical packet switch, the gen- 283

erated 160 Gb/s optical packet is amplified by an EDFA, then 284

filtered by a 5 nm OBF and finally launched into the silicon 285

nanowire through a 3-dB optical coupler. The optical control 286

signal is generated from a CW light at 1546 nm, which is mod- 287

ulated by an electrical control signal in a MZM. The electrical 288

control signal is generated according to the BHC of the burst, 289

which has duration of 1.5 µs and repetition rate of �114 kHz 290

in order to switch one of the four packets. The optical control 291

signal is also launched into the silicon nanowire through the 292

second input of the 3-dB coupler. Fig. 6 shows the waveforms 293

of the packets and the control signal. The launched average 294

power for the data and the control are 13.5 and 8.5 dBm, respec- 295

tively, which corresponds to the energy consumption of 140 and 296

44 fJ/bit. Since the total launched power is well below the two 297

photon absorption (TPA) threshold [6], the TPA and resulting 298

carrier effects are negligible. The polarizations of the data signal 299

and control signal are both aligned to transverse-electric polar- 300

izations into the silicon waveguide. The optical packets modu- 301

late the refractive index of the silicon waveguide and generate 302

XPM on the control signal. Only if the control signal presents 303

“1” level and aligned in time with a packet, the control signal will 304

be phase modulated by the optical packet and be converted into 305

an amplitude modulated signal by passing through an off-center 306

filter. Note that the refractive index of the silicon waveguide 307

could also be modulated by an electrical signal [8], therefore, 308



IE
E
E

P
ro

of

HU et al.: 160-GB/S SILICON ALL-OPTICAL PACKET SWITCH FOR BUFFER-LESS OPTICAL BURST SWITCHING 5

Fig. 6. Oscilloscope traces (a) 160 Gb/s optical packets at the input of the
silicon nanowire; (b) optical control signal; (c) one out of four packets switched
at the output of the silicon nanowire and WSS.

in principle the scheme could also work if the electrical signal309

is directly employed on the silicon chip. At the output of the310

silicon nanowire, a WSS with the center wavelength of 1548 nm311

is used to filter out the red-shifted sideband of the control signal312

and select the switched packet.313

The 4-to-1 switched 160 Gb/s packet was detected using a314

160 Gb/s OOK receiver, which consists of a nonlinear optical315

loop mirror (NOLM) based OTDM demultiplexer, a 0.9-nm316

filter, a photo detector (PD) and an error analyzer. The NOLM317

is used to OTDM demultiplex the 160 Gb/s packet down to318

10 Gb/s packets based on the XPM in a 50 m long HNLF.319

Finally, the demultiplexed 10 Gb/s optical packet was detected320

using a PD and the performance was evaluated using an error321

analyzer.322

VI. EXPERIMENTAL RESULTS323

Fig. 6 shows the dynamic operation of 160 Gb/s silicon packet324

switch. When the control plane receives BHC information, a325

control signal was generated to drive the silicon based all-optical326

switch. In this case, one of four packets needs to be switched;327

therefore, the targeted packet was aligned in time with the opti-328

cal control signal, as shown in Fig. 6(a) and (b). At the output of329

the packet switch, the targeted packet was successfully switched330

with an extinction ratio of �18 dB, as shown in Fig. 6(c). Fig. 7331

shows optical sampling oscilloscope (OSO) eye diagrams of332

160 Gb/s original packets and 1-of-4 switched packet. The333

switched packet has an open and clear eye diagram after the334

packet switch. Actually, some “0” level noise on the original335

packets was also removed after the 1 × 1 packet switch, re-336

sulting from the regenerative characteristics of the off-center337

filtering [29].338

The spectra at the input and the output of the silicon nanowire339

are shown in Fig. 8. XPM on the control signal can be clearly340

seen (modulation peaks around the control signal) at the output341

of the silicon nanowire. The blue and red shifted sidebands342

on the optical control signal were generated from the leading343

edge and trailing edge of the 160 Gb/s optical packets with the344

modulation format of RZ-OOK, respectively. A WSS centered345

at 1548 nm is used to filter out the red-shifted probe light to346

Fig. 7. (a) OSO eye diagrams of 160 Gb/s original packets (b) and 1-of-4
switched packet.

Fig. 8. Optical spectra at the input of the silicon chip (red) and output of the
silicon nanowire (black).

Fig. 9. BER measurements after demultiplexing to 10 Gb/s for the 160 Gb/s
back-to-back packet and for the 160 Gb/s 4-to-1 switched packet.

obtain an amplitude modulated 160 Gb/s signal and separate the 347

switched packet at 1548 nm from the original packet at 1562 nm. 348

The performance of the silicon based 1 × 1 all-optical packet 349

switch for the 160 Gb/s Ethernet packet was evaluated using 350

BER measurements, as shown in Fig. 9. BER curves are plotted 351

for the 160 Gb/s back-to-back packets and for the 160 Gb/s 352

4-to-1 switched packets. The 4-to-1 switched 160 Gb/s packets 353

achieve an error-free performance (BER < 10−9) with a power 354

penalty of �2.5 dB compared to the back-to-back case. The 355

measured penalty is partly attributed to the pulse broadening due 356

to the filtering effect induced by the WSS, and partly attributed 357

to the OSNR degradation after the packet switch due to the 358

limited phase modulation on the control signal. 359
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VII. DISCUSSION AND CONCLUSION360

We have successfully demonstrated a 160 Gb/s silicon based361

1 × 1 all-optical packet switch, based on XPM in a silicon362

nanowire. This scheme could be upgraded to a 1 × N all-optical363

packet switch if a fast tunable laser is used. The silicon packet364

switch could be used either for OPS or OBS without optical365

buffering if the TAW or TAG protocol is used. The 4-to-1366

switched 160 Gb/s Ethernet packet shows error free perfor-367

mance (BER < 1E-9), and holds great promise for future pho-368

tonic switching of ultra-fast data signals.369
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160-Gb/s Silicon All-Optical Packet Switch

for Buffer-less Optical Burst Switching

1

2

Hao Hu, Hua Ji, Minhao Pu, Michael Galili, Kresten Yvind, and Leif Katsuo Oxenløwe3

Abstract—We experimentally demonstrate a 160-Gb/s Ethernet4

packet switch using an 8.6-mm-long silicon nanowire for optical5

burst switching, based on cross phase modulation in silicon. One6

of the four packets at the bit rate of 160 Gb/s is switched by an7

optical control signal using a silicon based 1 × 1 all-optical packet8

switch. Error free performance (BER < 1E-9) is achieved for the9

switched packet. The use of optical burst switching protocols could10

eliminate the need for optical buffering in silicon packet switch11

based optical burst switching, which might be desirable for high-12

speed interconnects within a short-reach and small-scale network,13

such as board-to-board interconnects, chip-to-chip interconnects,14

and on-chip interconnects.15

Index Terms—All-optical signal processing, cross phase modula-16

tion, optical burst switching (OBS), optical packet switching (OPS),17

optical time division multiplexing (OTDM), photonic switching, sil-18

icon photonics.19

I. INTRODUCTION20

T
HE data traffic within Internet data centers and high-21

performance computing systems have been consistently22

growing over the past two decades [1]. The very high aggre-23

gate bandwidth demands of these systems have opened up24

opportunities for optics to compete with electronic intercon-25

nects, from rack-to-rack interconnects, chip-to-chip intercon-26

nects to on-chip interconnects [2]. In order to meet network27

bandwidth demands, 100 Gb Ethernet has been adopted by28

the new IEEE 802.3ba standards [3], however it is quite likely29

that network traffic will push it even further [4]. Silicon nano-30

photonics is a promising technology for low-power and cost-31

effective optical interconnects, due to its ultra-compactness,32

broad working bandwidth, high-speed operation, integration33

potential with electronics and complementary metal–oxide–34

semiconductor (CMOS) compatibility allowing cheap mass35

production [5]–[10]. In addition, silicon based optical signal36

processing functionalities where many bits are processed in a37

compact and integrated device without optical-electrical-optical38

(OEO) conversion has been identified as a potentially energy-39

efficient solution [11].40

Current networks use optical circuit switching (OCS) for op-41

tical cross-connect, where a lightpath needs to be established42
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from a source node to a destination node using a physical path. 43

The OCS is suitable for large, stable and long duration traffic 44

flows, where the lightpath setup time is much less than the data 45

duration. However, the internet traffic has been recognized as 46

consisting of a small number of large and long duration traffic 47

flows and many small traffic flows, and exhibits a bursty nature 48

[12]. The OCS is not ideal for bursty traffic, where the data 49

transmission might not have a long duration relative to the setup 50

time of the lightpath. To address the bursty internet traffic, op- 51

tical packet switching (OPS) and optical burst switching (OBS) 52

have been proposed as excellent candidates for high-speed in- 53

terconnects, due to their better flexibility, resource utilization, 54

functionality and granularity [13]–[18]. In an OPS network, an 55

optical packet is sent along with its header. While the header is 56

processed by a switching node, the packet needs to be buffered 57

in the optical domain. The main challenge of OPS is lack of 58

a practical optical buffer. In an OBS network, the burst header 59

cell (BHC) is transmitted separately ahead of the transmission 60

of a data burst to control the switching fabric and establish a 61

path for the burst. The BHC contains the usual header infor- 62

mation and the burst length. The data burst usually contains 63

multiple packets. OBS can eliminate the need for a data burst to 64

be buffered at the switching node by just waiting for the BHC 65

to be processed. A major challenge of OBS is the data chan- 66

nel reservation protocol. Several protocols have been proposed 67

to schedule bursts efficiently while achieving a high lightpath 68

or bandwidth utilization at the same time, such as tell-and-go 69

(TAG) and just-enough-time [14], [16]. 70

Combination of silicon photonics and optical packet or 71

burst switching might be a desirable technique for high-speed 72

interconnects. Especially, memory devices (such as electronic 73

random access memories (RAM)) are envisioned to be CMOS- 74

integrated in a single silicon photonic chip [7]. Therefore, high 75

speed (>100 Gb/s) silicon chips based OPS/OBS are very 76

promising. 77

Using a silicon nanowire, we have demonstrated a 160 Gb/s 78

packet switch, which can be used in OPS [18]. In this paper, we 79

show that a silicon-based 160 Gb/s packet switch can also be 80

used for OBS, and optical buffering could be avoided if a tell- 81

and-wait (TAW) or TAG protocol is applied. In section II, we 82

describe the working principle of the TAW or TAG protocol and 83

compare the silicon based OBS with the N × N silicon based 84

switch matrix. In section III, the design and the characteristics of 85

the silicon nanowire are presented. In section IV, we describe the 86

working principle of cross phase modulation (XPM) in silicon 87

and its application for packet switching. In addition, we show 88

that the silicon-based 1 × 1 all-optical packet switch could be 89

upgraded to 1 × N all-optical packet switch if a fast tuning 90

laser is used. In Sections V and VI, we show the experimental 91

0733-8724 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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Fig. 1. Short-reach and small-scale network scenario using silicon based OBS.

setup and results of the 160 Gb/s all-optical packet switch for92

OBS. We experimentally demonstrate a 160 Gb/s packet switch93

using an 8.6-mm long silicon nanowire based on XPM. One94

of four packets at the bit rate of 160 Gb/s is switched by an95

optical control signal. Error free performance (BER < 1E-9) is96

achieved for the switched packet.97

II. TAW AND TAG98

In the scenario of short-reach and small-scale interconnects99

(as shown in Fig. 1), such as interconnections among servers,100

boards and even chips, optical packets could be stored in101

the electronic domain using electronic RAM and will not be102

converted into the optical domain and transmitted until the103

switching node is ready for the packet. In this case, a two-way104

reservation protocol such as TAW can be applied [19], [20].105

Since the end nodes are close to each other, both BHC and con-106

firmation from the switching node can be sent in the electronic107

domain with negligible latency and avoiding OEO conversion,108

which is different in the case of conventional OBS. Another109

different feature is that the data payload of a burst could be110

either a short packet or several accumulated long packets, which111

makes the switching more flexible but requires faster switching112

speed. In comparison with conventional OPS, which can be113

used in the large-scale interconnects but requires label processor114

and packet buffer [21]–[23], our proposed scheme addresses the115

scenario of short-reach interconnects, and no label is transmitted116

together with the packet and packet buffer can be avoided.117

As shown in Fig. 1, when an ingress end node (EN, e.g.,118

Chip 1) needs to transfer a packet, it first sends a setup mes-119

sage (i.e., BHC) to the control plane. When the control plane120

receives the setup message, a virtual path will be established121

towards its egress EN (e.g., Chip 2 or Chip 4) during the data122

payload transmission if the switching node is free, and then the123

control plane will send a confirmation message to the ingress124

EN. Once the ingress EN receives the confirmation message,125

the data payload stored at the electronic RAM of the ingress126

EN will be immediately converted into an optical burst and then127

sent to the egress EN. The virtual path will be automatically128

released according to the BHC. If more than one ingress EN129

need to transfer data payload at the same time or the switching130

node is busy, the data payload at the ingress ENs is still stored131

Fig. 2. Schematic architecture of silicon packet switch based OBS using
(a) TAW and (b) TAG.

in the electronic RAM and a waiting list will be established 132

in the control plane. The data payload will wait for the trans- 133

fer according to the sequence of the list. The sequence of the 134

list depends on the priority based class-of-service. Even if the 135

packet blocking probability rises with higher data load, higher 136

class services experience relatively lower blocking probability 137

compared to lower class services [15]. Fig. 2(a) shows a possible 138

architecture of a silicon packet switch based optical burst switch 139

using TAW protocol. Only one of N ingress ENs will receive 140

the confirmation message at a time and send data payload to the 141

1 × N switch through a multiplexer, which could be a coupler. 142

The 1 × N switch will switch the data payload to its egress EN 143

according to the BHC. 144

Another scheme is TAG, which is a one-way reservation pro- 145

tocol and requires no acknowledgement from the switching node 146

before sending the data payload. When an ingress EN has a data 147

payload to transfer, it sequentially sends a setup message to the 148

control plane and an optical burst to the optical switch with a 149

guard time in between. The guard time is at least equal to or 150

more than the time interval needed for setup of a virtual path 151

inside the switching node. This allows the optical switch to be 152

set before the packet arrives. If the switching node is free when 153

it receives the setup message, a virtual path will be set up for 154

the packet transfer and a successful message will be sent back 155

to the ingress EN. If the switching node is busy when it receives 156

the setup message, the optical packet sent from the ingress EN 157

will be discarded and a fail message will be sent back to the 158

ingress EN. If the ingress EN receives the successful message, 159

the electronic RAM storing the data payload will be released. If 160

the ingress EN receives the fail message, it will send the setup 161

message and the optical burst again. Fig. 2(b) shows a possi- 162

ble architecture of silicon packet switch based OBS using TAG 163

protocol. If the control plane receives a setup message from an 164

ingress EN and the switching node is free at the time, the first 165
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Fig. 3. Operation principle of the XPM in a silicon nanowire with subsequent off-center filtering.

N × 1 switch will connect to the ingress EN and allow the data166

payload to enter, and the second 1 × N switch will switch to167

its egress EN according to the BHC. If the switching node is168

busy when the control plane receives the setup message, the first169

1 × N switch will not connect to the ingress EN and the data170

payload sent from the ingress EN will be discarded.171

Compared to an N × N (N ∈ 2n , n = 1, 2, 3, . . .) silicon172

based switch matrix with a granularity of the optical paths, sili-173

con based OBS with a granularity of optical packets is more flex-174

ible and could have smaller footprint and less power consump-175

tion. For the N × N switch matrix based on path-independent in-176

sertion loss and “switch-and-select” topology, the total number177

of Mach–Zehnder interferometer (MZI) switches is 2 × N × N178

and 2 × N × (N–1), respectively [24], [25]. Assuming MZI179

switches are also used in the 1 × N switch, as shown in Fig. 2,180

the total number of MZI switches for the TAW and TAG are181

N–1 and 2 × (N–1), respectively. In addition, no intersections182

are needed for the 1 × N switch, and therefore there will be no183

crosstalk.184

A main requirement for the silicon packet switch is that the185

switching speed of the optical switches should be fast enough in186

order to introduce less latency and lower blocking probability,187

and therefore the switching time should preferably be no more188

than a few nanoseconds.189

III. SILICON NANOWIRE190

The key device for the silicon all-optical packet switch is a191

dispersion engineered 8.6-mm long silicon straight waveguide,192

which includes tapering sections for low loss interfacing with193

optical fiber [26]. The main waveguide section is �8 mm long194

and has a cross-sectional dimension of 240 nm × 450 nm while195

the tapering sections are �0.3 mm long each. The width at196

the end of the silicon nanowire is tapered from 450 nm to a197

tiny tip end of 40 nm so that the guided mode will expand198

into a polymer waveguide, surrounding the silicon-on-insulator199

(SOI) waveguide and the taper. The device has an SOI structure,200

with the silicon waveguide placed on a SiO2 /Si substrate. The201

measured propagation loss is 4.3 dB/cm and the fiber-to-fiber202

loss of the device is 6.8 dB.203

IV. XPM IN A SILICON NANOWIRE FOR PACKET SWITCH204

XPM is an ultrafast optical Kerr effect, with a response time205

of a few fs. Fig. 3 shows the operation principle of XPM in a206

silicon nanowire with subsequent off-center filtering. The pump207

pulse can modulate the refractive index of the silicon waveguide,208

which results in phase modulation on the co-propagating con-209

tinuous wave (CW) probe [27]. The phase modulation will then 210

result in transient chirp on the CW probe. The leading edges of 211

the pump pulse will generate red-shift chirp, whereas the trailing 212

edge of the pump pulse will generate blue-shift chirp. The blue 213

shifted and red shifted sidebands are generated as a result of 214

the chirp. If an off-center filter is used to extract either the blue 215

shifted sideband or the red shifted sideband, the XPM-induced 216

phase modulation can be converted into amplitude modulation. 217

When an RZ-OOK data signal is used as the pump, the generated 218

sideband can pass through the off-center filter in the presence 219

of a “1” bit of the pump, whereas no generated sideband results 220

in no transmission through the off-center filter in the presence 221

of a “0” bit of the pump. Using a CW probe, the XPM in silicon 222

with subsequent off-center filtering has been used for forward 223

error correction supported 150 Gb/s wavelength conversion, 224

10 Gb/s tuneable wavelength conversion, 40 Gb/s regenerative 225

wavelength conversion and 160 Gb/s all-optical data modulator 226

[27]–[30]. If the probe is gated in time (with a gating time 227

slightly larger than the packet duration), XPM in silicon with 228

subsequent off-center filtering, can be used for packet switching 229

with ultrafast response time. Fig. 4 shows an illustration of 230

packet switch based on the XPM in silicon with subsequent 231

off-center filtering using gated probe light. For the 1×1 packet 232

switch, 1 out of 4 data packets (λD ) is switched out at the 233

wavelength of λC + ∆λ when the control signal (λC ) is set to 234

be on. When the control signal is off, no light is generated at 235

the wavelength of λC + ∆λ. For the 1 × N packet switch, a 236

wavelength selective switch (WSS) with different wavelengths 237

at different outputs should be used. When the wavelength of 238

the control signal is fast tuned, the incoming packet could be 239

switched to different outputs of the WSS. The tuning speed of 240

the tunable laser depends on the guard band between packets, 241

which is typically on the order of several nanoseconds to 242

several microseconds. This requirement of tuning speed could 243

be relaxed if the granularity of the packet becomes large, i.e., 244

introducing large enough guard band (�µs) by switching a long 245

packet or several aggregated short packets. If the first packet of 246

four data packets needs to be switched to port 1 of the WSS, the 247

wavelength of the control signal should be tuned to be λC1 ; if 248

the second packet of four data packets needs to be switched to 249

port 4 of the WSS, the wavelength of the control signal should 250

be tuned to be λC4 . Compared to the 1 × N packet switch based 251

on cascaded MZI switches, which needs N–1 active switch, 252

the XPM based 1 × N packet switch only needs an active fast 253

tunable laser followed by passive filtering. Based on the 1 × N 254

packet switch, the TAW and TAG protocol can be realized, as 255

shown in Fig. 2. 256
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Fig. 4. Illustration of packet switch. (a) One out of four data packets is switched out using 1 × 1 packet switch when the control signal is set to be on; (b) One
of the input data packets is switched to different path using 1 × N packet switch when the wavelength of the control signal is tuned. Blue box: WSS with different
wavelengths at different outputs.

Fig. 5. Experimental setup for the 160 Gb/s all-optical packet switch using a silicon nanowire followed by a WSS.

V. EXPERIMENTAL SETUP257

The experimental setup for the 160 Gb/s silicon packet switch258

is shown in Fig. 5. It mainly includes a 160 Gb/s RZ-OOK259

transmitter, a 1 × 1 silicon based packet switch and a 160 Gb/s260

on–off keying (OOK) receiver. The erbium-glass oscillating261

pulse-generating laser produces 10 GHz pulses at 1542 nm with262

a 1.5-ps full-width at half-maximum pulse width. The spec-263

trum of the pulses is broadened in a 400-m dispersion-flattened264

highly nonlinear fibre (DF-HNLF, dispersion coefficient D =265

–0.45 ps/nm/km and dispersion slope S = 0.006 ps/nm2/km266

at 1550 nm, nonlinear coefficient γ = 10.5 W−1km−1) due to267

self-phase modulation [31], [32]. The broadened spectrum is268

filtered at 1562 nm with a 5-nm optical bandpass filter (OBF)269

to generate the 10 GHz pulses for the data signal and is also270

filtered at 1538 nm using a 1 nm OBF to obtain the 10 GHz con-271

trol pulses used in the OTDM demultiplexing. The generated272

10 GHz pulses at 1562 nm are OOK modulated in a Mach–273

Zehnder modulator (MZM) using a software defined pattern to274

generate 10 Gb/s Ethernet packets. As shown in Fig. 5, the Eth-275

ernet packet with a maximum standardized size of 1518 bytes276

consists of a preamble, a destination address, a source address,277

an Ethertype, payload data and a frame check sequence [33]. The278

packets have duration of 2.19 µs, consisting of 1.22 µs of data279

payload separated by a 0.97 µs guard band. The generated 10280

Gb/s Ethernet packet is multiplexed in time using a passive fiber-281

delay multiplexer (MUX × 16) to generate the 160 Gb/s signal.282

In the (1 × 1) silicon based optical packet switch, the gen- 283

erated 160 Gb/s optical packet is amplified by an EDFA, then 284

filtered by a 5 nm OBF and finally launched into the silicon 285

nanowire through a 3-dB optical coupler. The optical control 286

signal is generated from a CW light at 1546 nm, which is mod- 287

ulated by an electrical control signal in a MZM. The electrical 288

control signal is generated according to the BHC of the burst, 289

which has duration of 1.5 µs and repetition rate of �114 kHz 290

in order to switch one of the four packets. The optical control 291

signal is also launched into the silicon nanowire through the 292

second input of the 3-dB coupler. Fig. 6 shows the waveforms 293

of the packets and the control signal. The launched average 294

power for the data and the control are 13.5 and 8.5 dBm, respec- 295

tively, which corresponds to the energy consumption of 140 and 296

44 fJ/bit. Since the total launched power is well below the two 297

photon absorption (TPA) threshold [6], the TPA and resulting 298

carrier effects are negligible. The polarizations of the data signal 299

and control signal are both aligned to transverse-electric polar- 300

izations into the silicon waveguide. The optical packets modu- 301

late the refractive index of the silicon waveguide and generate 302

XPM on the control signal. Only if the control signal presents 303

“1” level and aligned in time with a packet, the control signal will 304

be phase modulated by the optical packet and be converted into 305

an amplitude modulated signal by passing through an off-center 306

filter. Note that the refractive index of the silicon waveguide 307

could also be modulated by an electrical signal [8], therefore, 308
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Fig. 6. Oscilloscope traces (a) 160 Gb/s optical packets at the input of the
silicon nanowire; (b) optical control signal; (c) one out of four packets switched
at the output of the silicon nanowire and WSS.

in principle the scheme could also work if the electrical signal309

is directly employed on the silicon chip. At the output of the310

silicon nanowire, a WSS with the center wavelength of 1548 nm311

is used to filter out the red-shifted sideband of the control signal312

and select the switched packet.313

The 4-to-1 switched 160 Gb/s packet was detected using a314

160 Gb/s OOK receiver, which consists of a nonlinear optical315

loop mirror (NOLM) based OTDM demultiplexer, a 0.9-nm316

filter, a photo detector (PD) and an error analyzer. The NOLM317

is used to OTDM demultiplex the 160 Gb/s packet down to318

10 Gb/s packets based on the XPM in a 50 m long HNLF.319

Finally, the demultiplexed 10 Gb/s optical packet was detected320

using a PD and the performance was evaluated using an error321

analyzer.322

VI. EXPERIMENTAL RESULTS323

Fig. 6 shows the dynamic operation of 160 Gb/s silicon packet324

switch. When the control plane receives BHC information, a325

control signal was generated to drive the silicon based all-optical326

switch. In this case, one of four packets needs to be switched;327

therefore, the targeted packet was aligned in time with the opti-328

cal control signal, as shown in Fig. 6(a) and (b). At the output of329

the packet switch, the targeted packet was successfully switched330

with an extinction ratio of �18 dB, as shown in Fig. 6(c). Fig. 7331

shows optical sampling oscilloscope (OSO) eye diagrams of332

160 Gb/s original packets and 1-of-4 switched packet. The333

switched packet has an open and clear eye diagram after the334

packet switch. Actually, some “0” level noise on the original335

packets was also removed after the 1 × 1 packet switch, re-336

sulting from the regenerative characteristics of the off-center337

filtering [29].338

The spectra at the input and the output of the silicon nanowire339

are shown in Fig. 8. XPM on the control signal can be clearly340

seen (modulation peaks around the control signal) at the output341

of the silicon nanowire. The blue and red shifted sidebands342

on the optical control signal were generated from the leading343

edge and trailing edge of the 160 Gb/s optical packets with the344

modulation format of RZ-OOK, respectively. A WSS centered345

at 1548 nm is used to filter out the red-shifted probe light to346

Fig. 7. (a) OSO eye diagrams of 160 Gb/s original packets (b) and 1-of-4
switched packet.

Fig. 8. Optical spectra at the input of the silicon chip (red) and output of the
silicon nanowire (black).

Fig. 9. BER measurements after demultiplexing to 10 Gb/s for the 160 Gb/s
back-to-back packet and for the 160 Gb/s 4-to-1 switched packet.

obtain an amplitude modulated 160 Gb/s signal and separate the 347

switched packet at 1548 nm from the original packet at 1562 nm. 348

The performance of the silicon based 1 × 1 all-optical packet 349

switch for the 160 Gb/s Ethernet packet was evaluated using 350

BER measurements, as shown in Fig. 9. BER curves are plotted 351

for the 160 Gb/s back-to-back packets and for the 160 Gb/s 352

4-to-1 switched packets. The 4-to-1 switched 160 Gb/s packets 353

achieve an error-free performance (BER < 10−9) with a power 354

penalty of �2.5 dB compared to the back-to-back case. The 355

measured penalty is partly attributed to the pulse broadening due 356

to the filtering effect induced by the WSS, and partly attributed 357

to the OSNR degradation after the packet switch due to the 358

limited phase modulation on the control signal. 359
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VII. DISCUSSION AND CONCLUSION360

We have successfully demonstrated a 160 Gb/s silicon based361

1 × 1 all-optical packet switch, based on XPM in a silicon362

nanowire. This scheme could be upgraded to a 1 × N all-optical363

packet switch if a fast tunable laser is used. The silicon packet364

switch could be used either for OPS or OBS without optical365

buffering if the TAW or TAG protocol is used. The 4-to-1366

switched 160 Gb/s Ethernet packet shows error free perfor-367

mance (BER < 1E-9), and holds great promise for future pho-368

tonic switching of ultra-fast data signals.369
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