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*Umeå University, Umeå, Sweden
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Abstract

This chapter covers recent developments in 17O NMR spectroscopy as applied to dis-

crete metal oxide clusters, particularly in the context of their use as models in geochem-

istry and catalysis. Dynamic 17O NMR methods based on the McConnell–Bloch

equations are explored in depth, and recent advances are reviewed. High-pressure

NMR methods are also discussed and reviewed, as are recent developments in the

use of density functional theory in the computation of 17O NMR shifts in poly-

oxometalates. The emphasis of the chapter is on the new developments that promise

to reinvigorate 17O NMR as a central tool in the study of aqueous chemical kinetics, with

the most urgent challenges being understanding the rates of isotopic substitution into

bridging oxygens in clusters.

Keywords: 17O NMR, Polyoxometalates, Solution dynamics, Kinetics, Water, Minerals,

Metal oxides, Geochemistry, High-pressure NMR
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1. INTRODUCTION

On the face of it, 17O NMR spectrometry as a technique suffers

from a lot of disadvantages: the natural abundance is very low (<0.04%),

it is a quadrupolar nucleus and the generally fast transverse relaxation times

yield broad signals. However, modern high-field NMR spectrometers

are sufficiently sensitive that spectra can be sometimes be collected on

oxygen-containing molecules without the need for artificial isotopic

enrichment—although molar concentrations may need to be high—and

while the line width of, for example, the oxygen signal in water is close

to 70 Hz, the shift range is very large—spanning well over 1000 ppm for

even simple metal oxides. While the very short T1, typically tens of

milliseconds, can make multipulse experiments difficult, it does allows for

the quick collection of a large number of repeated scans in single-pulse

experiments, which partly offsets the low natural abundance of 17O.

As a consequence, 17O NMR spectrometry is a tool which is sensitive

towards the environment of the oxygen site and can be used to investigate

the chemistry of different types of organic and inorganic oxides in solution.

Due to the cost of enriched reagents, it is primarily inorganic oxides which

are accessible as enriched products, and due to this and the central role of

structural oxygen atoms in this class of materials, 17O NMR is particularly

important in inorganic chemistry.

Here we will provide a general overview of recent advances in experi-

mentation involving 17O NMR spectrometry, and we will provide a very

specific focus on the use of NMR spectrometry in investigating the chem-

istry of discrete metal oxide clusters in solution, and on new efforts to extend

the results to gigapascal (GPa) pressures. This latter subject is highly impor-

tant in light of the historical use of activation volumes determined via 17O

NMR experiments to assign mechanisms of inorganic ligand exchange reac-

tions, and new work to unravel protein structures via high-pressure dena-

turing. The relevance of high pressure to geochemistry is also key to

these new efforts as the developments open up a whole new unexplored

region of aqueous solution chemistry to science.

The combination of the central role that oxygen plays in the chemistry of

discrete metal oxide clusters with the difficulty of performing multi-

dimensional experiments to assign NMR signals to specific sites gives com-

putational shift assignment an important role. The sizes of the clusters in

question make density functional theory (DFT) the only viable
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computational method to assign some chemical shifts. We will present

recent advances in the computation of 17ONMR chemical shifts in discrete

metal oxide clusters by DFT with a focus on practical approaches to

doing so.

2.
17
O AS A NUCLEUS IN METAL OXIDE CLUSTER

CHEMISTRY

17O has a natural abundance of ca 0.04%, is the only NMR active

nucleus of oxygen and has a spin of I ¼ 5/2, gyromagnetic ratio of

�3.6�10�7 s�1 T�1 and a quadrupole moment of �2.6 fm2 [1]. The pres-

ence of a quadrupole moment leads to signals that are comparatively

broad; however, the large shift range makes it a powerful tool in studying

the chemistry of oxygen-containing compounds. For example, while a typ-

ical line width of the oxygen site in H2
17O is ca 70 Hz, corresponding to ca

1.3 ppm on a 9.4-T instrument, a discrete metal oxide cluster such as

[Nb10O28]
6� has signals covering a shift window of over 700 ppm [2]. In

addition, for smaller, symmetrical molecules, signal widths are often quite

narrow.
17O has a very short longitudinal or spin-lattice relaxation time, T1

(ca 20 ms for H2
17O), which creates both opportunities and problems. While

relaxation is fast and allows for the acquisition of many scans in a short

amount of time, this also makes certain experiments where retention of

magnetisation is important—such as diffusion experiments—very challeng-

ing. SinceT1 is dependent on the rotational correlation of the analyte,T1 can

be increased somewhat by working with low-viscosity solvents and at ele-

vated temperatures, and may lead to sharper line widths.

To overcome the low natural abundance of 17O (0.04%), target mole-

cules can be enriched. While this can be costly, with 20% enriched H2
17O

selling for ca USD 600 per gram, it affords access to the detection and char-

acterisation of the environment of one of the most common—and arguably

most important—elements in nature.

Polyoxovanadates have long been studied byNMRowing the sensitivity

and natural abundance of the 51V nucleus, coupled with a large spectral win-

dow. 95Mo, 97Mo and 183WNMR have likewise been useful techniques in

resolving solution chemistry for polyoxomolybdates and -tungstates. Poly-

oxoniobates and -tantalates, however, lack this advantage, since 93Nb and
181Ta are quadrupolar nuclei which yield broad NMR signals that cover

a large portion of the spectral window, and exhibit low sensitivity. All of

18917O NMR in Discrete Metal Oxide Cluster Chemistry



these oxide clusters do contain oxygen atoms though, making 17ONMR an

attractive technique for studying polyoxometalates in solution.

The utility of 17O NMR in studying the solution chemistry of discrete

metal oxide clusters, such as polyoxometalates, was recognised early but

became practicable only once the transition from continuous wave (CW)

to pulsed Fourier-transform (FT) NMR techniques had been made, in con-

junction with the availability of 17O-enriched materials [3].

There are a range of uses for 17O NMR in polyoxometalate chemistry,

but the chief ones are as a structural probe, as a speciation probe, and as a

kinetic probe. These latter two aspects will be covered in Sections 3 and 4,

following a brief introduction of classical methods for determination of

exchange kinetics by NMR in Sections 2.1–2.3. The use of 17O NMR as

a structural probe requires accurate assignment of observed signals, something

for which computational methods are becoming increasingly important. This

will be covered in Section 5.

2.1 The Classical Vector Model of Nuclear Magnetic Resonance

The NMR experiment can be treated at different levels of theory, ranging

from classical physics to quantummechanics. Depending on the chosen level

of theory, different practical approaches can be used, such as the Bloch vec-

tor model or product operator formalism. While the former does not apply

to coupled spin systems, its conceptual simplicity and applicability to

uncoupled spin systems, such as is often effectively the case in 17O NMR

experiments, have made it a common approach in kinetic studies of solution

dynamics of inorganic coordination compounds and discrete metal oxide

clusters. As was made clear in a recent paper [4], even a cell phone now easily

has enough power to run the software to simulate spectra via the Bloch–

McConnell equations. Much of 17ONMR applied to kinetics relies on this

vector model of magnetic relaxation, leading to the Swift–Connick equa-

tions of solution chemistry. For this reason, we review the model here as

an introduction to 17O NMR and chemical kinetics.

The Bloch vector model is based on the torque equation [5]. In the

laboratory frame of reference, for a nucleus with a nonzero magnetic

moment, I 6¼0, the torque Eq. (1) describes the change in magnetic

moment, M
!
, on application of a magnetic field, B

!
. Here γ is the gyromag-

netic ratio of the nucleus, and M
!
¼

Mx

My

Mz

2

6

4

3

7

5
.
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d

dt
M
!
¼ γ�M

!
tð Þ� B

!
tð Þ (1)

In the case of a pulsed NMR experiment, the NMR spectrometer

magnet provides a permanent, or static, magnetic field, B
!
0, along the lon-

gitudinal z-axis with a magnitude of jB0 j, and an oscillating radio frequency

field, B
!
1, along the x-axis in the transverse plane, so that B

!
¼ B

!
0 + B

!
1. The

expanded form of Eq. (1) is shown in Eq. (2), where ωrf is the angular

frequency of the applied field.

d

dt
M
!
¼ γ �

Mx

My

Mz

2

6

4

3

7

5
�

B1j j � cos ωrf � t
� �

� B1j j � sin ωrf � t
� �

B0j j

2

6

4

3

7

5
(2)

TheRabi and Larmor frequencies are thenω1¼γ � jB1 j andω0¼γ � jB0 j,
respectively, and the system can be solved for the rotating frame after the

application of a rotation matrix and introduction of the longitudinal T1

and transverse T2 relaxation terms. This procedure yields the familiar form

of the Bloch equations shown in Eqs 3–5, where u and v are the real

(dispersive) and imaginary (absorptive) parts of the magnetisation in the rotat-

ing transverse plane, and Mz the magnetisation in the longitudinal axis, with

Mz
eq. being the equilibrium magnetisation along longitudinal axis. When

the oscillating radio frequency field is applied, i.e., during a pulse, then

ω1>0, and in the absence of an applied field ω1¼0.

d

dt
u tð Þ¼�

u tð Þ

T2

� v tð Þ � ωrf �ω0

� �

(3)

d

dt
v tð Þ¼�

v tð Þ

T2

+ u tð Þ � ωrf �ω0

� �

�Mz tð Þ �ω1 (4)

d

dt
Mz tð Þ¼�

Mz tð Þ�M eq:
z

T1

+ v tð Þ �ω1 (5)

Although the applicability of the classical Bloch equations is somewhat

limited compared to modern treatments of the NMR experiment, they can

be easily solved and modified to include chemical exchange using

McConnell formalism. In particular, standard one-pulse experiments can

generally be treated as if they were low-power continuous-wave experi-

ments, in which case all derivatives equal zero so that the Bloch equations

cease to be differential equations. Similarly, if there is no applied field
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present, then the contribution of Mz becomes decoupled from the

magnetisation in the transverse plane and can be ignored when solving

the equations.

The two assumptions are, however, mutually exclusive, as in the CW

case the applied field is always on and Mz(t) is a constant for which an arbi-

trary value can normally be chosen. Either assumption presents different

strategies for exact solutions depending on the type of experiment being

modelled.

The Bloch equations can be further rewritten by defining a term for the

transverse magnetisation, Muv¼u+ i � v. This reduces by one the number of

differential equations that need to be solved. It also has a natural intuitive

feel, as it treats the magnetisation in the transverse plane as one entity that

is distinct from the magnetisation in the longitudinal axis. In terms of an

NMR experiment, the transfer of magnetisation into the transverse plane

is our observable parameter. This situation is in contrast with the longitudi-

nal magnetisation, which typically has to be inferred, rather than measured

directly. The magnetisation in the longitudinal axis is not irrelevant though,

as it affects the magnitude of the observed signal, as well as being important

in multipulse experiments where relaxation along the longitudinal axis is

incomplete.

Either way, Eqs (3)–(5) can be rewritten as Eq. (6).

d

dt
Muv tð Þ¼ ωrf �ω0

� �

� �v tð Þ�
u tð Þ

T2

+ i �u tð Þ

� �

+ i � Mz �ω1�
v tð Þ

T2

� �

(6)

Because u(t)¼Muv(t)� i �v(t), Eq. (6) further simplifies to Eq. (7), where

Δω¼ωrf�ω0.

d

dt
Muv ¼�

1

T2

� i �Δω

� �

�Muv + i �Mz �ω1 (7)

While this form is particularly useful when discussing low-power CW

cases where the time dependence of Mz can be ignored since it is assumed

to have a constant magnitude, the different magnetisation terms will be kept

separate in the discussion that follows.

Using the derived equations it is trivial to model a simple NMR

experiment using, e.g., MATLAB [6] or GNU Octave [7], and analytical
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solutions can be obtained using Computer Algebra Systems such as

Mathematica [8], Maple [9] or Maxima [10].

2.2 Exchange Kinetics

McConnell showed that chemical exchange under equilibrium conditions

can be included in the Bloch equations by modifying the corresponding rate

laws [11].

Since for uncoupled systems the total magnetisation is additive—that is

usys: ¼
P

i ui, vsys: ¼
P

i vi and Mzsys: ¼
P

iMzi—and the magnetisation in

the case of a perfect square pulse covering all frequencies correlates directly

with the concentration, all that remains is to recast the time dependence of

the magnetisation in the Bloch equations to include the parameters for

exchange.

For a system of two species, A and B, in equilibrium, AÐB, the

corresponding rate law equations are as shown in Eqs (8) and (9).

d

dt
A½ � tð Þ¼�kA � A½ � tð Þ+ kB � B½ � tð Þ (8)

d

dt
B½ � tð Þ¼ kA � A½ � tð Þ�kB � B½ � tð Þ (9)

Assuming that the magnetisation factors scale equally with concentration

for both species, and that they are in equilibrium, then the magnetisation

transfer for A in each axis can be written as in Eqs (10)–(12).

0¼�kA �uA tð Þ+ kB �uB tð Þ (10)

0¼�kA � vA tð Þ+ kB � vB tð Þ (11)

0¼�kA �MzA tð Þ+ kB �MzB tð Þ (12)

Eqs (3)–(5) can then be written as in Eqs (13)–(15) for A.

d

dt
uA tð Þ¼�

uA tð Þ

T2A

� vA tð Þ � ωrf �ω0A

� �

�kA �uA tð Þ+ kB �uB tð Þ (13)

d

dt
vA tð Þ¼�

vA tð Þ

T2

+ uA tð Þ � ωrf �ω0A

� �

�MzA tð Þ �ω1

�kA � vA tð Þ+kB � vB tð Þ (14)

d

dt
MzA tð Þ¼�

MzA tð Þ�M eq:
z A

T1A

+ v tð Þ �ω1�kA �MzA tð Þ+ kB �MzB tð Þ (15)
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The equations for uB, vB andMzB are analogous, with the signs preceding

kA and kB being swapped.

Using u as an example, because kB¼
kA�uA
uB

, if we define pA
B

¼ uA
uB
, then

kB¼ pA
B

�kA. This holds true for v and Mz as well. Eqs (13)–(15) then are

rewritten as Eqs (16)–(18).

d

dt
uA tð Þ¼�

uA tð Þ

T2A

� vA tð Þ � ωrf �ω0A

� �

�kA � uA tð Þ� pA
B

�uB tð Þ

� �

(16)

d

dt
vA tð Þ¼�

vA tð Þ

T2

+ uA tð Þ � ωrf �ω0A

� �

�MzA tð Þ �ω1

�kA � vA tð Þ� pA
B

� vB tð Þ

� �

(17)

d

dt
MzA tð Þ¼�

MzA tð Þ�M
eq:
zA

T1A

+ v tð Þ �ω1

�kA � MzA tð Þ�pA
B

�MzB tð Þ

� �

(18)

In addition to Eqs (16)–(18), which describe the evolution of

magnetisation for species A, there is an analogous set of equations for

species B.

It is important to note that there is a critical assumption that any magnetic

environment other than A or B being short-lived enough that it can be

ignored and do not alter any of the magnetisation terms. For a pulsed exper-

iment that means that exchange should be slow relative to the life time of the

applied pulse [4]. Additional assumptions are that the Law of Detailed Bal-

ance applies, and—in the above example—that the reactions are first-order

and simple (this latter assumption can be addressed by using the appropriate

rate law for more higher-order reactions).

In spite of these assumptions the McConnell–Bloch equations have

proven remarkably versatile in resolving the kinetics of chemical exchange,

and they can be modified to account for complex systems, although these

may require the use of a Computer Algebra System, such as Mathematica

[8] or Maxima [10], to obtain an analytical solution.

As with the unmodified Bloch equations, the equations can be rewritten

by combining the components of the magnetisation of each species in the

transverse plane into a single expression, as in Eq. (19).
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d

dt
MuvA¼�

1

T2A

� i �ΔωA

� �

�MuvA + i �MzA �ω1

� pA
B

kAMuvB�MuvAkA

� �

(19)

Using the simple approach of the McConnell–Bloch equations a wide

range of types of kinetic NMR experiments can be modelled. Of particular

interest here are a few key examples.

In case signals for two exchanging sites are found close to one another,

varying the temperature may lead to coalescence of the signals into one.

In this case, Eq. (19) (or Eqs 16 and 17) will accurately describe the profile

of the spectrum as a function of temperature using the CW assumption and

can be solved to yield an analytical expression (two, in the case of using

Eqs 16 and 17) that can be used to fit the entire spectrum at each temper-

ature. Such an approach, although for a more complex system, was used by

Johnson et al. to derive rates of fluxionality for a huge uranyl-peroxo cluster,

Na30[(UO2)24(O2)24(HP2O7)6(H2P2O7)6]�nH2O [12].

For well-separated signals this approach does not work, however. In the

case of the uranyl ion, [U(]O)2(OH)4]
2�, the 17O signal from the –yl

oxygen atoms is found at ca 1100 ppm, whereas the 17O signal from water

is used as the shift reference and is defined as 0 ppm. In studying the

exchange between the –yl oxygen and bulk water the coalescence method

thus cannot be used. Harley et al. obtained rates of exchange by using a

saturation-transfer technique [13]. Here, by use of a selective π pulse the

net magnetisation of the bulk water signal was inverted. A variable mixing

delay was introduced, during which exchange occurring between the

relaxed –yl oxygen and the inverted water signal led to a decrease in net

magnetisation of the –yl signal, and a π/2 observation pulse yielded a spec-

trum which could be interpreted to yield rates of exchange.

Because the exchange involves transfer of magnetisation in the longitu-

dinal plane, the salient equations focus onMz, as shown in Eqs (20) and (21).

Key are the initial values of MZA and MZB, which are MzA

eq. and �MzB

eq.,

respectively, when A is the –yl nucleus and B is the bulk water signal.

d

dt
MzA tð Þ¼�

MzA tð Þ�M eq:
zA

T1A

�kA � MzA tð Þ� pA
B

�MzB tð Þ

� �

(20)

d

dt
MzB tð Þ¼�

MzB tð Þ�M eq:
zB

T1B

�kA � �MzA tð Þ+ pA
B

�MzB tð Þ

� �

(21)
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Solving these equations yields equations that describe the intensities of

the two signals as a function of mixing time for a given rate of exchange.

In the previous example the signals were well separated, and providing a

selective pulse that only affects one of the signals is possible.When the signals

are closer in shift, but still do not exhibit the separation/coalescence behav-

iour necessary for the simplest two-site model, other techniques are

required. While there are multipulse techniques for selective saturation,

working with strongly saline aqueous solutions such as those used with poly-

oxometalates and similar species presents a particular challenge in that they

can heat up during the pulse, in which case the change in temperature leads

to the pulses becoming decalibrated, and the experiment failing.

A system that presented this challenge is the [U(]O)2(CO3)3]
4� mole-

cule, which undergoes exchange with free carbonate. While the 13C signals

of free and bound carbonate were found to be separated by a few ppm, no

coalescence was found at elevated temperature. Here, a three-pulse

approach was used, which exploited the difference in the rotation of the

magnetisation in the transverse plane between signals which are on- and

off-resonance.

As can be seen in Eqs (3)–(5), if (ωrf�ω0)¼0, then u(t) will remain 0

throughout the experiment. The degree to which u(t) will deviate from zero

thus depends on the difference between ωrf and ω0, which is the separation

between the pulse and signal in terms of angular frequencies, a phenomenon

which is called nutation. Thus, by making one of the signals, that of free

carbonate, the on-resonance signal, then the off-resonance nucleus will

nutate at a predictable rate. In the experiment by Harley et al. [14], a π/2

pulse was applied which was on-resonance with respect to the free carbon-

ate. This was followed by second pulse π/2 after a delay which allowed the

v(t) to invert for the bound carbonate, while that of the free carbonate was

unaffected. This second π/2 pulse thus caused all the net magnetisation of

the two sites to lie along the longitudinal axis again, but with the net

magnetisation of the free carbonate inverted relative to the equilibrium state

while the net magnetisation of the bound carbonate was returned to the

equilibrium state, a situation similar to that in the preceding example.

Thus, following a mixing delay an observation pulse was applied, and the

rate of exchange could be determined by solving Eqs (20) and (21) and fitting

the intensities of the carbonate signals to the resulting function.

Next, another scenario will be explored, where rates of exchange for

ligands bound to paramagnetic centres can be investigated using a technique

which exploits the properties of the paramagnetic centre.
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2.3 Solvent Exchange in Paramagnetic Systems

The Swift–Connick model [15] is a special case of the Bloch–McConnell

equations in that it attempts to resolve the ligand exchange kinetics in sys-

tems with paramagnetic ions. More specifically, it was developed in order to

look at aqua ligand exchange on paramagnetic metal hexaaqua ions, such as

[Co(H2O)6]
2+, where only the bulk water signal can be observed, and the

rate of exchange has to be inferred from the temperature-dependent broad-

ening of this bulk water signal. Because of the keen interest in assigning

mechanisms to water exchange reactions for first-row transition metals,

the Swift–Connick model really became indispensible to chemists studying

the 17O NMR of aqueous solutions.

Although it normally is used in studying the exchange between two spe-

cies, the Swift–Connick model begins by assuming that there are three spe-

cies present: bulk water, and bound water in two types of paramagnetic

environments. It is also assumed that the experiment occurs under CW con-

ditions, and although this is rarely the case these days, single-pulse experi-

ments can generally be modelled using these assumptions.

Here we will return to Eq. (19) since the time dependence ofMz can be

ignored, and since we work under CW conditions all time-dependent

derivatives are equal to zero. The expressions for three exchanging species

A, B and C become Eqs (22)–(24), where kXY is the rate constant for

exchange from X to Y.

�
1

T2A

� i �ΔωA� kAB + kACð Þ

� �

�MuvA� kBAMuvB + kCAMuvCð Þ

¼ i �MzA �ω1 (22)

�
1

T2B

� i �ΔωB� kBC + kBAð Þ

� �

�MuvB� kABMuvA + kCBMuvCð Þ

¼ i �MzB �ω1 (23)

�
1

T2C

� i �ΔωC� kCA + kCBð Þ

� �

�MuvC� kBCMuvB + kACMuvAð Þ

¼ i �MzC �ω1 (24)

By defining LA ¼
1

T2A
� i �ΔωA� kAB + kACð Þ

� �

, and doing the

analogous definitions for LB and LC, Eqs (22)–(24) can be written as

Eqs (25)–(27).

�LA �MuvA� kBAMuvB + kCAMuvCð Þ¼ i �MzA �ω1 (25)
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�LB �MuvB� kABMuvA + kCBMuvCð Þ¼ i �MzB �ω1 (26)

�LC �MuvC� kBCMuvB + kACMuvAð Þ¼ i �MzC �ω1 (27)

The solution to this set of equations is Eq. (28).

MuvA ¼
i�ω

1� MzA � LA �LB�kBC �kCBð Þ+MzB � LC �kBA + kBC �kCAð Þ+MzC � LB �LCA + kBA �kCBð Þ½ �
�LA �LB �LC + kBA �kCB �kAC + kAB �kBC +LA �kBC �kCB +LB �kAC �kCA +LC �kAB �kBA

(28)

This result is simplified by assuming equilibrium between all species

(1¼ kAB�kBC�kCA
kAC �kCB�kBA

), and that MzA is significantly larger than any other

magnetisation term, such as is the case for water when looking at very dilute

solutions of paramagnetic ions, and that direct exchange between species B

and C can be ignored. By the same token, if Muv is defined as sum of the

magnetisation of speciesA, B andC, then themain contributor will beMuvA.

The imaginary part ofMuv, v, then becomes Eq. (29), which is reminiscent of

a Lorentzian function, and as this is the absorptive component it describes

the observed NMR signal.

v¼

�ω1 �MzA �
1

T2A

+
XC

j¼B
kAj �

1

T2
2j

+
kjA

T2j

+Δω2
j

1

T2j

+kjA

� �2

+Δω2
j

8

>
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(29)

The expression can be further simplified still by reasoning that if Δωj

is very small it makes only a minor contribution to the expressions

contained in brackets X and Y, and if Δωj is very large then the fractional

change will be very small over the frequency range of a typical 17ONMR

signal, which is the case here. Either way, brackets X and Y become

largely frequency independent, and the shape of the signal is mainly

described by bracket Z.

The function vA will then have maximum absolute amplitude when

bracket Z approaches zero, as bracket Y is assumed to be constant, which

renders vA¼
�ω1�MzA

…½ �Y

�

�

�

�

�

�. By the same reasoning, the half-height, �ω1�MzA

2�…½ �Y

�

�

�

�

�

�,

is obtained when brackets Y and Z in Eq. (29) are of equal value. The

half-height is obtained at half the signal width, which can be experimentally
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measured through determination of 1
T2
— in this case the half-width at half-

max of the exchange-broadened water signal (as distinct from that of the

pure water signal, 1
T2A

). The expression for the half-width at half-max then

becomes as shown in Eq. (30).

1

T2

¼
1

T2A

+
XC

j¼B
kAj �

1

T 2
2j

+
kjA

T2j

+Δω2
j

1

T2j

+kjA

� �2

+Δω2
j

8

>

>

>

<

>

>

>

:

9

>

>

>

=

>

>

>

;

(30)

This equation is a key insight of the Swift and Connick method, since it

provides an experimentally measurable quantity, the excess paramagnetic line

width of the water signal, 1
T2p

¼ 1
T2
� 1

T2A
, that is connected with the exchange

kinetics of paramagnetic ions with water. This excess paramagnetic line

width can be measured through two experiments—one of water which is

not in exchange with a paramagnetic species, and one in which it is.

For a two-species system, e.g., where water is A and B is a paramagnetic

metal aquocomplex, we can substitute m for B and w for A. As was done in

Section 2.2 on the McConnell–Bloch equation, for steady-state situations,

such as equilibria, kw¼pwm �km, where pwm ¼
n m½ �
w½ � and n is the number of

exchangeable water ligands per each paramagnetic ion. This reasoning leads

to Eq. (31), where km is the desired unknown.

1

T2p

¼ pwm �km

1

T 2
2m

+
km

T2m

+Δω2
m

1

T2m

+km

� �2

+Δω2
m

(31)

Eq. (31) will approach 1
T2p

¼ pwm �km if (a) Δωm
2 is much larger than 1

T2m
,

that is relaxation proceeds through a rapid change in the precessional

frequency, or (b) if km
T2m

is much larger than 1
T 2
2
m
, which is the case when para-

magnetic relaxation is fast. In either case, the determination of the rate of

exchange is straightforward. The issue, then, is knowing whether either

of these two conditions is actually operating.

Since the temperature dependence of km in these two cases should follow

the Eyring–Polanyi relationship, km¼
kB�T
h
� e�

ΔH‡

R�T +
ΔS‡

T , a plot of log e
1
T2p

� �

vs 1
T
should show a linear relationship.
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The temperature region where this linear relationship is true varies with

the chemical species, and may be outside of the liquid range of water, or may

be very narrow. It is thus informative to consider the two remaining cases.

In the case where k2m≫Δω2
m≫

km
T2
2
m
, Eq. (31) approaches 1

T2p
¼

pwm�Δω
2
m

km
, that

is chemical exchange is rapid, and the observed line width is controlled by

the change in the precessional frequency.

In the case where km
T2m

≫
1

T 2
2
m
, Δω2

m, Eq. (31) approaches
1
T2p

¼ pwm
T2m

, that is

the paramagnetic relaxation process dominates the line width.

In these latter cases the temperature effect on the different terms needs to

be accounted, as shown in Eqs (32) and (33): [4]

Δωm ¼
2πgLS S+1ð ÞB0

3kBT

A

h

� �

(32)

1

T2m

¼
4π2

3
S S+1ð Þ

A

h

� �

1

km +
1

T1e

0

B

B

@

1

C

C

A

(33)

S is the electron spin, gL is the Land�e factor,A/h is the hyperfine coupling

constant, T1e is the electron relaxation term and B0 is the field strength.

A complicating issue is that gL, A and T1e often are unknown, in which

case they are determined through fitting of the expanded Swift–Connick

equation over a larger temperature range. Although this is a common

approach—more common in the literature than simply restricting measure-

ments to the range where 1
T2p

¼ pwm �km—the number of variables that need

to be determined is associated with the risk of introducing unacceptably

large errors. Still, this has proven to be an effective approach in the past.

The behaviour of the Swift–Connick approach under different limiting cases

are summarised in Figs 1 and 2.

The shift of the water signal can also be used to aid in fitting, since

implicit in the assumption that bracket Z is zero in Eq. (29), is that

Eq. (34) holds:

ΔωA ¼�pwm �
k2m �Δωm

1

T2m

+km

� �2

+Δω2
m

(34)
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This gives a reduced chemical shift, Δωp¼
k2m �Δωm

1

T2m

+km

� �2

+Δω2
m

which,

like 1
T2p

, was defined as the difference between the observed 17ONMR signal

of water in the presence, and absence, of a paramagnetic species, but scaled

by division with pwm. Maigut et al. [16] use a very similar form of Eq. (32),

that incorporates outer-sphere (ΔωOS) contributions through Eq. (35),

something which they do for 1
T2p

as well.

Δωp¼
1

pwm
Δωobs�Δωref

� �

¼
k2m �Δωm

1

T2m

+km

� �2

+Δω2
m

+ΔωOS (35)

Alternatively, in some cases where there are simple linear or exponential

relationships which can be observed experimentally, but that lack rigorous

interpretation. For example, the temperature dependence of T2m and Δωm

is, at times, determined by fitting to empirical equations but the parameters

lack specific physical meaning. Likewise, in some cases the equations can be

Pwm

T2m

1

T2,os

1

T

2

1
ln

T

⎛ ⎞
⎜ ⎟
⎝ ⎠

I.

II. kmPwmIII.

IV.

a1

ai

km

Pwm

km

Δw2
m

Δw2
m

kmPwm

a2

kmPwm

kmPwm

Pwm

Fig. 1 The Swift–Connick equations allow one to use the temperature dependencies of

experimental 17O NMR line widths to estimate rate coefficients for ligand exchange reac-

tions. Although the Swift–Connick equations are nonlinear, they have nearly linear

regions where the major terms can be isolated. These linear regions are labelled Region

I, II, III and IV in this figure. The insets labelled a1 anda2 in this figure show that the inversion

in line widths can be due to two causes and should be interpreted with caution. The

assumptionsarediscussed in the text and theapproximationsaredetailed further in Fig. 2.
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Fig. 2 The Swift–Connick equations are nonlinear but have linear regions where rate date for ligand exchange reactions can be estimated

from the temperature dependencies of 17O NMR spectra. The entire equation is shown at the top outlined in a box. The linear approximations

are shown below, and the required physical conditions, with labels ‘II’ and ‘III’ corresponding to the regions identified in Fig. 1. The temper-

ature dependencies of the key parameters are shown in the next lower level on the diagram and at the bottom of the figure is identified the key

behaviour in 17O NMR spectra with increases in temperature.



further simplified where, e.g.,Δωm is comparatively small, as is the case with

Mn(II) [16].

The Swift–Connick equation is based on a series of assumptions—dilute

solutions, equilibrium, exchange that is fast enough relative to the transverse

relaxation of the signal but slow relative to the duration of the applied

pulse—and in its expanded form involves the determination of a large

number of variables. In practice the judicious selection of reaction condi-

tions and further simplification of the temperature dependence of the

different parameters makes the determination of exchange kinetics using this

approach relatively straightforward. It is essential, however, to remember

that the exchange kinetics here are inferred and not directly measured.

3. SOLUTION DYNAMICS OF NANOMETER-SIZED
AQUEOUS CLUSTER IONS

NMR spectroscopy, and 17O NMR in particular, revolutionised

polyoxometalate chemistry because it allowed scientists to clearly identify

clusters that were stable in solution (see Fig. 3). The field of polyoxometalate

chemistry really advanced in the early part of the 20th century with the

establishment of the structures of tungstic acid and derivatives [17,18],

but the work was heroic in the sense that the chemists relied heavily upon

indirect evidence of cluster existence in solution (see Pope [19]).

The research that advanced the field proceeded in several clear stages.

The first stage focused on structural chemistry, meaning mineralogy and

X-ray structure determination. The earliest work actually came from

the mineralogists, who identified decavanadate polyoxometalate clusters

as essential to several minerals in uranium ore deposits [20]. In the first half

of the 20th century, the field was dominated by X-ray crystallography,

which continues in mineralogy as polyoxometalate clusters are discovered

to form naturally [21–25] and as new clusters are identified [26–28] as min-

erals were attempted to be synthesised [29]. The mineralogists worked in

parallel with polyoxometalate chemists who synthesised metal-substituted

and lacunary clusters with specific functions in mind. New compounds are

reported weekly and many are tailored for specific uses [30–41].

Beginning in the 1970s, aqueous solutions were prepared using NMR

nuclei and spectra were collected. Because the coordination number of oxy-

gen atoms in these clusters vary much more than the metals, 17O NMR

became a key tool in structural analysis [3,42–48] as the oxygen sites in dif-

ferent coordination environments were assigned to signals. In a typical

20317O NMR in Discrete Metal Oxide Cluster Chemistry



experiment, isotopically enriched polyoxometalate ions were dissolved into

isotopically normal water if they were inert to isotopic substitution. Isoto-

pically normal polyoxometalates were dissolved in pure 17O-enriched solu-

tions if they were labile and remade themselves quickly on the experimental

timescale. 17O NMR signals were clearly separated as more highly coordi-

nated oxygen atoms appeared downfield, and sometimes far downfield, of

the terminal waters and terminal hydroxyls. Farthest downfield were the ter-

minal oxo-sites with multiple bonds to the metal. A good example is shown

in Fig. 4 where the 17O NMR signals for the decaniobate ion are assigned.

This work on site assignment led to a considerable acceleration in the dis-

covery and understanding of polyoxometalate ions, including substituted

and lacunary forms. Targets could be synthesised, dissolved into a solvent

and characterised quickly.

A second stage, overlapping with efforts in structural chemistry, was the

use of NMR to establish the equilibria between metal ions and poly-

oxometalate clusters. Obviously the systems that were characterised had

labile metals, such as the vanadate and molybdate systems [49–56], but

the effects of substitutions, such as peroxo moieties for oxo moieties, could

A B

C

Fig. 3 Some examples of polyoxometalate ions that form stable solutions in water and

contain a wide range of coordination environments for oxygen. (A) The Lindqvist ion

[Nb6O19]
8�. (B) The decametalate ion [Nb10O28]

6�. (C) The Keggin ion [SiNb12O40]
16�.

Niobium, oxygen and silicon atoms in grey, red and gold, respectively.
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be assessed directly by careful pH titrations coupled to NMR spectroscopy

that showed the variations of key species. NMR spectroscopy, such as 51V or
95Mo, could be used to map the acid–base chemistry of the clusters and the

dependence of equilibrium on total dissolved metal concentrations, which

dominates much of the solution chemistry because of the nature of

Fig. 4 (A) The [HxNb10O28]
(6� x)� ion has seven oxygen sites, here identified by color.

(B) The oxygen sites give well-separated and distinct signals in a 17O NMR spectrum

of the dissolved ion. Note that some sites have 17O NMR signals that diminish with time

as those oxygen sites isotopically equilibrate with the isotopically normal bulk solution.

The diminution of signal is particularly evident in the signals that are farthest downfield.

Adapted from E.M. Villa, C.A. Ohlin, E. Balogh, T.M. Anderson, M.D. Nyman, W.H. Casey,

Reaction dynamics of the decaniobate ion [HxNb10O28]
(6-x)- in water, Angew. Chem., Int.

Ed. 47 (2008) 4844–4846; see also W.G. Klemperer, K.A. Marek. An 17O NMR study of hydro-

lyzed NbV in weakly acidic and basic aqueous solutions, Eur. J. Inorg. Chem. 2013 (2013)

1762–1771.
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multimeric equilibrium. Consider the reaction to assemble the Al13
7+

polyoxocation from solvated aluminum ions:

13Al3+ aqð Þ+28H2O lð Þ¼ AlO4Al12 OHð Þ24 OH2ð Þ
	 
7+

aqð Þ+32H+ aqð Þ

(36)

The equilibrium constant has the form: K ¼
Al7+13ð Þ H+ð Þ32

Al3+ð Þ
13 , where the

parentheses indicate thermodynamic activities. The key observation is that

the concentration of the cluster ion (Al13
7+� [AlO4Al12(OH)24(OH2)]

7+(aq))

is exquisitely sensitive to the pH and the total dissolved metal ion concen-

tration. The fact that proton concentration scales to the 32nd power, and

aqueous aluminum ion concentration to the 13th power, means that the

cluster appears and disappears with very slight changes in solution compo-

sition. Such chemistry is ideally suited for NMR spectroscopy where clear

signals for the presence or absence of the cluster could be identified, and the

reactions reversed. This literature is enormously valuable because it dispelled

the idea that large clusters were only metastable, transient features.

A third stage arose when NMR spectroscopy was used to investigate the

kinetics of reactions in the oxide substructures and functional groups of

polyoxometalate ions in solution. For obvious reasons, again 17O NMR

spectroscopy was particularly useful although other NMR nuclei could

be used in sufficiently simple reactions, such as isomerisation of isomers

in tungstate ions [57,58] or electron self-exchange between two

structurally similar polyoxometalates having identical stoichiometries [59]

where the NMR signals of metals such as 27Al can be followed to assess

the reaction rates.

In discussing these kinetic studies it is useful to separately discuss rapid

reactions, such as exchange of polyoxometalate-bound waters with bulk

waters, which can proceed on submillisecond rates, from the slower

reactions affecting bridging oxygen sites in the clusters. The traditional tools

of 17O NMR spectroscopy, as discussed in Section 2, can be immediately

adapted to aqueous cluster chemistry as long as the larger size and slower

tumbling of the ions is recognised. Swift–Connick methods of estimating

rates of exchange of bound and bulk waters have been applied to the

polyoxoaluminate cations [19,20,51–61], and to waters bound in the sand-

wich of a Wells–Dawson polyoxometalate ion [61–63]; these have metal

hydroxide layers separating two tungstate clusters. In general, the reactivities

of those bound waters are shown to react in ways that are broadly similar to
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what is understood from the aquated ions [64,65]. The rates scale with

structural charge, for example, and scale over many orders of magnitude

with metal in the sandwich layer; waters bound to d8 Ni(II), for example,

exchange much slower than those bonded to d5Mn(II), whether or not they

are in a cluster. The similarity led immediately to attempts to assign mech-

anisms of the water exchange reaction via high-pressure NMR, as discussed

in this chapter.

Although there was active research in the kinetics of substitution

reactions in these clusters before the advent of cheap 17O NMR, the

methods were much slower and involved, for example, 18Od16O substitu-

tions followed by mass spectroscopy (e.g. see Ref. [66–68]). The interpre-

tations were greatly enriched by NMR spectroscopy when site-specific sets

of reactions could be followed easily [69].

The slower reactions of isotopic substitution into bridging oxygen atoms

in these cluster ions can only be studied via 17O NMR as for similar struc-

tures the rates can differ by many orders of magnitude. Various oxygen sites

in the decaniobate ion, for example, take months to isotopically exchange

with an aqueous solution [2,70,71], yet the structurally identical deca-

vanadate ion reacts to completion in minutes [69].

The 17ONMR spectroscopy has shown that, to a surprising degree, the

rates of isotopic exchange in these large ions are regiospecific—different

oxygen sites exhibit vastly different rates of exchange even though the clus-

ters themselves are not dissociating. The two most comprehensive sets of

studies involve the aluminate polyoxocations [60] and the decaniobate

anions [2,71,72], where targeted metal substitutions could be used to change

systematically the reactivities [73,74]. Coupling of NMR spectroscopy to

molecular-dynamic simulations emphasises that pathways for isotopic

exchange involve metastable, partly opened forms of the large cluster ions.

Stated differently, the cluster ions constantly sample their energy landscape

by relaxing into partly dissociated forms and interactions with counterions

seem to be very important to the kinetics.

Isotopic exchange into the bridges proceeds via these open metastable

structures but the molecules often do not fully dissociate and isotopically

equilibrate with the aqueous solution. Thus, some sites can remain inert

to exchange in the cluster ion as other sites equilibrate via vastly different

rates but broadly similar pH dependencies. The identity of these metastable

forms depends upon the structure, symmetry and composition of the stable

polyoxometalate ion and various metastable structures interact with, and are

stabilised by, counterions. Thus, rates of oxygen isotope exchange in various
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sites in a nanometer-sized cluster ion depend upon solution composition.

Recent activity, since 2011, in the field of 17O NMR spectroscopy

involving polyoxometalates and other relevant classes of molecules is

reviewed later.

The key insight to reaction dynamics provided by these 17ONMR stud-

ies is that dissociation of the structural metal oxide bridges in these

nanometer-sized clusters is enormously complicated and counterintuitive.

Pathways cannot be identified by simulation or by experiment alone but

require both approaches conducted in tandem. In contrast, the rates of loss

of a water molecule from these clusters fall into familiar ranges and seem to

connect well to research on monomer ions.

The discovery of a potentially homogeneous water oxidation catalyst

which is fully inorganic, that is lacking any organic moieties, in the form

of [Co4(H2O)2(PW9O34)]
10�, raised the prospect of a new class of robust

catalysts using first-row transition metals for one of the most important

transformations at the moment [75]. To better understand the pH

stability and exchange kinetics of the bound water ligands, two studies of

[Co4(H2O)2(PW9O34)]
10� were undertaken simultaneously and indepen-

dently by Ohlin et al. [61] and Lieb et al. [63].

Ohlin et al. characterised [Co4(H2O)2(PW9O34)]
10� and the structurally

related but catalytically inactive molecule [Co4(H2O)2(P2W15O56)]
16�

(see Fig. 5) by titrimetry, electrospray mass spectrometry and electron

paramagnetic resonance (EPR) in order to elucidate the pH stability range

and purity of the molecules in solution [61]. Given the paramagnetic nature

of the Co(II) moieties, the rates of exchange of the boundwater ligands were

measured using the Swift and Connick approach described in Section 2.3.

Since this approach to exchange kinetics requires that the solution compo-

sition is known with absolutely confidence, ruling out any presence of

dissociated Co(II) from the dissolved polyoxometalate complexes was a par-

ticular concern. This exclusion was accomplished in part by using titrimetry

coupled to spectroscopy to determine the pH range in which the com-

pounds could be titrated reversibly, and by following the change in the

excess charge of the cluster. Of particular interest was the use of perpendic-

ular vs parallel polarisation EPR spectroscopy to detect dissociated Co(II)

ions, as the cobalt centres in the molecules are ferromagnetically coupled,

and any free, dissociated Co(II) ion would not be. It should be noted that

the authors did find that the two polyoxotungstate molecules did undergo

a two-proton protonation process with a pKa of ca 4.5, but that this is likely

to be associated with protonation of a site on the polyoxotungstate ligand,
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and not the aqua ligand bound to the cobalt site, as this is expected to have a

pKa of well above 8.

Swift–Connick 17ONMRmeasurements of the exchange rates showed

only minor pH dependence within pH 4.5–6.3, as would be expected given

the generally high pKa of water ligands bound to Co(II), and gave rates of

exchange of the same order of magnitude to those found in the cobalt

hexaaqua ion under similar conditions. The rates of exchange also varied

very little between the two polyoxometalates, with rates of exchange of

1.5�106, 1.9�106 and 3.21�106 s�1 for [Co4(H2O)2(PW9O34)]
10�,

[Co4(H2O)2(P2W15O56)]
16� and [Co(H2O)6]

2+ at pH 6.0, 6.3 and ca 1,

respectively.

High-pressure 17O NMR measurements of the rates of exchange

allowed for the calculation of activation volumes, which were found to

be positive but small (5.6 and 2.2 cm3/mol for [Co4(H2O)2(PW9O34)]
10�

and [Co4(H2O)2(P2W15O56)]
16�)—smaller than the activation volume of

[Co(H2O)6]
2+ ion (6.2 cm3/mol)—although it should be noted that any

attempt to link activation volumes to reaction pathways is notoriously

difficult for polyionic molecules in aqueous solution.

Lieb et al. studied the same [Co4(H2O)2(PW9O34)]
10� polyoxotungstate

complex as Ohlin et al., in addition to the catalytically inactive [Co(H2O)

SiW11O39]
6� ion [63]. As in the preceding study the molecules were

Labile water

ligands

Fig. 5 Structure of the [M4(H2O)2(P2W15O56)2]
16� ion (M¼Mn(II), Co(II)), with the labile

aqua ligand oxygen atoms indicated. Hydrogen atoms have been left out. Tungsten,

oxygen, phosphorous and transition metal atoms given in grey, red, green and blue,

respectively.
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characterised in solution using electrospray mass spectrometry, and rates of

ligand exchange and activation volumes were determined using 17O NMR

spectroscopy and Swift–Connick formalism. However, Lieb et al. studied

the molecules over a much larger pH range than Ohlin et al.—from pH

4.6 to 10.0—since the [Co4(H2O)2(PW9O34)]
10� ion in catalytically inac-

tive below pH 7, with a maximum turnover frequency observed at pH 8.

Lieb et al. found that the rates of water ligand exchange on the

[Co4(H2O)2(PW9O34)]
10� ion varied little with pH, with a minimum of

1.50�106 s�1 at pH 6.0 and a maximum at pH 10.0 of 2.20�106 s�1.

High-pressure 17O NMR measurements gave a small, positive activation

volume of 4.1 cm3/mol.

Similarly, the rates of water ligand exchange on the [Co(H2O)

SiW11O39]
6� ion showed little pH dependence between pH 6 and 10,

but interestingly the rate of exchange was an order of magnitude lower than

for the phosphotungstate complex. The activation volume was also found to

be negative but small, at�1.5 cm3/mol. Importantly, the authors found that

both molecules were stable up to pH 10, whereas free [Co(H2O)6]
2+ is only

stable under acidic and near-neutral conditions. Free Co(II) monomer, [Co

(H2O)6]
2+ and hydrolysis products, could not have accounted for the

observations.

Prompted by the lack of pH dependency of the rates of exchange

on the [Co4(H2O)2(P2W15O56)]
16� ion, Sharma et al. studied the stability

and rates of water ligand exchange on the structurally analogous

[Mn4(H2O)2(P2W15O56)]
16� ion [62]. This molecule also exhibits a two-

proton protonation process at pKa ca 3.3–4.0, depending on method of

determination, with the similarly in pKa of this molecule and the cobalt ana-

logue further supporting the locus of protonation as being situated on the

polyoxotungstate ligand, which is identical for the two molecules.

Like Co(II), Mn(II) is also paramagnetic, and thus suitable for investiga-

tion using the Swift–Connick approach described earlier. In contrast with

the [Co4(H2O)2(P2W15O56)]
16� ion, however, the rate of exchange

[Mn4(H2O)2(P2W15O56)]
16� ion was found to be strongly dependent on

the pH. While the rate of aqua ligand exchange on the [Mn(H2O)6]
2+

ion was found to vary very little with pH (1.22�107 s�1 at pH 3.2 and

1.31�107 s�1 at pH 6.0), the rate of exchange of the aqua ligand on

[Mn4(H2O)2(P2W15O56)]
16� increased 15-fold when decreasing the pH

from 6.0 to 3.2. There was no indication that this was associated by decom-

position of the molecule, as supported by titrimetric analysis which showed
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that pH titration was reversible to ca pH 2.5. The locus of protonation

remains to be determined, and is likely to be on the polyoxotungstate ligand,

but in sufficient proximity to the bound aqua ligand that either electronic

effects or intramolecular hydrogen bonding can play a role. The authors also

left open the role that associative vs dissociative pathways may be influenced

by protonation of the ligand, given that monomer ions of Co(II) generally

exhibit dissociative mechanisms and those of Mn(II) take part in associative

pathways.

In order to further attempt to provide an answer to the differences in

behaviour of cobalt(II) and manganese(II) polyoxotungstates in terms of

exchange, the same authors looked at a set of monomeric Mn(II) and

Co(II) coordination complexes.

In spite of the resurgence of interest in first-row transition metal com-

plexes with simple N-donor ligands such as phenanthroline and bipyridine,

the rates of exchange of bound water ligands on many of these have until

recently not been determined. Acharya et al. determined the rates of

exchange of a series of 2,20-bipyridyl and phenanthroline complexes of

Co(II) and Mn(II) using the Swift–Connick approach described in

Section 2.3 [76]. The study was complicated by the presence of dynamic

equilibria in these systems, so that it is generally impossible to achieve solu-

tions which are monospecific in any given species.

This complexity necessitated the calculation of speciation diagrammes

for each system and set of conditions, so that the solution compositionwould

be known with confidence at the conditions under which the rates of aqua

ligand exchange were determined.

Rates determined by the Swift–Connick approach are inferred through a

single observable property (the excess line width of the solvent signal).

Because the presence of several paramagnetic species in exchange with

the solvent will all contribute to this single observable property, a contrib-

uting complicating factor is that, even for species with the same paramag-

netic centre, the individual contribution to the excess line width of the

solvent signal will depend not only on such influences as the nature

and number of nonexchanging ligands but also on the number of exchang-

ing ligands. More directly, the contribution to the line width will scale

directly with the number of exchanging ligands on the paramagnetic

centre, so that higher concentrations of a [M(H2O)2L2]
x+ species are needed

than of a [M(H2O)4L]
x+ species to achieve the same observable broadening,

even if the rates of exchange are identical. This difference makes the rates
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of exchange more difficult to determine the fewer the number of exchange-

able ligands are present in multicomponent solutions, such as those used in

this study.

The authors found that the rates of exchange in the Mn(II) complexes

scaled well with the Mn-OH2 bond distance, with the rate of exchange

increasing with decreasing bond distance. This scaling is interesting in light

of the previous study of Sharma et al. which showed that the rate of

exchange in a [Mn4(H2O)2(P2W15O56)]
16� ion increased with protonation,

a process which shortens the Mn-OH2 bond distance. For Co(II), however,

no clear relationship between Co-OH2 distances and rates of exchange was

found, which is consistent with the lack of influence of protonation on the

observed rates of exchange in the Co(II) polyoxotungstates.

Similarly, Co(II) showed little dependence on the number or type of

ligands, with all systems showing rates of exchange within a narrow range

of 1.6–3.1�106 s�1. In contrast, the Mn(II) complexes covered a slightly

larger range, from 1.8 to 7.2�107 s�1.

Panasci et al. investigated the rates of exchange in an iron(III) tet-

ramer with two bridging (hydr)oxo groups and four aqua ligands,

[Fe4(μ-OH)2(hpdta)2(H2O)4] (hpdta¼2-hydroxy-propane-1,3-diamino-

N,N,N 0,N 0-tetraacetate) [77]. The molecule is diprotic, with two pKa

values of 5.7 and 8.8, respectively, where the lowest pKa corresponds to

the protonation of the hydroxo-bridge and was confirmed to be stable at

pH below this pKa and above pH 3, as determined by potentiometric and

spectroscopic titrations.

The neutral charge, which minimises electrostatic and counterion

effects, and the six-membered coordination environment, made this tetra-

mer an interesting target to better understand iron-oxide mineral surfaces, as

most discrete Fe(III) species are monomeric, heptacoordinate and charged

and thus make poor analogues to the polymeric surfaces of minerals.

As the iron(III) centre is paramagnetic, the rates of aqua ligand exchange

could be measured by the methodology of Swift and Connick, including

at high pressure in order to determine activation volumes (Fig. 6). The rate

of water ligand exchange was found to be 104 times higher in the target mol-

ecule than in [Fe(H2O)6]
3+, but consistent with other iron complexes bound

to aminocarboxylate ligands, with the rates of exchange generally correlating

well with the Fe-OH2 distance in this class of complexes (Fig. 7). Notably,

the rate of exchange decreased with increasing pH, which was attributed to

deprotonation of a bridging hydroxo moiety. As with the polyoxometalate

sandwich complexes, rates of water exchanges from the tetramer seem to be
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Fig. 6 (Top) The ferric tetramer ion ([Fe4(μ-OH)2(hpdta)2(H2O)4] (hpdta¼2-hydroxy-

propane-1,3-diamino-N,N,N0,N0-tetraacetate)) captures some of the structural complex-

ity that might exist at the surface of iron-hydroxide minerals, yet retains integrity in

solution so that the rates of exchange of the bound and bulk waters can be measured

using Swift–Connick methods. The ion has four metal centres and oxo bridges that

protonate in near-neutral pH conditions. (Bottom) The 17O data for bulk water signals

in solutions containing the tetramer ion broaden relative to a solution without the para-

magnetic ion. These data can be interpreted using the Swift–Connick model to yield

kinetic data for water exchanges from the four sites on the [Fe4(μ-OH)2(hpdta)2(H2O)4]

ion. The line corresponds to that portion of the data used to estimate rate coefficients.

Δν1/2 is the half-width of the 17O water signal.
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consistent with the more extensive library of results for monomer com-

plexes; these are apparently robust reactions that are not highly sensitive

to small changes in structure.

The activation volume was small, 1.85 cm3/mol, suggesting a dissocia-

tive interchange mechanism for the exchange. As the complex is neutral,

counterion effects that are present in most of the preceding examples of acti-

vation volume determination would not be expected to be important here,

although solvent rearrangement may still be important. The molecule is

quite interesting because there are so few data on ligand exchange events

in oxo-bridged iron clusters, particularly those with such an interesting pro-

tonation chemistry (Fig. 6) and neutral charge. The molecule is perhaps the

best existing model for the complicated surface chemistry of iron-(hydr)

oxide solid surfaces.

In addition to these studies there has been a wealth of work on Swift–

Connick type 17ONMRmeasurements on biological molecules and contrast

agents, but which fall somewhat outside the scope of this review [78–108].

The polyoxoniobates are a class of polyoxometalates which were long

ignored in favour of the polyoxovanadates, -tungstates and -molybdates.

Fig. 7 The rate constant for exchange of water ligands bound to the

[Fe4(μ-OH)2(hpdta)2(H2O)4] ion is much larger than for the [Fe(OH2)6]
3+ ion but corre-

lates well with other aminocarboxylate ferric complexes. The result suggests that

water-exchange rates are affected most by broad chemical features such as

overall charge and not details of the structure. Adapted from A.F. Panasci, C.A. Ohlin,

S.J. Harley, W.H. Casey, Rates of water exchange on the [Fe4(OH)2(hpdta)2(H2O)4]
0molecule

and its implications for geochemistry, Inorg. Chem. 51 (2012) 6731–6738; ligand abbrevi-

ations are listed in that paper.
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In contrast with 51V, 183W and 95/97Mo, 93Nb is not a practicably useful

nucleus for NMR experiments, so 17O NMR plays an even more impor-

tant role in the understanding of the solution chemistry of this class of

compounds.

Johnson et al. determined the rates of exchange of individual oxygen sites

in a tetrasiliconiobate ion, [H2+xSi4Nb16O56]
(14�x)� [109]. This study was

part of a greater investigation of rates of oxygen exchange kinetics of struc-

tural oxygen sites by 17ONMR in polyoxoniobates [2,72,110,111], but the

number of distinct oxygen sites and the low symmetry presented particular

problems with assigning observed 17O NMR signals to oxygen sites. This

challenge was solved using a computational approach and will be further

described in Section 5. The general approach in these studies has been to

enrich the polyoxoniobates in 17O—either during synthesis or under hydro-

thermal conditions post synthesis—and then dissolving the enriched mole-

cules in isotopically normal water and following the disappearance of the
17O NMR signals over time as the structural oxygen sites exchange with

the bulk water, with rates of exchange varying from hours to months.

The structural integrity of the molecule during the exchange is confirmed

by comparing the 17ONMR signals of water bound to a signal area standard,

TbCl3, in an insert with the signal area of nonexchanging sites in the mol-

ecule. In contrast with many of polyoxoniobates molecules in the previous

studies, the tetrasiliconiobate ion was found to be stable over a very wide

range of pH, from pH 6–13.

Most of the 17O NMR signal shifts did not show any pH dependence,

which has generally been the case with most polyoxoniobates, with the

notable exception of the hexaniobate ion, [Nb6O19]
8�. However, in the

present ion a signal originating from an oxygen atom bridging an Si atom

and an Nb atom was found to shift by ca 20 ppm when over the pH range

studied. Even more dramatically, one signal corresponding to an oxygen

atom connecting to niobium atoms was found to shift by almost 200 ppm

between pH 6 and 10, and a range of other signals shifted by up to

40 ppm. The rates of exchange of the individual oxygen sites with the bulk

water, in contrast, increased steadily with increasing pH, and there was little

difference in the pH dependence of the rates of exchange of different oxygen

sites, even when comparing the sites which corresponded to the signal that

shifted by 200 ppm with sites that showed no pH-dependent chemical shift.

As has been observed previously [2,72,110,112,113], while bridging oxygen

sites are the loci of protonation, the sites which exchange the fastest are
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generally the terminal oxygen sites, owing the reduced number of bonds and

structural rearrangement needed to accommodate exchange.

The solution chemistry of even homoleptic isopolyoxoniobates is very

poorly understood. The aqueous solution chemistry of polyoxoniobates is

dominated by [Nb6O19]
8� and [Nb10O28]

6�, and the latter converts readily

and rapidly into the former at elevated pH, but there is no species known

which can be used to construct a balanced reaction. Key to improving

the understanding of this solution chemistry is 17O NMR.

Klemperer and Marek studied the base-induced hydrolysis of the deca-

niobate ion, [Nb10O28]
6�, by 17O NMR, changing the pH by acetate or

phosphate buffers, or by tetramethylammonium or potassium hydroxide

addition and following the solutions with time [70]. At elevated pH, in addi-

tion to observing the well-established conversion of [Nb10O28]
6� into

[Nb6O19]
8�, the authors also observed a transient intermediate, consistent

with the previously from electrospray mass spectrometry [2] hypothesised

[Nb7O22]
9�. The authors also observed that the dissociation of the deca-

niobate ion into hexaniobate could be reversed by heating for half an hour

to an hour.

A previously isolated trimer of [Nb7O22]
9� in which the units are linked

by [NbO(OH2)]
3+, [Nb24O72]

24�, was also observed in a narrow range of

base added, which is the first time it has been observed by NMR. The study

showed how careful control of the conditions of hydrolysis can be used to

probe the chemistry of this class of compounds. This result is particularly

important since a large proportion of published polyoxometalate and

-niobate syntheses involve hydrothermal activation, conditions which do

not lend themselves easily to in situ investigation, nor provide conditions

which can be easily classified as subtle or mild.

Uranium, with the discovery of the uranyl (per)oxo clusters, has shown

that it possesses a rich range of chemistry which is not that dissimilar

from the classical polyoxometalates [28]. Harley et al. looked at the

pressure-dependent rates of exchange of the –yl oxygen sites in the uranyl

ion, [UO2(OH2)4]
2�, with bulk water [13]. Here, the absence of a paramag-

netic centre precludes Swift–Connick-type exchange kinetics, the fast

exchange precludes preenrichment of the molecule as is done with the poly-

oxoniobates, and the distance between the 17ONMR signal of the –yl oxy-

gen, which is found at ca 1100 ppm, and the bulk signal water, which is the

shift reference at 0 ppm, rules out direct coalescence studies.

Instead, the rate of exchange was determined through saturation transfer.

A selective π pulse was applied bulk water signal, leading to an inversion of
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the magnetisation. As the net magnetisation of the water oxygen site is now

negative, exchange with the uranyl oxygen site leads to a decrease in the pos-

itive net magnetisation of the latter, leading to a decrease in the signal inten-

sity on application of a broad π/2 observation pulse relative to a system

which does not undergo exchange. By varying the interpulse delay—the

mixing time—data were obtained which was fitted to an equation derived

from the McConnell–Bloch equations discussed in Section 2.2. By per-

forming these experiments over a range of pressure activation volumes

for different conditions could be determined. The activation volumes varied

little with uranyl or hydroxide concentration, and were in the �9 to

�10 cm3/mol range, suggesting a mechanism with some associative charac-

ter, although caution should be taken when interpreting data from reactions

involving coordinating solvents and ions because of the influence of ele-

ctrostriction, which is discussed later in the context of high-pressure

NMR and the pressure-dependent dielectric constant of water. The mech-

anisms of ligand exchange reactions can be unambiguously interpreted from

activation volumes only if the complexes are homoleptic and uncharged,

which is not the case for oxo site exchanges since these sites presumably must

protonate to exchange with bulk waters.

Maksimovskaya et al. identified for the first time a novel borotungstate

polyoxometalate, [H3BW13O46]
8�, in solution together with the proton-

ated lacunary ion [HBW11O39]
8�using multinuclear NMR methods,

including 17O NMR [114]. Detailed analysis of the 183W NMR spectrum

was used to determine the isomeric form of the protonated lacunary ion,

while 17O NMR showed the proton to be delocalised between two

sites based on shifting of the corresponding NMR signals to lower frequen-

cies due to protonation-induced lengthening of the WdO distances.

Furthermore, NMR was used to explore solutions prepared under

different conditions and revealed methods for synthesising purer solutions

of both molecules.

An intermediate complex in the conversion of [H3BW13O46]
8� into

H5[BW12O40] was also identified by 183W and 17O NMR,

[BW11O39
� WO2]

7�, suggesting a mechanism for this conversion. Identifica-

tion of this intermediate is significant, as where there is a wealth of solid-state

information about different classes of polyoxometalates, there is a relative

dearth of detail regarding solution behaviour and very little direct informa-

tion indeed regarding mechanisms of conversion.

Kandasamy et al. investigated a novel tin-substituted polyoxotungstate,

[(MeO)SnW5O18]
3�, by 1H, 17O, 115Sn and 183WNMR [115]. Key to the
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preparation was 115Sn NMRwhich was used to follow the formation of the

target molecule, whereas 17O and 183W were the main tools in

characterising the product in solution. The authors enriched the molecule

in 17Ousing 17O-enriched water added to the acetonitrile solvent and noted

that they had found that oxygen sites bridging a heterometal and a tungstates

atom generally yielded stronger 17O signals than oxygen sites bridging two

tungsten atoms when the compounds were enriched in this way, presumably

owing to the inertness of the latter type of oxygen sites.

Coyle et al. reported a series of polyoxomolybdates formed from proton-

olysis of [(iPrO)TiMo5O18]
3� [116]. 17ONMRwas used to characterise the

molecules in solution and revealed the relative basicities of the complexes,

which was attributed to the electron donating ability of the heteroatom-

ligand unit. As in the previous study, the relative intensities of the 17O

W–O–W signals were used to assign the signals.

O’Halloran et al. used 17ONMR as part of an attempt to settle the nature

of some Pt-, Pd- and Au-containing polyoxometalate complexes that had

been reported in the literature, and which were remarkable in having

M]O moieties (M¼ Pt, Pd or Au), something which is generally not

expected for these metals [117]. While distinguishing between electron-rich

atoms can be challenging by X-ray crystallography in disordered complexes,

NMR methods are nuclei specific and can play a role in resolving questions

about polyoxometalate structures. The authors, by enriching a pol-

yoxotungstate ligand with 17O, were able to correct an earlier assignment

of a 17ONMR signal to Au]O and found that it belongs to a W]O signal

in a decomposition product instead. Similarly, a signal assigned to Pd]O

was found to correspond to an oxygen bridging between Pd and tungsten

in a decomposition product.

Ultimately, the Pt- and Au complexes were found to contain neither

Pt or Au, whereas the Pd complex was confirmed to contain Pd, but the

structure was found to be different. This work was significant in that, by

reexamining cases which had been found to be breaking a previously

accepted rule, the Oxo Wall rule, the rule regarding the occurrence of

M]O units among the transition metals was found to be upheld.

4. HIGH-PRESSURE NMR

4.1 Mechanisms of Ligand Exchange via 17O NMR

As is evident in the previous section, nuclear magnetic resonance, and

particularly 17O NMR [118], has become a central tool for understanding

aqueous solution dynamics. NMR is sensitive to motions that span from
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nanosecond nuclear reorientations to isotope exchange reactions taking

months. One particularly fruitful area of research was to establish the rates

of exchange of solvation waters from around octahedral metal complexes.

Rates of solvent exchanges are known to span a range of ca 1020, largely

through 17O NMR studies of trivalent and divalent metals in water. The

lifetimes scale from subnanoseconds, such as the La3+ ion where nearly every

collisionwith the solvent leads to an exchange event, to [Ir(OH2)6]
3+, which

exchanges a solvation water with the bulk once every two centuries at

ambient conditions [119]. We do not review that work here because this

subject has been well covered [64,65].

Knowing these rates of exchange of a solvation water is important

because they indirectly yield the rates of other ligand exchange processes

that proceed via Eigen–Wilkins pathways. Eigen–Wilkins pathways are

processes where the first step is rapid formation of an electrostatic ion pair

and the slower step is a subsequent displacement of an inner-sphere water

from the solvation shell of the metal [120–122]. The first step proceeds to

equilibrium. Research has shown that the rates of the second step, move-

ment of a solvation water, are largely unaffected by the incoming ligand.

Thus, measurements of rates of water exchange, coupled to use of the

Eigen–Fuoss equation for estimating equilibrium constants for outer-sphere

ion-pair formation, allow one to estimate a wide range of second-order

rate coefficients [120–122]. Water exchange events from solvation shells

to the bulk were elementary, or near-elementary reactions and high-

pressure NMR could probe the activated state.

Furthermore, the change in rates with increases in pressure help one

understand the mechanism of the reaction at the elementary scale—

mechanism in this case means the extent that the incoming solvent molecule

affects the transition state. When an aqueous solution is placed under

pressure, Nature generally responds by packing water molecules more effi-

ciently and waters that are bonded to the metal in the first solvation shell are

packed more efficiently than bulk waters. Thus, solvent exchange reactions

that have a considerable associative character, meaning that the coordination

number increases in the transition, are enhanced by increases in pressure as a

bulk water is transferred to the solvation sphere with a loss of net volume.

Correspondingly, reactions with a considerable dissociative character, mean-

ing a decrease in the coordination number in a transition state, are suppressed

by increases in pressure because an inner-sphere water is transferred to the

bulk. Mechanisms of most water exchange reactions fall intermediate

between these two extreme cases, but high-pressure NMR over a range

of 0.001–0.25 GPa plays a central role and this subject has been reviewed
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several times [123,124]. There are, however, new devices being built to

extend the work.

4.2 Devices to Reach GPa Pressures for Solution NMR

New efforts are underway to expand the pressure ranges for solution NMR

well beyond the 0.001–0.25 GPa employed in ligand exchange kinetics, to

3.5–4.0 GPa. These pressures in the Earth are realised below the deepest part

of the Earth’s crust, or over 40 km depths. These efforts are now motivated

to evaluate models of solution equilibrium developed by geochemists,

which calculate solute activities and the equilibrium constants for a wide

range of aqueous reactions [125–132]. The HKF model is among the most

widely used (‘HKF’ from ‘Helgeson, Kirkham and Flowers’) and employs as

one key variable the static dielectric constant of water at elevated tempera-

tures and pressures [13,14,34–42,120–134].

Until recently, the conditions where the HKFmodel could be used were

limited to temperatures less than 1000°C and pressures less than 0.5 GPa

because these were the limits of experimental measurements of the static

dielectric constant of water. In 2013, however, molecular-dynamic simula-

tions were used to estimate the dielectric constant to 1200°C and 5 GPa

[130,131]. These new conditions motivated scientists to design new

NMR probes to reach GPa pressures and that are suitable for solution spec-

troscopy [135–138]. Additionally, there are separate very promising efforts

to establish chemical-shift accuracy in defective diamonds using optical

detection [139]. This technology is not yet sufficiently mature for standard

solution NMR because the resolution is usually inadequate to resolve close

chemical shifts, but promises a future technology for solution NMR at GPa

pressures, albeit on a subnanoliter-sized sample volume.

New considerationsmust enter the interpretation ofNMR spectra at these

pressures that can be ignored in conventional studies at 0.2–0.4 GPa.

For example, the dielectric constant for water reaches values over 100 at

GPa pressures (Fig. 8), and the changes are profoundly nonlinear at

P <1.0 GPa. GPa pressures thus favour the separation of charges, leading

to a large volume contribution to the activated equilibrium that arises

from electrostatic forces, called electrostriction, which we mentioned in

Section 3 when discussing the interpretation of activation volumes. The

electrostriction volume is not linear with pressure, as can be seen by differen-

tiating the Born solvation energy, Vel: ¼
�Na zeð Þ2

8πεoε2r
dε
dP

� �

, and evaluating it with

measured values of the dielectric constant using the static dielectric constant
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regression to 6.0 GPa [131]. Note that the contribution is large and variable at

low pressures, just where traditional 17ONMR experiments were conducted

(Fig. 8).

The fact that the electrostriction volume becomes nearly constant at

P >1.0 GPa (Fig. 8) means that pressure-driven changes in chemistry, such

Fig. 8 (Top) The static dielectric constant of water at 298 K estimated to 6.0 GPa at 100°

C from the data of Sverjensky et al. [131]. (Bottom) The pressure derivative of the Born

equation yields the electrostriction volume, which here is similarly calculated for a z ¼
+2 ion with a radius of 1.4 nm. Note that the electrostriction volume is large and var-

iable, and arises from changes in the dielectric constant with pressure. Rapid changes in

the electrostriction volume are observed at low pressures but diminish rapidly with

increased pressure to become approximately constant beyond ca 1.0 GPa.
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as changes in coordination number, solvation or bonding, can be better

studied at high pressures than low. Contributions to the volume from the

changing dielectric constant are minimal at very high pressures.

Changes in solution equilibria with GPa pressures are not small. Water

dissociates more completely and the dissociation constants of oxyacids also

change in parallel with the changing dissociation constant of water. Thus,

weak acids like acetic acid become strong acids at elevated pressures. For

example, a 0.05-M acetate/acetic acid solution that is happily buffered to

pH 4.7 at ambient pressures drops to pH<1.5 at 1 GPa. These changes

in Brønsted acid–base strength make identification of a chemical-shift

standard difficult if they are affected by hydrogen bonding. Reactions that

depend upon protonation states of the complex, such as the tungstate

sandwich molecules or the [Fe4(μ-OH)2(hpdta)2(H2O)4] ion [62,77], have

a contribution to the measured activation volumes that arise from the

volume of water dissociation and protonation.

Another challenge to the interpretation of solution NMR spectra arises

from the increased solution viscosities at GPa pressures. The hydrogen-

bonding structure of water is considerably modified at these extreme

pressures, leading to increased viscosities which are of course affected by

any electrolytes dissolved into the solution [140]. In the “extreme

narrowing” limit, the longitudinal relaxation rates of quadrupolar nuclei

(I >½) can be determined from Eq. (37),

1

T1Q

¼
1

T2Q

¼
3

10
π2

2I +3

I2 2I�1ð Þ
χ2
� �

τc (37)

where I is the spin of the nucleus, τc is the reorientation time of the molecule

and hχ2i is the mean square of the zero-average quadrupolar-coupling con-

stant. The reorientation time of the molecule, τc, depends upon solution vis-

cosity and can be related to a measureable diffusion coefficient using the

Stokes–Einstein equation (Eq. 38),

D¼
kT

6πηr
(38)

where D is the self-diffusion coefficient of molecules in the solvent, r is the

hydrodynamic radius of the molecule and all other variables retain their usual

definitions.

Ochoa, Colla, Klavins, Augustine and Casey [137] built upon the exten-

sive work by Jonas [141–146] to show that consistent results of solute

diffusion could be achieved by using the clamp-cell and microcoil design

222 C. Andr�e Ohlin and William H. Casey



and they then extended the measurements to 1.9 GPa. They used NMR-

measured diffusion coefficients to estimate viscosities at pressure via the

Stokes–Einstein equation. They found that the apparent viscosities could

be increased by a factor of ca 4 over the pressure range of 0.5–2.0 GPa in

CsCl solutions. Greater increases were observed in LaCl3 solutions.

Increased viscosities become important for interpreting NMR spectra at

GPa pressures. The increased viscosity contributes directly to broader NMR

line widths by slowing molecular tumbling, even in the absence of chemical

causes such as enhanced rates of chemical exchange. Although pressure-

enhanced increases in viscosity can usually be ignored for aqueous solutions

in the 0.2–0.4 GPa range (but not in organic solvents [147])

[40–42,44–48,131,134–140,145–149], increased viscosities in the pressure

range 0.5–2.0 GPa causes significant broadening of an NMR line width.

This broadening must be accounted in interpreting 17O NMR spectra to

yield rates of reactions, or changes in equilibrium constants (Fig. 9). The

increases in viscosity that they observed, if misinterpreted to be due to

reaction volumes, would account for a �3 cm3/mol apparent volume of

reaction.

The original NMR probes that are used for high-pressure solution

NMR derived from the pioneering work of Jonas [145,148,150], who build

large-volume NMR probes to reach 0.5 GPa. These probes require wide-

bore magnets. A separate commercial design uses sapphire NMR tubes to

reach ca 0.2 GPa and a standard superconducting narrow-bore magnet,
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Fig. 9 Viscosities of aqueous solutions estimated from the measured diffusion coeffi-

cient of water in aqueous CsCl solutions and the Stokes–Einstein relation. The viscosity

of water increases by a factor of ca 4 in the range 0.5–2.0 GPa [137]. If the resulting line

broadening was misinterpreted as indicating a reaction volume, the result would be a

�3 cm3/mol error.
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but in the last 5 years a third design was conceived by adapting a microcoil

and NMR circuit to the clamp cells of solid-state physics. These new

microcoil-based NMR probes extended the pressure range to ca 3–4 GPa

at ambient temperatures [135,138]. With some changes in alloys, it should

be possible to heat these probes to ca 500°C, although these temperatures

have not been reached yet.

One of the first discoveries when using these new NMR probes is that

the presence of electrolyte can easily double the freezing pressure of water

or D2O [136,137], from 0.9 to 2.0 GPa for LaCl3 solutions. There are

two apparent causes: (i) the electrolyte enhances the freezing pressure

by normal colligative processes, and (ii) the freezing of solution into

the high-pressure ices (Ice VI, VII) is slow on the NMR timescale, so that

one can collect NMR spectra on solutions that are considerably super-

pressured.

As NMR spectroscopists extend their work to these high pressures, one

of the challenges that they will confront is assignment of chemical shifts.

Internal standards will only be useful if their chemical shifts are not sensitive

to the changing solution properties, such as the hydrogen-bonding networks

as any shift standard than has Brønsted acid–base chemistry, for example, will

vary wildly in chemical shift with pressure. Thus, the efforts in building

high-pressure 17ONMRprobes, and application to cluster ions, are coupled

to work to calculate chemical shifts from first principles, which is reviewed

in Section 5.

5. COMPUTATION OF
17
O CHEMICAL SHIFTS OF METAL

OXIDE CLUSTERS BY DENSITY FUNCTIONAL THEORY

In small, symmetric compounds the assignment of NMR signals to

the correct site is often straightforward. This is not the case, however, in

larger molecules with low symmetry, where there may be a large number

of signals from atoms in similar sites and of similar abundance. Here signal

assignment can be very challenging, and nearly impossible using only

empirical tools. The difficulties in the case of 17O NMR are compounded

by the rapid relaxation rates of 17O nuclei, which make difficult or impos-

sible the two-dimensional NMR experiments that could help resolve signal

overlap and assignments. Computational chemistry has an important role to

play here. We will not be covering the computation of spin–spin coupling

constants and electric-field gradients, although these are also of considerable

interest.
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The computation of NMR shielding constants involves modelling of the

interaction of wave functions with a magnetic field rather than an electric

one and presents a specific set of challenges.

The chemical shift, σ, arises because nuclei are surrounded by moving

electrons which react to the presence of a magnetic field B
!
0, and induce

an opposing field, which is typically six orders of magnitude smaller. This

induced field shields the nucleus and is proportional to B0

!
by σ, and the field

actually experienced by the nucleus is B
!
, which is defined by Eq. (39); σ can

be positive or negative.

B
!
�

�

�

�

�

�¼ B
!
0

�

�

�

�

�

� � 1�σð Þ (39)

In order to calculate the shielding, all that remains to be computed is the

magnitude of the induced field, and this is what is sought to be done using

quantum chemistry programs. This is, however, not trivial. A detailed

examination of how this is done is beyond the scope of this chapter and

is available in the literature [151,152]. We will here only be discussing some

of the key concepts and issues.

The shielding σ tensor is often written as the sum of the diamagnetic (σd)

and paramagnetic components (σp), σ¼σd+σp [153], although it can be

expanded to include relativistic spin–orbit coupling contributions (σSO) as

well, σ¼σd+σp+σSO.

The chemical shift δ is then the shielding compared to an agreed-upon

reference signal, δ¼
σref�σ

1�σref
�106, and is given in ppm.

The shielding has both isotropic and anisotropic contributions (Eq. 40).

σ¼ σiso + σaniso (40)

With the exception of nuclei with low electron densities and small

chemical shift windows, such as 1H, the anisotropic shift is generally less

important as it is typically much smaller—on the order of a few ppm. Com-

pared with the chemical shift window of 17O,which exceeds 2000 ppm, this

is generally negligible.

While the diamagnetic component depends only on the molecular elec-

tronic ground state, accurate determination of the paramagnetic component

requires knowledge of the complete set of unoccupied orbitals as it depends

on excited singlet states, which is computationally challenging.

A compounding issue is that of the gauge-origin problem, where gauge-

origin dependence leads to the potential issue of the choice of origin for the
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coordinate system in the computations; changing the origin changes the cal-

culated value. A popular enduring solution to this has been the gauge-

independent atomic orbital (GIAO) method (sometimes also referred to

as the gauge-including atomic orbital method), which originated with

attempts to understand currents in aromatic systems, well before NMR

was developed as an analytical technique [154].

The GIAOmethod can be used in conjunction with, e.g.,DFT, pertur-

bation theory, such as MP2, or coupled-cluster theory methods, such as

CCSD(T). However, computing accurate chemical shifts of even small mol-

ecules such as carbon monoxide has proven to be challenging using either

DFT or perturbation methods such as MP2 [155].

Correlated methods, while potentially highly accurate, are limited to

very small systems due to their computational cost. Because of this, DFT

is the most appealing method as it is now computationally cheap enough

to allow for the use of large basis sets and sophisticated methods for even

large inorganic molecules.

In terms of basis sets, larger is generally better, although some studies

have found that smaller basis sets give better shift predictions than larger

ones. One may speculate that this is primarily due to fortuitous cancella-

tion of errors in these cases. Either way, since basis sets with effective core

potentials (ECP), where some of the core atomic orbitals have been rep-

laced by a potential, are popular in computational polyoxometalate chem-

istry, care needs to be taken to use all-electron basis sets in the computation

of NMR shifts, at least on the nuclei for which shifts are being computed.

For oxygen this is not generally a problem, but ECP basis sets such as

LANL2DZ and def2-tzvp apply ECPs to atoms heavier than neon and

krypton, respectively, which means that elements which are common

in discrete metal oxide clusters such as Nb, Mo, Ta and W are all likely

to require the use of ECPs. Some packages, such as the AmsterdamDensity

Functional computational software, provide all-electron basis sets for these

elements too.

Because DFT does not inherently provide an explicit way of computing

the electron exchange and correlation effects as a function of density, it

necessitates the use of an exchange-correlation (XC) functional. Because

there is no one ‘true’ XC functional, this needs to be carefully chosen for

the task at hand—some XC functionals are better at providing realistic

geometries, whereas others are more suited for other tasks.

Current XC functionals can be divided into a few main classes: local

density approximations, generalised gradient approximations (GGA), and
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hybrid functionals. Most functionals that are used today are either GGA

functionals such as PBE and BP86, also known as pure DFT functionals,

or hybrid functionals such as PBE0 and B3LYP, where a certain

amount—typically 20%–30%—of exact Hartree–Fock (HF) exchange is

used to replace the local exchange in order to treat nonlocal self-interaction

better, but at increased computational cost.

While early work showed that the diamagnetic tensor was insensitive to

the XC functional, the paramagnetic component depends strongly on

it [152].

The paramagnetic component depends on computing accurate energy

levels for both occupied and unoccupied molecular orbitals (MO). How-

ever, the computation of accurate MO levels using DFT is a significant chal-

lenge as most XC functionals strongly upshift some MO levels, while

shifting other orbital levels less [156]. As a consequence, while many XC

functionals can predict accurate relative MO levels for valence orbitals

and even HOMO–LUMO gaps, getting accurate relative MO levels

between other sets of MOs, such as between valence orbitals and higher-

energy unoccupied orbitals, is very challenging. The development of the sta-

tistical average of orbital potentials (SAOP) XC, which is only implemented

in the proprietary Amsterdam Functional package, was done with the inten-

tion of providing more accurate excitation energies using time-dependent

DFT [157], but this particular functional has also seen use in the prediction

of NMR shifts [158,159].

A practical issue is that of protonation. In many cases the protonation

states of the discrete metal oxide clusters are simply not known in solution,

let alone the corresponding pKa values. While computational methods

offer a route towards improving the understanding of protonation events

in metal oxide clusters through the prediction of chemical shifts as a func-

tion of such events, it complicates the development of strategies for com-

puting chemical shifts since the influence of the pH is not known or

understood.

The focus of this section is on the prediction of 17O NMR shifts in dis-

crete metal oxide clusters such as polyoxometalates, but it is instructive to

also look at the computation of shifts of other important NMR-active nuclei

that are relevant to this class of compounds. In particular, 31P, 51V and 183W

are important here because the interpretation of 17ONMR results for clus-

ters is usually coupled to interpretation of spectra of the heavier nuclei.

Much of the work has been done using the Amsterdam Density Functional

package, which is due to a few factors, such as the predominance of a few
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research groups in this field that are users of this package, the better ability in

general of Slater-type orbitals at describing the electron density near the

nucleus, and the easy availability of all-electron basis sets for even heavy tran-

sition metal atoms. Limitations in this package, such as historically limited

implementations of XC functionals, have probably also affected the scope

of some of the studies.

Phosphorous is, by definition, present only in heteropolyoxometalates,

but this class includes some of the earliest known polyoxometalates, the

heteropoly acids, such as the Baker–Figgis–Keggin and Dawson clusters.31P

has abundance close to 100%, a spin of ½ and comparatively slow T1 relax-

ation, which makes it a powerful tool for resolving solution dynamics via

NMR. From the point of view of computation of chemical shifts, it also

has the advantage of being found relatively early in the periodic table and

so there is a range of potential all-electron basis sets available, but the disad-

vantage that the chemical shifts found in polyoxometalates typically only

cover 10–20 ppm, out of a spectral window of 500 ppm. The exceptions

are polyoxometalates functionalised with paramagnetic species that may

yield 31P signals that are shifted to well over 1000 ppm [61], but DFT strug-

gles in general with paramagnetic materials and is known to fail even in pro-

viding accurate relative energetics of different spin states of the same

molecule [160]. A particular feature of 31P NMR is that the shift reference

is a solution of a specific concentration, 85% H3PO4 in water, which can be

difficult to reproduce experimentally, although there are strategies to address

this [161].

Pascual-Borràs et al. have performed a systematic investigation of the

computation of 31P shifts in polyoxometalates and focused on a series of

Keggin and Dawson polyoxotungstate and -molybdate ions and derivatives

[162]. Using the Amsterdam Density Functional (ADF) package [163],

which employs Slater-type orbitals that should describe the electron density

at the nucleus better than Gaussian-type orbitals do, the authors explored

different combinations of triple- and quadruple zeta basis (TZ and QZ) sets

with single (P) or double polarisation functions (2P), in conjunction with

GGA and hybrid XC functionals and taking into account relativistic effects

through spin–orbit coupling. All of these calculations employed all-electron

basis sets.

They found that a triple-zeta basis set with double polarisation functions

(TZ2P) was sufficient for geometry optimisation, but that the situation was

more complex for the computation of the 31P NMR shift of the optimised

structure. In general a triple-zeta double polarised (TZ2P) basis set would

228 C. Andr�e Ohlin and William H. Casey



give slightly more accurate results, but at double the computational cost of

using the singly polarised TZP basis set.

Only GGA functionals, viz. OPBE, PBE and KT2, were investigated

during optimisation, but both GGA and hybrid functionals were tested in

the computation of the NMR shift. Here, PBE was an anomaly in that

the results became much less accurate with the largest basis set (QZ4P).

The popular B3LYP functional provided conspicuously poor predictions.

Overall, the most accurate results were obtained for specific combinations

of optimisation vs NMR computation methods, e.g., using PBE/TZ2P

to compute shifts for the geometry obtained at OPBE/TZ2P, suggesting

that—beyond using large basis sets and good quality functionals in

general—an important factor in obtaining a good prediction is error cancel-

lation. A compounding factor here is also the narrow range of the shifts of

the molecules used in the study, which makes it difficult to further differen-

tiate the effect of different functional and basis set combinations.

Vanadium yields a large family of polyoxometalates in the form of poly-

oxovanadates. Polyoxovanadates are typically synthesised from soluble

metavanadate salts by adjusting the pH or the addition of addenda atoms.
51V is an attractive nucleus since it has a large isotopic abundance

(99.75%) and a large chemical shift window, and, despite having a spin of

7/2, the signals are comparatively narrow. The 50V isotope, in contrast, is

rarely used in spite of also being NMR active, due to its low abundance

and broader signals.

Not surprisingly, 51V has long been used to improve the understanding

of polyoxovanadate solution dynamics. In contrast, 51V chemical shift pre-

diction is notoriously difficult. To our knowledge there has been no system-

atic and comprehensive effort to predict 51V chemical shifts in

polyoxovanadates, but the literature does contain a few isolated examples.

Vankova et al. explored the SAOP and BP (BP86) functionals as

implemented in the ADF package together with different combinations

of double- and triple-zeta basis sets and relativistic corrections through

the zeroth-order regular approximation (ZORA) and spin–orbit coupling,

and implicit solvation through the conductor-like screening model

(COSMO) [158]. For the molecule investigated, [PtV9O28]
5�, use of SAOP

in theNMRcomputation for the BP-optimisedmolecule gave amean abso-

lute error of 12 ppm for the four signals, but failed to predict the relative

order of two of them. Izarova et al. used the same approach to compute

the 51V NMR signal shifts of [PdV6O24(OH)2]
6� and found that in order

to get accurate predictions the introduction of 6–7 counterions was
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required, with the best results obtained when both counterions and a single

proton were introduced [159]. The authors concluded that this suggested

that the ion pairing observed for the solid state structure was essentially

maintained in solution, a point that is experimentally verified for some

polyoxoanions [164].

Crucially, the essential role that counterions play in solution of these

large ions suggests that detailed knowledge of the environment of the cluster

is needed for accurate predictions, which has obvious implications relating to

the prediction of NMR signal shifts for novel materials, such as those hypo-

thesised in studies of solution dynamics.
183W is an attractive nucleus given the rich chemistry of poly-

oxotungstates, including their use as ligands in reactions such as water oxi-

dation catalysis [75]. In addition, the polyoxotungstates are more prevalent

than any other class of polyoxometalate, and being able to observe the signals

of framework tungsten atoms is thus of considerable interest. While 183W

has a spin of ½, a large shift window—spanning ca 8000 ppm—and is iso-

topically abundant (>14%), it has low sensitivity, which coupled with a long

T1 reduces its usefulness somewhat. The low resonance frequency also

requires probes that can operate at under these conditions, which is normally

not part of the standard NMR instrumentation set-up. Polyoxotungstates

also tend to be inert to oxygen isotope exchanges, so that one can confi-

dently assign the 17O NMR signals to sites in the molecule.

Gracia et al. explored the computational prediction of 183W shifts in two

studies, with the first one focussing on ground state geometries, and the sec-

ond one on molecules in reduced oxidation states. Here, a diverse collection

of isopoly- and heteropolyoxotungstates were investigated. As in most of

these studies, the Amsterdam Density Functional package was used, in con-

junction with triple-zeta basis sets and the BP (BP86) functional, and

ZORA. However, no implicit solvation was used, which may together with

the use of a GGA functional have contributed to the observation that

optimised structures had bond distances in excess of those found in the

corresponding X-ray crystal structures.

The authors generally found a fair correlation between predicted and

observed shifts for the ground state geometries [165].While linear regression

yielded an r2 of 0.98, the slope was 0.79 and the intercept �10.27 ppm, so

that the predicted distance between the signals is different from the observed

one. This discrepancy is likely because, in spite of the structural diversity and

the very large chemical shift window of 183W, the shifts of tungsten nuclei in

polyoxotungstates are predominantly found in a relatively narrow window

between �200 and 300 ppm, with a particular concentration of shifts in the

230 C. Andr�e Ohlin and William H. Casey



�150 to �100 ppm region. The uneven distribution of recorded chemical

shifts will affect the linear correlation. This sampling problem is a general

issue with most such studies, as few systems will provide an even spread

of observed signals. In the present case, the correlation is distinctly less accu-

rate in the region where most of the signals are found, while it is more accu-

rate for the extremes of the chemical shift window.

Either way, while the diamagnetic contribution was found to be rela-

tively constant throughout the test series, the paramagnetic factor was the

determining term in the predicted shift.

Gracia et al. also looked at reduced polyoxotungstates [166]. Here, the

accuracy of the predicted shifts was generally lower than for the fully

oxidised structures, but the computations reproduced the general trends

well. Their study illustrated how changes in computed and observed

NMR chemical shifts upon reduction could be used to describe localisation

and delocalisation of electrons in reduced species. Interestingly, linear

regression gave a slope of 1.21 and an intercept of �66 ppm, which is nota-

bly different from the corresponding parameters for the preceding study of

fully oxidised polyoxotungstates. The negative intercept was interpreted as

resulting from overestimated bond lengths.

Vilà-Nadal et al. predicted the 183W shifts in a large and diverse set of

heteropolyoxotungstates using ADF [167]. The authors obtained the best

results, in terms of smallest mean absolute errors, when the geometries were

optimised at BP86/QZ4P with implicit solvation through COSMO, and

the shift computations were carried out at BP6/TZP with relativistic cor-

rections through spin–orbit coupling and ZORA. In particular, accurate

structures were found to be key to achieving good accuracies in the com-

putation of shielding constants, and the authors discussed issues relating to

asymmetry when using structures obtained fromX-ray diffraction. No other

XC functional was investigated. As in previous studies, most of the exper-

imental shifts of the test compounds were found in a narrow region of�120

to �80 ppm, owing to the dominance O–W–O units in polyoxometalate

structures. As will be demonstrated later with respect to 17ONMR shift pre-

diction, the accuracy of the predicted shift can depend strongly on the

immediate coordination environment of the nucleus, i.e., a method may,

for example, give a good prediction for a bridging unit, but not for a terminal

one. Oxygen is different to the preceding elements in that it is present in all

metal oxides by definition and it is abundant, as it is a framework atom.

Thus, there are generally more distinct oxygen environments in any given

discrete metal oxide cluster than for any other element, which makes 17O

arguably the most potentially important nucleus in this field of chemistry.
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Consider as an illustration the example of the simple rock-salt solid, MgO

(periclase). An interface between periclase and water exposes oxygens that

differ in coordination number to Mg(II) from one to five, and six-

coordinated oxygens are buried in the bulk material. In contrast, the

Mg(II) metals at the interface are uniformly coordinated to six oxygen

atoms. Thus, oxygens and 17ONMR potentially contain the most informa-

tion about structure.

In addition, as is clear from the brief overview given of the other main

NMR-active nuclei in polyoxometalates, there is no nucleus which is simul-

taneously abundant, sensitive and for which it is straightforward to predict

the NMR shifts. 17ONMR thus has a central role to play in understanding

the solution chemistry of metal oxide clusters.

Although organic chemists have not relied upon 17O NMR as much as

the inorganic oxide chemists, Wilson et al. explored the failure of DFT

methods to accurately predict in particular the chemical shift of 17O in even

small organic molecules and derived a new exchange correlation functional

which yielded much improved shielding constants for their test set

[168,169]. In brief, the exchange correlation functional is based on the

B3LYP functional, but uses 5% instead of 20% exact HF exchange in deter-

mining the Kohn–Sham orbitals, and turns off the use of HF exchange in the

computation of the shielding constants. The resulting functional was named

B3LYP0.05GGA. Using this approach the gas phase isotopic shielding constant of
17O in CO was improved from �81.0 ppm (B3LYP with the Huzinaga IV

basis set, HIV) to �40.0 ppm (B3LYP0.05GGA/HIV), which is considerably

closer to the experimental value of�36.7�17.2 ppm, and was an improve-

ment on the CCSD(T) value of �52.9 ppm [170].

This functional has seen limited use in the ensuing decade and a half, per-

haps owing to it only being implemented as a standard functional in a single

piece of computational software, PQS, where it is supplied as the ‘WAH’

functional [171]. Nonetheless, a recent application of the WAH functional

was in the computation atWAH/def2-svp of 17ONMR chemical shifts of a

large tetrasiliconiobate ion, [H2+xSi4Nb16O56]
(14�x)�, where it was used to

assign signals in a low-symmetry polyoxometalate that could not have been

easily assigned in any other way [109]. Importantly, the authors used the sig-

nal assignments to suggest the protonation state, as well as explain in part the

observed pH dependency of the signals of the oxygen sites in the molecule.

However, the computed shielding constants deviated significantly from the

observed chemical shifts, suggesting that the WAH functional may not be as

successful in predicting chemical shifts in discrete metal oxide compounds.
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Early work on 17O NMR shift calculations in metal oxide monomers,

[MO4]
q� (M¼W(VI), Mo(VI), Cr(VI), Re(VII), Tc(VII), Mn(VII),

Os(VIII) and Ru(VIII)), by Kaupp et al. using ACESII [172] compared

HF, DFT—using mainly the GGA functionals PW91 and BP86—and

MP2 with and without accounting for relativistic effects [173]. They found

that electron correlation became increasingly important in more deshielded

systems where paramagnetic contributions are large, which led to failures by

both MP2 and HF methods in predicting accurate 17O shifts, with MP2

overestimating the chemical shift and HF underestimating it. For the highly

deshielded RuO4 oxygen sites, DFT using the BP86 functional gave a

predicted shift of �765 ppm, whereas HF and MP2 predicted �3300 and

8262 ppm, respectively, whereas the experimentally observed shift is ca

�815 to �828 ppm. In contrast, for the more shielded oxygen sites in

[WO4]
2� DFT, HF and MP2 gave shifts of �157, �194 and �21 ppm,

respectively. Here the experimentally obtained shift is �129 ppm. Consis-

tent with the observations for HF, hybrid functionals, such as B3PW91,

were found to perform increasingly poorly for increasingly deshielded sys-

tems with larger paramagnetic contributions, although the effect was not as

dramatic as for HF.

Both Kaupp et al. and contemporary work by Schreckenbach et al. [174]

using ADF explored the importance of relativistic effects. Relativistic effects

cause contraction of the M–O distances and change the electronic structure,

leading to increased shielding, and—while smaller for 3d and 4d elements—

become increasingly important for heavier elements with 5d orbitals. The

differences in chemistry of identical Nb(V) and Ta(V) oxides, for example,

are attributed to relativistic contributions to TadO bonding.

Gracia et al. looked at the prediction of 17O signal shifts in a series of

hetero- and isopolyoxotungstates, which first necessitated a critical evalua-

tion of the assignment of experimentally observed NMR signals [165].

Computations were carried out with ADF at BP86/TZP on geometries

optimised at the same level of theory and included relativistic corrections

through ZORA. For the test set, linear regression yielded a slope of 1.1

and an intercept of �66 ppm, with r2 of 0.98, indicating that the method

accurately reproduced the separation of the NMR signals, but overestimated

the shifts by 66 ppm. The paramagnetic shielding was broken down into

components, and the importance of each component for different types

of oxygen sites was analysed. In particular, occupied-occupiedMO coupling

(the s-term) was found to vary in importance relative to the occupied-virtual

MO coupling (the u-term), for different orders of oxygen coordination
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environments. Whereas the s-term only gave a 5% contribution relative to

the u-term for terminal oxygen sites, the contribution was 30% or more for

more highly coordinated oxygen sites, such as the central μ6-O in

[W6O19]
2�. Notably, while the computational method in some cases failed

to give the correct order of the predicted signals for 183W, this was not the

case for the 17O shifts.

Gracia et al. also examined reduced polyoxotungstates, again using ADF

[166]. While the focus in this study was on the 183W signal shifts, the authors

found that the computations reproduced the negative shift of all the oxygen

sites in the molecules upon reduction.

Pascual-Borràs et al. investigated the computation of solution-phase

shielding constants of a series of mainly Lindqvist-type polyoxometalate

(POM) clusters [175]. These Lindqvist-type POMs have several types of

structural oxygen atoms, including terminal η-O, and bridging μ2-O and

μ6-O oxygen sites (where the subscript indicates the number of metal atoms

to which the oxygen atom is bound), and which exhibit a wide range of

chemical shifts. For example, while the experimental chemical shift in ace-

tonitrile of the μ6-O in [W6O19]
2� is �80 ppm, the chemical shift of the

terminal η-O is 775 ppm. This wide range makes this class of POMs a good

test set for efforts to compute shielding constants. The authors explored a

range of pure DFT or hybrid exchange correlation functional and triple-

and quadruple-zeta basis set combinations using the ADF package which

implements Slater-type orbitals. These functionals and basis sets describe

the electron density better at the atomic nucleus than do Gaussian-type

orbitals. In addition, scalar-relativistic corrections via ZORA was used to

account for spin–orbit contributions.

The authors found that the pure DFT functionals OPBE and PBE per-

formed better than the hybrid functionals, giving computed chemical shifts

that were particularly close to observed shifts for the terminal η-O sites,

while being off by 50 ppm or more for the more highly coordinated oxygen

sites. This discrepancy is particularly interesting in light of the observations

ofWilson et al., that not including exact HF exchange in the computation of

shielding constants gave the most accurate shift for the oxygen in the CO

molecule—an oxygen site which bears some resemblance to a terminal

η-O in that the bond order is higher than one.

The authors also explored the effect of protonation using the polyprotic

[V10O28]
6� ion as an illustrative test case. A particular challenge is that the

number of possible protonation sites is large, with several sites likely to be

protonated at the same time, with protons being highly mobile on the

NMR timescale. In addition, solutions may not be monospecific, so in order
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to reproduce the observed chemical shift, a speciation diagram needs to be

used to combine the computed shift of several different species to compute

the overall observable shift. Using a multisite approach, Pascual-Borràs et al.

found that the model that best described the protonation state at pH 4.5 was

one which combined two [HV10O28]
5�molecules—one which had a μ3-O

site protonated and one which had a μ2-site protonated. These were com-

bined in a 60:40 ratio to yield a shift that approached the experimental one.

This is also a picture which is consistent with the one found based on X-ray

crystallography [176]. Although Pascual-Borràs et al. found that applying

linear regression improved the predicted chemical shifts, the different levels

of accuracy in the computation of the shielding constants of different types of

oxygen sites using pure DFT functionals means that this does not provide an

ideal solution.

With this in mind, Sharma et al. reinvestigated the computation of 17O

NMR chemical shifts of a large range of structurally and chemically hetero-

geneous set of POMs [177] and used the Gaussian package for the compu-

tations [178], which uses gaussian-type orbitals. The authors focused on a

series of decaniobates, [MxNb10�xO28]
(x+6)�(M¼Ti, x ¼0–2), in develop-

ing their method, as this class of polyoxometalates does not appreciably pro-

tonate in solution, and thus eliminating one potential source of error.

The authors found that, as in previous studies, pure DFT functionals such

as OPBE gave fairly accurate shielding constants for terminal oxygen sites,

but poor predictions for more highly coordinated oxygen atoms. By varying

the amount of exact HF exchange in the PBE functional, they found that as

the amount of exact HF exchange increased, the accuracy of the computed

shift of the more highly coordinated μ6-O sites improved, and those of the

terminal η-O sites deteriorated. At 25% HF exchange, the error for all oxy-

gen sites was approximately equal, allowing for effective application of linear

regression. Conveniently, the well-established exchange-correlation func-

tional PBE0 contains 25% HF exchange, and this functional was found to

give both accurately optimised structures and accurate linearly regressed

chemical shifts.

The authors developed a method which employed PBE0 and cc-pvtz for

all oxygen sites, and LANL2DZ for all metal sites, during geometry optimi-

sation, and PBE0/def2-tzvp in the GIAO computation of the NMR shifts.

Shifts were computed and fitted against a test set including 209 17O NMR

signals from 37 polyoxometalate ions to yield scaling factors. A regressed

slope close 1.0 was obtained, which shows that the approach gives accurate

separation of signals, with the main computed error being the relative chem-

ical shift as compared to bulk water. This result is important, as it means that
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the method is likely to have potential in resolving mixtures of compounds,

in addition to simply assigning signals in monospecific solutions.

The Lindqvist ion of niobium, [Nb6O19]
8�, is known to be at least

triprotic, with the pKa values having been determined and the location of

the protons known to be the μ2-oxygen sites. Furthermore, the

pH-dependent chemical shifts are known, including their temperature

dependence. This made it a good test case for the computation of chemical

shifts as a function of protonation. Sharma et al. found that by selecting the

lowest energy isomer for each protonation state and by combining the con-

tribution to the chemical shift of each protonated species according to the

speciation diagram, the observed pH-dependent shift behaviour could be

reproduced successfully.

These latter computations of the pH-dependent NMR shifts required

the optimisation of all possible protonation geometries, and comparison

of the energies. For the triply protonated hexaniobate ion, this necessitates

the optimisation of 22 structures, even if geometries which include proton-

ated terminal η-oxygen sites are excluded. For larger and less symmetric

molecules the number of geometries that need to be considered quickly

becomes forbiddingly large, in particular when more expensive computa-

tional methods are used. Yet, the corollary of the success in computing

the pH-induced chemical shift variation is that in order to test or develop

computational methods for predicting chemical shifts of different nuclei,

it is absolutely necessary to know the protonation states (and possibly the

counterion positions). As information about these are largely missing from

the experimental literature, the onus is on both computational and experi-

mental researchers in the field to collaborate in expanding the literature of

DFT-based NMR shift predictions.

6. CONCLUSIONS

In this review we focused on the application of 17ONMR to the solu-

tion dynamics of nanometer-sized discrete metal oxide clusters, which is a

field of great interest to researchers in heterogeneous catalysis and geochem-

istry alike. In these fields the use of discrete and soluble fragments of metal

oxides affords the possibility of providing detailed understanding of how this

type of material behaves. Furthermore, the link between oxide surface

chemistry in water and the chemistry of large aqueous oxide ions is explicit

[179]. That in particular 17O NMR is important here is a consequence not
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only of the central role that oxygen plays in oxides but is also a testament to

the importance of water as a solvent in catalysis and nature.

While 17O NMR as a structural probe has long been understood to be

important in this field, it is its use as a tool in understanding reactivities of

metal oxide clusters that precipitated the writing of this chapter. A happy

consequence of the general lack of scalar coupling in the 17ONMR spectra

of these types of systems is that the classical vector model of the Bloch

equations is often sufficient to model dynamic phenomena in solution

when probed by 17O NMR, and the authors of this review believe that

this is a level of theory which is considerably more accessible than models

based on quantum mechanics. That the original papers by McConnell [11]

and Swift and Connick [15] still receive 30–35 and 15–20 citations per year

in spite of being published in 1958 and 1962, respectively, is a testament to

this and is the reason why a large section of the review has been devoted

to this.

A particular subdiscipline of 17O NMR is high-pressure NMR, where

recent advances in probe design have made heteronuclear NMR experi-

ments accessible at pressures that are found below the bottom of the Earth’s

crust. Correspondingly high-pressure experiments inform extreme catalytic

conditions, and which we review together with the application of high-

pressure NMR in the determination of activation volumes. There is a world

of new 17O NMR chemistry to explore at these GPa pressures.

Advances in improving the sensitivity of NMR instrumentation have

also made 17ONMRmore accessible, and isotopic enrichment is not strictly

necessary for a large range of systems. As increasingly complex systems are

being investigated by 17ONMR, signal assignment is also increasing in com-

plexity. Computational methods show promise here, but as is so often the

case, a balance has to be struck between level of theory and computational

cost, and accuracy. For the type of nanometer-sized discrete metal oxide

clusters which are the focus of this review, DFT is the most promising

approach. In spite of recent advances in the computation and prediction

of 17O NMR chemical shifts, achieving acceptable accuracy for the types

of systems is still a significant challenge. This challenge may not be fully

met even by the advent of new exchange-correlation functionals, but

may instead have to rely on Moore’s law and advances in computer speed.

The authors hope that this review will encourage more chemists to

incorporate 17O NMR techniques—and in particular dynamic 17O

NMR techniques—into their toolbox, as it is a versatile nucleus of an ele-

ment which has such a central role in nature.
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