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Abstract zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
This report describes progress in research on an autonomous robot for planetary exploration 

performed during 1989 at the Robotics Institute, Carnegie Mellon University. The report begins 
with an introduction, summary of achievements, and lists of personnel and pubIications. It zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAalso 
includes several papers resulting from the research. 

The research program includes a broad agenda in the development of an autonomous mobile 
robot. In the year covered by this report, we addressed two key topics: 

Six-Legged Walking Robot zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- To overcome shortcomings exhibited by existing wheeled and 
walking robot mechanisms, we configured the Ambler as a walking robot. The fundamental 
advantage of the Ambler configuration-which has implications for efficiency, mechanism 
modeling, and control simplicity-is that actuators for b d y  support zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare independent of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
those for propulsion; a subset of the planar joints propel the body, and the vertical actu- 
ators support and level the body over terrain. During 1989 we configured, designed, and 
constructed the Ambler. In addition, we developed models of its dynamics, and studied 
leveling control. 

Integrated Single Leg Walking - We implemented and tested an integrated system capable of 
walking with a single leg over rugged terrain. A prototype of an Ambler leg is suspended 
below a carriage that slides along rails. To walk, the system uses a laser scanner to find a 
clear, flat foothold, positions the leg above the foothold, contacts the terrain with the foot, 
and applies force enough to advance the carriage along the rails. Walking both forward 
and backward, the system has traversed hundreds of meters of rugged terrain including 
obstacles too tall to step over, mnches too deep to step in, closely spaced rocks, and sand 
hills. In addition, we conducted preliminary experiments with concurrent planning and 
execution, and developed a leg recovery planner that generates time and power efficient 
3D trajectories using 2D search. 

Mobile Manipulation with Hero Robot - Indoor mobile manipulator tasks include collecting 
cups from the lab floor, retrieving printer output, and recharging when its battery gets low. 
The robot monitors its environment, and handles exceptional conditions in a robust fashion. 
For example, it uses vision to track the appearance and disappearance of cups, uses on- 
board sonars to detect imminent collisions, and monitors battery level periodically. 

This research is primarily sponsored by the National Aeronautics and Space Administration. 
Portions of this research are also supported by the National Science Foundation and the Defense 
Advanced Research Pmjects Agency. 



Introduction zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
This report reviews progress during 1989 at the Robotics Institute, Carnegie Mellon University, 
on research sponsored by NASA tided “Autonomous Planetary Rover.” This report begins with 
an overview and a summary of achievements. It then lists the members of the research group 
supported by, or zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAdirectly related to the contract, and their publications. Finally, it includes three 
detailed papers representative. of specific areas of research. 

Overview 

The CMU program to develop zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAan Earth-based prototype of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAan autonomous planetary rover is 
organized around zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthree teams that are. developing the locomotion, perception, and planning sub- 
systems. A joint task is to integrate the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthree subsystems into an experimental robot system. We 
will use this system for evaluating, demonstrating, and validating the concepts and technologies 
developed in the program. 

The technical objectives of the research include the following: 

To develop and demonstrate an autonomous Earth-based mobile robot that can survive, 
explore, and sample in rugged, natural terrains analogous to those of Mars. 

To provide detailed, local representations and broad, 3-D descriptions of rugged, unknown 
terrain by exploiting diverse sensors and data sources. 

To demonstrate robot autonomy through a planning and task control architecture that 
incorporates robot goals, intentions, actions, exceptions, and safeguards. 

Accomplishments 

This section describes key accomplishments of the project research from January 1989 to De- 
cember 1989. We present these accomplishments in three parts: the first includes all activities 
related to construction of the Ambler1; the second includes those activities related to integrated 
walldng, the third covers other activities. 

‘An acronym for Autonomous MoBiLe Exploration zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBARobot 
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Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 :  Ambler configuration zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Ambler 

A major accomplishment of 1989 was to reconfigure, design, and build the six-legged waking 
machine. Using all six legs, we demonstmted zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAbody motion (lift, advance) and leg recovery 
(circulation between stacks). These first steps of the Ambler zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare a significant project milestone. 

Configuration zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- We reconfigured the earlier Ambler designs to have two stacks, with six 

circulating legs (Figure 1). Each leg is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa rotary-prismatic-prismatic orthogonal leg. The 
configuration enables level body motion, a circulating gait, conservatively stable gaits, 
high mobility, and many sampling deployment options. 

Design - We detailed the relative leg link scale, duplicated components when possible, and 
augmented our efforts with results from a prototype leg testing program. Also in the 
design process we identified worst cases for structural loads, drivetrain loads, power, and 
link speeds. We made a number of key design decisions: to use aluminum as our primary 
material; to equip all axes with spur gear drives; to outfit the prismatic links with linear 
bearings; to incorporate separate slipring units in each leg; to have shoulders ride not 
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on each other but on a central shaft; and to construct the supersrmcture from aluminum 
instead of composites. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Fabrication zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAs we completed designs, we began fabrication but continued to alter them 
slightly to simplify assembly. An intensive effort to put all the pieces together culminated 
in a complete vehicle in December. 

Electronics and Sensing - We designed and implemented a variety of electronic devices to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
link computing, actuation, and the physical mechanism. We established signal paths to 
provide machine status-including drive d n ,  positions, and forces-to computing. To 
reduce the number of cables required, we designed and built a high-speed multiplexor that 
provides real-time data transmission of analog and digital signals. We built a tether to 
carry all signals to and from the machine. The tether is 46m of protective fabric sheathing 
that contains 130 shielded twisted pairs, 30 coaxial cables, and power cables. To ensure 
safe operation zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof the machine, we implemented a three state finite state machine safety 
circuit that allows manual control, computer control, and provides graceful termination 
upon certain conditions. 

Real-Time ControIler - We have developed a real-time controller based on VME hardware 
and the VxWorks operating system. Multiple processors synchronize input/output and 
motion control. Creonics motion control cards receive encoder feedback and amplifier 
status signals, and transmit motor command and amplifier control signals. Digital boards 

route signals for brake control, the safety circuit interface, and force sensor control. Up 

to 64 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA/D converter channels read signals from the force sensors, absolute encoders, and 
inclinometers. 

Mechanism Modeling - We formulated two models for the Ambler mechanism: a com- 
prehensive model and a planar model. The comprehensive model incorporates non- 
conservative foot-soil interactions in a full non-linear dynamic formulation. We employed 
it for performance evaluations such as assessment of power consumption, potential for 
tipover, and foot slippage. and continue to use it to develop body leveling control algo- 
rithms. We used the second, planar model to evaluate mechanism designs and to investigate 
joint driving configurations for propulsion. 
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Figure 2: Single leg testbed zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Integrated Walking 

We implemented and tested zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAan integrated system capable of walking with a single leg over 
rugged terrain. A prototype of the Ambler leg is suspended below a caniage that slides along 
rails (Figure 2). To walk, the system uses a laser scanner zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAto find a foothold, computes an efficient 
trajectory to the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfoothold, contacts the terrain with the foot, and applies force enough to advance 
the carriage dong zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe rails. Walking both forward and backward, the system has traversed 
hundreds of meters of rugged terrain including obstacles too tall to step over, trenches too deep 
to step in, closely spaced rocks, and sand hills. The implemented system consists of a numbcl 
of task-specific processes zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(two for planning, two for perception, one for real-time control, briefly 
described below) and a central control process that directs the flow of communication between 
processes. With this system we experimented with extensions to support concurrency and error 
recovery. 
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Task Control Architecture zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAWe implemented zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe Task Conuol Architecture (TCA) and used 
i t  to integrate the various components of the walking system. TCA provides a number 
of important facilities €or building and operating complex robot systems. In particular, it 
provides mechanisms to support message passing between distributed processes, hierarchi- 
cal planning. plan execution, monitoring the environment, and exception handling. Using 
TCA the system consists of a number of task-specific processes and a cennal control 
process that directs the flow of communication between modules. 

Real-Time Controller - We implemented a real-time control system for the single leg. This 
system, which runs under the VxWorks operating system, communicates via the TCA, 

moves the leg and carriage and reports their positions, and handles asynchronous interrupts 
generated by the Creonics motion control boards. 

Perception zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAusing Elevation Maps - We implemented a perception system to build elevation 
maps from sequences of range images. In addition to the elevation, the system computes 
the elevation uncertainty, local slope, visibility, and foothold goodness (measure of ter- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
rain flatness in a foot-size neighborhood). The system executes approximately zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA20 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx lo6 
insuuctions to build a 400 point map. In parallel, we developed techniques for matching 
long sequences of range images and €or merging them stochastically into a composite map 

(Figure 3). and conducted experiments in updating satellite maps from local data. 

Figure 3: Composite elevation map 

This map was built by matching 125 Erim range images acquired by the Autonomous Land Vehicle as it 
travened a 4Om path (right to left), including zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa 30 degree left turn, at an outdoor site in Colorado. The 
matching between consecutive range images was performed by first matching features to obtain an initial 
estimate of the displacement, and then using that estimate to seed zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAan iterative minimization procedure. 
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Planning zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAWe developed and implemented zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtwo planning modules: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe Gait Planner and the 
Leg Recovery Planner. The Gail Planner determines leg sequencing, body aajectory, and 
foothold location. The Leg Recovery Planner generates trajectories that avoid obstacles and 
minimize an objective function of time and energy. It plans three-dimensional trajectories 
while searching a two-dimensional space, which reduces computation time substantially. 

Single Leg Walking Experiments - We conducted a series of experiments and demonstra- 
tions using the Single Leg Testbed. For the f is t  stage of testing, we levelled the terrain and 
did not zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAalter it between runs. We began zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAwith a minimal set of processes, and incrementally 
added processes. For the second stage of testing, we executed the same processes, and 
walked over different terrains. We began with level ground, and graduated to succes- 
sively more difficult terrain. Figure 4 shows an obstacle course that the integrated system 
traversed more than 30 rimes, and the elevation map built by the perception system. 

Figure 4 Obstacle course 

The obstacle come consists of a small obstacle (upside down basket, lower right). a box (right) too tall 
for the leg to step over, a “steeplechase” arrangement of pylons (center) lying on the ground. two larger 
obstacles (left zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand upper center) separated by about lm, and a dozen or zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAso smaller obstacles. 

The perception system built this elevation map from approximately five range images acquired at different 
positions. The labels indicate metric units in the global reference frame, where 0 5 X 5 3 and 4 5 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAY 5 12. 
The map resolution is 10cm. 
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Other Activities 

Mobile Manipulator zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATestbed zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- At the Mobile Manipulator Testbed we developed and tested 
advanced TCA features such as monitors, task tree management, temporal constraints, 
exception handling, and resource allocation. Using these features, a Hero robot successfully 
demonstrated several tasks: cup collection, retrieval of printer output, delivering objects 
to workstations, recharging its battery, using on-board reflexive procedures to detect and 
react to imminent collisions. We also achieved substantial progress toward a number of 
other capabilities, including navigation based on sonar, learning to approach and recognize 
objects, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand learning stimulus-response action rules. 

Simulator - We developed a simulation system on a Titan supercomputer (Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 ) .  Capa- 
bilities include three-dimensional solid and kinematic models of the six-Iegged Ambler, 
generation and display of synthetic terrain (rocks, hills, craters, etc), and acquisition of 
synthetic range images of terrain. 

Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5: Simulated Ambler on synthetic terrain zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
7 



Personnel zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
The zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfollowing personnel were zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAdirectly supported by the project, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAor performed related and con- 
tributing research in 1989: 

Faculty: 

Mitchell, Reid Simmons, Chuck Thorpe, William Whittaker. 
Martial Hebert, Katsushi Ikeuchi, Taken Kanade, Chelva Kumar, Eric Krotkov, Tom 

Staff: Brian Albrecht, Purushothaman Balakumar, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAGary Baun, Mike Blackwell, Kevin Dowl- 
ing, Christopher Fedor, Kerien Fitzpatrick, Joe Hirsch, Regis Hoffman, Ralph Hyre, Jim Martin, 
Clark McDonald, Jim Moody, Dave Pahnos, Henning Pangels, Gerry Roston, Kevin Ryan, Jay 

West, David Wenergreen. 

Visiting Scientists: Jim Blythe, Claude Caillas, Herve Delinguette, Bao Xin Wu. 

Graduate Students: 
Kweon, Long-Ji Lin, David Manko, Peter Nagy, Ming Tan. 

Undergraduate Students: Steve Baier, Jonathan Burroughs, John Greer, Nathan Hading, 
Chris Ivory, Susan Kane, Nina Koros, Terry Lim, Eric Miles, Sundip Patel, Naeem Shareef, 
Hans Thomas, Rob Wolpov, Kurt Zimmerman. 

John Bares, Lonnie Chrisman, Richard Goodwin, Goang Tay Hsu, In So 
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INVERSE DYNAMIC MODELS USED FOR zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAWRCE CONTROL OF 
COMPLIANT, CLOSED-CHAIN MECHANISMS 

D. J. Manko and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAW. L Whittaker 
Field Robotics Center 

Camegie Mellon University 
Schenley zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAPark Pennsylvania 

ABS?aArn 

A gentral zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAinvmc dynamic m&l is prsenfed that is applicable to 
mcchanisms incorporating membcr. joint and hare compliance. 
Rmious approaches for deh ing  invcrsc dynamic mdcls ofewnpht zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
mechanisms have ban appximationr a limited m simple mcchanism 
gmmctcies and openzhain mcchanisma Hence, Ihe modvuiOn far a 
mort gcnwal approach. lnvasc dynatnic quations for compliant 
mshanismS modekd zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAwilh and witbout consmint eqwicm arc shown 
to be solvable zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAscu of diffacnWalgcbraie quatima (DAEsk devnnt 
characteristics and solutions of DAE syanar  M .discussed. An 
'mportant application for inverse dynuoic models of compliant 
mcchanism is modcl-based forcc md of closcd-chain mechanisms. 
T h e  fmulat ion and solution proccdnm dircusscd in this p a p  haw 
bcen successfully applied w model legged locomotion on natural 
terrain. 

1. UiTRODUCTlON 

An invcrsc dynamic model of a mechanism is an application of the 
equations of motion for a system whae joint mjcamies arc define4 
a n d t h e a c t u ~ f ~ a n d i n ~ f m P c r n q u i r s d t o ~ u a e m c a c  
motions are calculated (In -. a fonrsrd dynamic mDdcl is used 
to calculate mechanism motions in response ta a ret of applied foms.) 
Calculations of rhese f o r k s  M useful for sizing members and 
actuators during rhe mtchanisrn design phase. Additionally, 
computationally fast vasions of the model CM & -ted into 
modtl-bawd control schemes. An important applifanon IS &l- 
lxscd fom munl of cloacd-chain d a n i n m  wbac mC wmmint a 
interaction forces (cg.. root fortes for a waking machine) me sampled 
quantities. The inverse dynamic mcdd provldcs estimates of these 

The following section of this papa discusses existing methods fea 
defining in- dynamic models ofmmpliant mshpnisms. A gwcral 
tomulation of inverse dynamic models for wmpliant mschanismr 
modcled with and without constmint equations is dacribod in Section 
3. 'The resulting invcrsc dynamic equations arc shown to be sets of 
differcntial/dgcbmic equations (DAE's) substimtion of specitid 
joint motions. Relevant charaEteristics and solution proccdurcs for 
DAE systems are considad in Scction 4. The system index (which 
mrrclates with solution difficulty) of compliant mechanism. invem 
dynamic models arc dcfimd in Section 5 of this plpr; identifying the 
J y S l c m  index assum that stable and accurate numerical solutions can 

imcracrion forces, which may b e d  as ammi sctpoins. 

calculated by the nuthods -bed in Section 4. 

2. BACKGROUND 

An inverse dynamic modcl is obfnined by substitution of spcciticd 
coordinate udjsrOrics into the quations of motion dnrclcpcd for the 
systun For mncomplianf mchanismr, all cwrdinate u+to+s can 
be Wfid kcausc rigid body motions completely dcfme the sysmn 
kinematics. Alttmately. inverse dynamic models for compliant 
mcchanirms BFC complicated by the fact that mjajcftories annot bc 
f p ~ S ~ 3  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAoprwri for the dcflcction vrriablca which model the system 
compliance. Io gcncral. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAckfl- variables are not dirstly connulled 
(ic. applied forcch equal to zuo) so it is inappopriate to p u m e  that 
motions of a deflation variable can be specified Responses of the 
dcflsction w i a b l c s  are unknown quantities that are calculated along 
with the nquixcd acmator foras to produce. the sgccificd joint motions. 

An approximarc appmach for formulating inverse dynamic models 
ofcompliantmechaniwsistoimpoacinariallaadsonaflcxihle,static 
mechmism modcl fordcflsdon calculations [Dado 861. The inertial 
loads u r d  in the analysis arc obtained from the kinematics of the 
mtchanism arnaiduing it to bc ideally rigid. Althou t ius method is 
rrlarivcly simple to implemnt, it docs not account 9 '  or the coupling 
bc- joint .nd Mcction variables which limits irs application to 
relltively slow moving mechanisms. Ala time dependent dcfleetim 
q is nos^ 

The invuse dynamic zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAd for a compliant, 2 dof cylindrical arm 
[Farest-Barlach 87) was obtained by substitution of dynamic 
q u a i o n s  fm mC dcfLxtion variabls ( w h  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe deflection variables M 
dtfincd as functions ofthe joint variables) into the remaining dynamic 
quations corresponding to the joint variables. The rtsulting joint 
variable quationa arc founh ordcrdiffnmtial equations iwquiring joint 
mjecmry planning of both jerk and jerk ntc. Ihc approach of 
diminating Meaim variables fmm the apations of motion c a n d y  
bc ~ I i S l K d  fm nlafivcly simple syswns. 

The finite elwnwt method was used to discrctizc the equations of 
mopion for opn-chain mechanisms having srrucNral flcxibilily [Bayo 
881. An invcrse dynamic model was obtained by specifying 
i r e ~ t a i c s  for a sub= of the deflection variables which daouples rhc 
equrrions for an individual !ink. Joint torques rqu i iw i  to pmducc a 
dcsbml ad effector mtim WCR calculated using an itcrativc solution 
scbem. Specification of tmjcctories for a subset of the dcflwtion 
variables is not appropriate fru all compliant systems (c.g.. a 
mchmimn on a wmpliant base). 
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3. COMPLIANT MECHANISM WVERSE DYNAMIC EQUAnONS zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
uajcctorics) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfor zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAopen<hain and closed-chain mchanisms (rigid or 
cwnpliant). where motions arc defined in lcrms of an independent zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAset 
of gcnaa l id  cmrdinates (s). have the following foms zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

. . . .  
M(qM = %,q,t) 

-k["bkm2+"'?zCB> +?41,~13] 
m, +m1+ n% + "5 

Substimion of jointuajajoctoricsinto LIK equations of motion fora non- O =  
compliant mcchanism results in straightfornard cvaluarion of joint 
forces. Alternately. substitution of mpnories into the equations zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof 
motion for a compliant mechanism and conversion m standard form -%kc% " 
(discussed in Section 4) rcsults in a ccupled set of first order 0 -  % +ml + 9 +a 1 + y3 +a: 
diffmrial M d  algebraic quations (DAE'S). 

The planar manipulator on a vadcally compliant base shown in 
Figure 1 i s  used to illustrate formulation of an invase dynamic model 
forCmapliantmechanisrJmoddcdwirhoutconmaint equationr. me 
planar mechanism has the dynamic equations shown in Figwe 2 after 
substitution of joint uajatories (all joints musl be powered to paoduae 
a conmllcd motion) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand mnvmion to smie space form. Gaussian 
elirnination ofdaivalivc tams from the joint variable q a h o n s  rrsults 
in the smndasd form equations zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAshorn in F i p  3 what the diffuma 
quationr camspond to b e  vudcal deflation variable and the 
algetraic equations cornspond to the joint variabka 'The joint variable 
dynamic equations always redm to algebraic equations while tbc 
dcfldon variable equations remain as diffmtial equations for any 
compliant mechanism moddcd m t h n  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAanmaint equao0M. , 

w h .  5'. a;. 4. u; - d iFud COIIS~IS 

Fig. 3 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBADynamic Equahns in Standmi DAE Form for a Planar 
MenipulamrmaVcrdFally&npliantBasc 

Inverse dynamic solutions for compliant mechanisms modeled 
without consmint equations arc calculated by f a t  integrating the 
differential quarims for the mechanism dcflcctions. The  solved 
dcflectioosarrtkn subsdancd into the algebnric quations tooblain Lhc 
pint  forces required to pnxlwx the desired motions. The two part 
solution is possible because the differential quations arc dccouplcd 
from IIIC algebraic equations &e.. indepdent of the jcint forces) as 
shorvll in wgurc 3. 

The equations of motion (berm substitution of specified joint 
uajcctorics) fa closedchain mshanirms haw the following f m  

M(qX = f(q4.t) + G(@A 

WQ=O 

A - La.gangc multiplim 

@(q) - constraint equadons 

The closcd kinematic chains arc cnforccd with algebraic constraint 
equations and L-agrangc mvltiplim in the abwc equations. 

For non-compliant mchanism. the constraint equations arc 
identically satistied by the #ied joint wjocmria so these equations 
@de no usclul information for the invarc dynamic modal. The 
numbcr of unknoms fjoint and consmint forces) may cxcecd the 
mrmbcr of available dynamic equations for inverse dynamic &elr of 
clmai-chain, mmsompliaot systcms. This occy13 when the numbcr 
of actuated joints is p t e r  than the number of system dofs. In such 
cases. an intinitc nu+ of possible force solutions wrist for a given 
UajcnorY. Many of the possible solutions correspond w actuator 
conflict when p o ~ j o i n r S  pct in an isomcmc fi.c., not-pmducfive) 
manner. An umple of actuator conflict is shown in Figure 4 for a 
noncompliam four bar linkage. 

Fig. 4 An Example of Actuator Conflict fora Non-Compliant Four 
Bar Linkage 
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M- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
L zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

t zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
1 

1 

0 
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. I  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

* .  
* .  

. .  . . . . .  . .  . . . . .  . .  

'E% zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAdynamic quadcnn zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfa zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAjoint v.riabks having de6s-d ~jcctorics 
nduce zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAto algebraic q & s  whilcthc d t  equations remain as 
algebraic equations for any compliant mechanism modeled with 
constraint equations. Also, the dynamic equations for joint and 
deflection vnriables having unspecified motions nmain as differcntial 
equations. The difference between inverse dynamic models for 
systems zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAmodeled with and without censmint quations is the 
additional algebraic (consmint) equations of the former. These 
addiuonal equntions serve to couple the diffcnndrd and algebraic 
equations of the inverse dynamic d e l  through the Lagrangc 
multipliers this zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAeliminates the pmibiliry of separate solutions (as for 
systems modeled without constraint equations). ReIevant 
characteristics of DAE systems an consideEd below so that 
appropriaa solution tcdulquw can bc defined for invnsc dynamic 

4. DIFFERENTIAUALClEBRC EQUAnONS 

A coupled set of DAE's. which arc also described as singular 
systems ofdiffumtiai equations [Mcclaanoch 861, can k a p d  
in thc following scmdsrd form 

F,(x&.y,t) = 0 

F,(w.t) = 0 

m o d c l s o f ~ l i a n t ~  modeled with mnslraint equations. 

Systems of DAB'S cannot bc solved d m t l y  using numerical 
mahnds intended for ordinary diffacntial equations (ODES): an 
quation zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtransfmmatioa a special numerical techniques must bc 
Omsiaerrd A siagu&tiiy n x a x u ~ ~  ofasuof DAE's is given by its 

ineTw% IPctzold 821. Tbe index of a system is determined by 

Siac of thc oocffidcnt muix fa the D O D ~ C  variables (Le.., variables 
not having m y  daivative arms). An %ltematc approach for 
detumining phe,indu [ O m  881 is to count the required number of 
diffrnntiationr of thc algebraic cguatioar to pmdun a set of ODEk 
Tbc f m f d  dynamic modcl of a clorcd-chau~ mechanism is shown 
Ipteold 861 to be index 3 OT index 2 when position or velocity 

Solutim to determinate systems of DAEs can bc obtained by 
substituting tmckwd diffhplcc formulas (BDF) for the dcrivatin 
eapmskms and solving the rcrulting set of simultaneous equations 
i tmtivdy using Newton's mthcd [Gear 711. (Them are no proven 
optimintion lcchniiucs for indemminre DAE systems exccpt for the 
preliminary work in [Lotstair 841.) For a g c n d  system of DAE's 
Ibc Iroobian maaix used in Newon's method is 

'"dex (or rdlpormcy) and the solution difficulty im7tetu as the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAindu 

madamriag tbt set ofequalioils intocanollicd fm and obsening the 

ccmminia M &tincd.rcspcftively 

whac h - socpsize 

% - BDFcu&dent 

A unquc solution exists if the Jacobian i s  non-sin dar An 
obvious req-nt for an invcm'blc I w b i  is rhat a F d y  b;non- 
singuk. whrh is an altanue defttidon of an indn I system [Lotrtadt 
MI. Farthb-. iraka 1 DAE systems UUI k readily solveduring 
0DF su&i~tion and Ncvnon's muhod with little mom dificulty than 
solving ODE'S. A ma-ically prsise requirement for a unique 
solution m exis is that the Schur mmpkmcnt [Conic 741 of the abmc 
manix utut  be mn-singulu: This explains why solutions can be 
obaiocd for zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAccnain higher order systems (i.e., index greater than 1) 
where aF&y  is singular. A solvlvablc index 2 system has non-zcm 
m s  of m'day thnt arc l h l y  indepadcnt [Lotsadt 861. 
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5. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAEQUA7lON zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAINDW zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAOP zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBACOMPLlANT zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAhECK4NI.W INVERSE 
DYNAMIC MOD- 
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1 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA8 

8 
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0 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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1 9  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
A Perception System for a Planetary Explorer zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

M. Hebert, E. Krotkov, T. Kanade zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
The Robotics Institute zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Camegie Mellon University 
Pittsburgh, Pennsylvania 15213 

Abstract 
To perform ~ I M C W  exploration without human mpavision, 

a ampfete autonomous robot must be able LO model iu envbon- 
mcnt zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAMd to locate itself while exploring its surroundings. For 
that porpaac we propocc a zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAmodulp pawption system for M M- 

tomons explora. The perception system mainuins a consistent 
internal repruLnmion of the obrcrvtd tarnin zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfrom mnltiplc sm- 
sor views. The reprsenurion can be urccsscd from other modules 
through queries ?he perception sysslsm is intended to be used by 
the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAmbler. a Pix-kgged vehicle being built ra CMU. A partid im- 
plementation of the system using a rmge scanner is preen& as 
well as experimental results on a tcscrtbcd hat includes the senrot. 
one computer canwkd leg. and obsucla on a sudy suzface. 

1 Introduction 
The unmanned uploration of plmefs. such as Mas, quires a 
high level of autonomy due m zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe cmnmunic.lion delays between 
a robot and the Emh-bwd rurion. This impru dl the compo- 

nents of the system: piming. sensing, and mschankm 16). In 
pmicular, such a level of aumnomy zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcan be shicvsd only if the 
mbot has a pmepticm syrem thar can retiably build and mdnuill 
models of the envimnmmt. W e  m s e  a pcrcqmm ’ systemthatis 
designed for application to rumnomous plmcmy explodon. me 
perception system is a mapr p8t of the devebpncnt of a com- 
plete system that included pluming and mkhanism design ”he 
&get vehicle is the Ambler, a six-legged walking macltine being 

developed a CMU (Figure 1. Ill). 
The paccption system M bs viewed IU m intsuigcnc man- 

oly that can be in~ampitsd by crtonrl mcdnla (e.g.. path p h -  

ning modules) while mmnhidng m intand zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArrpresenrarion of the 

dress- the choice of the basic qmsencatian maintained by mC 

ayStun SsCtion 2 a d  the mhiWm Of the paYcCption systun 
in Sstion 3. Althwgh the ozz:2-:9urc la designad lo hmdk a 
vaicty of sensors, we b v c  focused on mC use of a lua mgc 
Bnda. since the Brrt reqnircmem for d e  rWigaion of the mbDt 
is reliably modeling ths gcomctty of the smrounding rsnin. Sec- 
 ti^ 4 -bed the algmlthma developed for the emuunction ot 
main modeis from mgc images. Fhluy, Seaion 5 hi 

world h i l t  from scalsors aa the vrhicle Nvlguea. The papa d- 

cxperimcntr that WQC mnduaed 10 craluua the pucqnkm syatun. 

4.4 
Figure 1: The Ambler 

2 Terrain Representation 

‘ h e  basic intand nprrrmution wed by the perception system is a 
grid, the I d  tamin map. each ccll of which con& attributes of 

the turain. A cell muat contain u Lust the elevation of the msin 
Md me llllcQDm ’ ty on the devation due to s e w  noise. The 
nmutniny b modclsd as a OIluriur dismition. whose standard 
dcviuion d is atorsd in the terrain mq. olha amibures may 
inclnde the slop* the surface team e@. In addifion. ubibutes 

th.L m s l a d  in a cell may be of non-gcomeaic nature. such as 
the color of me lania. 
mamramed 

sevcnl rrrolutionr of rha grid m y  be 

On top of rhc bnc grid. higher kwl i n f m l t i o n  can be rep- 
rrsenral in thcfmn of I lWd f- in the gria such 11l Io- 

pog.Phic fu@ru Wilb =vinca. &.), regions of homogeneous 
Mdn typ. objecu of intanrt rhu have &en  exuacred (boulders. 
rah. e*.). 

olha aemin reprcsenutiorrr u e  posrible. T h e  surfme could 

be reprrrmtai M y  by 3-D pucks  that eithu M spproxima- 

dona of the m a a n d  m h  or am h i l t  d h a t y  u p w  the set of 
d.la poinu. Ia both u r s ~  however, rsuieving n region of interest 

h h e  nup hmmcs a complex opention. Anorher possibility 

sim-osly. 
. .  
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is to rcpnsent zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAonly a hi*-leuel dcpaiprioa of the ternin. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAsuch 
s a segmenwion of the mfm. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAThin zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIr not grptoaiate in om zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
case since m e  pluming t nkn  n d  informltbn rn tho lowest kvcl 
( e k v b  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAmap). One example for the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA m M a  is to arim.rs how 

staMe a h o t  placamt on the terrain would ba. in that - a 
smface drraiption at a rcaoludon thu is well below the size of 
the foot is needed. By comas with Ihc rltemdve reprcscnra- 
tions, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe main map rqxcsaution as M elevation map ia simple 
to manipulate, can include high-level Inlmmulon a$ well LI high 
mlution elevation dsl.. and cm be uresed by e x t a d  modules 
in I simple way by gking Ihc boundary of Ihc tegion of interest 
m the map. 

3 Architecture 

The psaption system L divided into aix logical modulu pig. 2). 

The system communicam wirh exrand modules using m+aragas 
tba~ am muted h u g h  I cu-~trd mcssnge hradlcr 141. The pacep- 
tion system is wneulled by a fmnt md-che Loul Terrain Map 

Managa 0,RrlMk-rh.r receives the m c s q s r  Once s message zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
I C ~ U ~ I I ~  data is w i v e d ,  the LTMM checks whtrha it M avd-  
able in the c m n t  intanal zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcenain map. If no5 then thc LTMM 
insaucts thc Imaging S- Manager CrShQ to ulr a new imagc 
from the relevant SCCMOIS. ud the tsmin map fmm the new image 

k merged in the cumc lenain map. "ha inmd repnsemrtion 
is II terrain map h i l t  with respect to a fixed re faena  frame. the 
g l o w  kame 9. AU the opcruions in the ovaail Ambler aystan 
are expressed with respkt to 9. A separrte modnle pmvidw the 
vehicle pose in 0.  Since the tanin map is of h e s t  only in 
a region around the vehicle, d c s r  P.nr of the main nup m 
dkearded by another nuduk. the %folk. 

3.1 Accessing the Perception System 

3.md malnlw commnnicua with the paeeption system by ex- 

,wries that uc q u e s t  for- and npliu lhum nsed for send- 
ig data in rrrponse to aquay. The quai= d qlka arc muted 

ndsynchromzed ' by s central module 141. The simplest exm-  
le of a query from a planning module would be I mpcrt for M 

Levuim map in a m v a  IIC. far c l e ~ n a  chsldn~. The main 

: h @ t l E  meSrqU (@. 2). % tyPar Of -= Pe O S d  

need to know the hlrmal arorLings of the perceptim system such 

il thc sensor osed m mS forma of the intanal representatton. 
The LTMM (I the k n t  end to the paEcption aysm,  and 

ia Rsponnile fm procming q u a  and fm ktivaring the proper 
rubmcxiules. When 4 query L d v c d  the manager 6rsz check 
if the areaof intarat lms bsm lbudy -sed at tht requested 
molution, if that is dx cme the requested information is ex~~aaed 
&am the existing kuain map, othawisc the manager requests a 

new image h m  the ISM that is processed and m a E d  with the 

CIJnwlt maill nup. 
To be -03 ail queries must ~rmta in three pikes of in- 

f o r m & ~ ~  I polypn that is the boundmy of the region of interest: 
a Mclntion that indicmes a~ wh.t level of detail ttw requested cd- 
cn~atiom must te. cariai out on the lania map? and the typ 
of infomath rcqneatcd (elevation. nnrmainty, slopes, ere.). Bc- 

u u ~ e  ail qurricr n expressed in G, external modules do not nesd 
to kmw the pore of Ihc smsxs. 'Ihe frmsformarion between a 

sensot and the vehicle's base frame is smred internally by the per- 
ception system. while thc current vehicle pose with r o p s t  to 0 is 
rcqwrlcd e r b  rima a query M received. 

. _  3.2 Acquiring Sensor Data 
Insrud of hpdcoding mS 8 ~ ~ 6 0 1  interface into the LTMM. sellsot 
dnta is obkincd through h e  m e  qnay mshanirm. Whenever 
M image is quesed.  the rrquesting modolc sends a query to the 
ISM thaf incluQ the rypcof sp19m and the type of data desked. 
The I S M  is rcrpDnrible Ior rtivating the requested msor. The 
ISM Wbc Viewed LI a v h t d  wIL(M that hides the details of the 
s a u o n '  irurrfacea 6utn the PaDepriOn system. thus allowing for a 

mon nexiih way of c h ~ g i n s  smsm spcisutionr. BWUSC di 
quuiea are exgreased in g. thc ISM ls also responsible for quest -  
ing the podion ol the vehicle wih respect to D h m  I module 
thu keeps mck of the podti00 of the mbot eithu by dead roclr- 
oning m by using a navigation system. The otha bansfomadon 
that is nkdcd in mdu lo use the~nsca  data is the transformation 
betwan sensa frame and v d c k  frame; this transformation is 
precompotsd by 4 ulibrltion proadus and stored by t k  ISM at 

initllizuion time. The camposition of those two uansfmrnaions. 
b t  is thc umsfmarion bCrVm Sensor frame and 0. k rc:nuned 
to the procplion system along with rhs scnrm data Fig. 3). 

I i 
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3.3 Building the Terrain Map zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Once zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA q u u y  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAis zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAreceived, i m a i n  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAmap m u i  be. h i l t  within the 
bonndmy of the mgbn of i nmest  This is the role of the Builda 
(Fig. 2) which consttncts I terrain map g i v a  sensvr dau ulrcn at 
one position of the vehicle. The zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtcnrin map is computed sa the 
quested resolutbn and includes tbc elcvmtkn urd zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe unccMinty 
 teach point. In sddition to those two a~ributes, the Builder also 
implanenu the algdthms for computing otba kul atbibom such 
as slope or sadace t c x e  as well A# non-geommic amibutet such 
as colm or trrrain typc dcpcndlng on the . v W e  sqlsms. In 
a&iitionto mmpoting the loul Imibnus. tbc Bullda llso identiaes 
thcpmtMna of the map that pc outside of the Bclds of view of the 
sensors. mdthore that m occhdcd by pntr  of the tamin. 

ThcEuilda~optimieedinsevcralwiy.: Itm.intainsm.ps 
U differem ruoludau 60 that it ir not nkesrary to dwiys com- 
pule the map u b u t  resolution. Also. if a map D the desired 
resolution does na exist, the Builder will mate me, thus AIIow- 

of compuration by rancmbming both the regions of the world that 
have alrrrdy bsen compute3 md by storing h e  put  images so lhat 
if a quay falls within thc Beld of view of M existing hag+ it is 
not necessary to q u i r c  and proccas a new 'huge 

An implementation of a Bvilder tbmt um rage imagcs is 
described in Ssction 4. 

hg fM zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAUbiW nsolutiom. Ths BUilda h i m h a  the amount 

3.4 Updating the Terrain Map 

Since the Build- amsuucts a tanah msp from a single image, 

new sensot dua has m be. .oquirulslch time anew quuy is IC- 

ceived. This is suf6ciat AS a &at appmximuion, howeva the 
paceprim system should be Able to handle zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcanin maps built from 
sensor data q u i r u l  at different positiom. Thcre M two motiva- 
tions for handling multiple frames. It is obviously mom cffrcicm 
to remember main nups built h x n  previous frmca ruha than 
recomputing evuytbing u cach s u p .  A morc com@ng mai- 
vation is that mnging multiple h c b  may be the only way to 
pmvide the nqucstcd dur Such A sirnuion o o ~ f n  when pms of 
the vehick usually a leg, U t  within thc Bcld of view of the senmr 

end therefore ooclodes i pm of the main map, in that case it may 
not be possible to uuaft thc region of in- from the aurmt 
position. A second case in which multiple h m ~ ~  me nesded is 
whm dau that is outside of the cnrrcnt &Id of view of the sewor 
is n e e & %  In thc caseof the Ambla, lhir is rmdy thesrurdard 
situation si* in the nmnd w d k h g  modz rhc kg ftutk behind 
me body is mvcd to the front of rhs body w k h  quLCs dru 

clcarmce. For these msons, the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAperaption system most include 
the upabi l i i  to mugs rumin mspa from sDcscI.iyc fnmca inm a 
single terrain map. 

The rapodbiliry for the management of mlllaple tanin 
maps ir ah& by two modules. tbc MIlChQ and he M a p e r  
(Fig. 2). The Matcher estimwS the displlocmcat between A new 
lanin map a d  the current imand t a n i n  map. The dirplrement 
is in gmad i 3-D tmmfmnuiofi. It is atirnacd by muching fu- 
uxa au.CEed from the maps. or by using a comluioa echnique 
thntmmpuetthenvomrpdlealy. scction4briCayduaibcaan 
implementstion of the l a t a  in tho msc of main mspa hi l t  from 
nnge i m ~ & ~ .  An iniu cgimnte of the dirphcemmt is always 
~ v d a b l c  athes h m  dtd red;oning rn from i navigation 9smn. 
Ona the dkplroancnt i s  eomputrd the M e r g e  is responsible for 
q i n g  the new map into the arrmt map. Actually. only the 
part of the map that is within the reqocstcd region of inmat is 

&hind the body so thu thc p u h  of the leg M be checked fm 

actually merged fm d6cicncy reasnu. The maps arc merged by 
combining tbc elevUion vdun u each loution of the map using 
the uncmninty valuw to obtain the maximum likelihood estimate 
of the elevation. The M ~ C I  must .Is0 updare the occluded wells 

of  the aurent m q .  
It ir impormnt to bgicdy separate the matching and mng-  

Ing operations. First of AI& the matching operation may 01 may 
not be. -my depending on the a ~ ~ o r s y  of the positioning sys- 
tem. If A navigation system pmvidcs dkplafement estimares that 
.IC well b l o w  the m I u d o n  of the pi&. the estimatrn wil l  not 
be improved by m a n  mufhing. Sewnd. if raw savlo? data is 
s& along with past tmain maps, A new query requires only 
merging &Ed Of thC maps S h  the diSpkctnCnta have 
llrrady barn compted D the h e  the images were quircd. Fi- 
nally, sepmAting the two d u k s  allows for experimenting with 
cliff- muching algorithms. presumably the most diMcult part 
of the system. whilc reuining the same s m c m  for the rest of the 

SySlwn.  
Sina tbc mnrin map must gmw as the vehicle moves Md 

u new sensa dua is acquired, a third module. the ScmUer. is 
mpmsibkfmdisurding the pptof the map that ip 'op far from 
the vehicle to be. wfd. l%ii M be viewed as sliding II' window 
mlad on mC current position of the vehicle; only dara within 
this window ia raalnd The Scmllcr is m o t i v W  b i h  by the need 
m prevent the sire of the terrain map horn expanding during the 

of I l o q  mission, with mC risk of memory o v d o w ,  and 
by the fact that only the mort recent main maps CM be used with 
d d e n a  due in the sDcllmoluion of errors in the displscnnent 
wtirrutetktwcen nupa 

4 Elevation Maps from Range Data 
nK paapt ion system is designed to use multiple s w u m  of dam 
Bccuw gmncuic informuion ia mod important for local naviga- 
tion. we W in thio wction thecaseof data from an w i v e  
Mgc SUIIIIer. 

We use rhe Fnim Lsscr scanner, which delivers 64 x 256 range 
images by memuring the phge differace between a laser beam 

ud its rdlcaion horn I pint  in the SMC 171. The scanner mea- 
sma the range p in a spha iu l  coordinate system in which d and 
B m the v d d  and horizontal sunning angles, cmwpanding to 

mw ud column positions in the irmga 
Riorto OpaAIion. thsposirron of the msor with RspM to 

the vehklc's Eoordioate fhme must be computed. This is &ne 
by a cdihtion -re thu computes the position by observing 
tnatfngs on tb kg Ming the rmge SCanM mt d i l f W t  h W n  

pdiom of the kg. A ht-#qumca catimrtion algorithm estimates 
the -formlaion belwe-en mC coordirurc systm of the scarnur 
and he madinme syrtrrm of the veitiolt. This mformat ion  is 
mqonndd with the umtfmrrution baareen vehicle and global 
&ma by the ISM s r h  dmc a new inugeb q u i d .  

oup is to 011ycn u c h  pixel @, 8,  $) to I point in space (x, y ,  I ) .  

arblch is s t rmght fuwd knowing the gwmeby of the sensa? and 
the cranrfmauion blareen ammr and gl0b.L frames. This ap- 
p a e h  has someseven? drawbacks, homvcr. such A# the d for 
interpohtion. the depmdcncy on A pdcular coordinate system. 
and the lact W i t  is notporsible to Limitthe mmpuudon to arc- 
gion of the temin map baxnse M do not h w  .pion where this 
reglon is in the image. htead, we use the locm method dwuibal 
in [3]. Thir q p w h  has m.ny sdvuupcs lnchding the explicit 
detection of range sh.doars. the repmumh of uncatainty, the 
independence of mS algorithm with teapea to a refaencc frame, 

The WkSt Wly  ID COOVUI M g C  hAgCS to ClCVaJiOns 
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a suaighffowiud zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAutols ion zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAto zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIhc case of multipk frames of data. 

F&tnnm. a major feature of the laras muhod Ir its ability to 
limit the computation of the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAranin map u) any mgion in spm, 
thus facilitating the cumputation of the maps within the boundpics 

of the queries of Sst ion 3.1. 

The Lcrrain map building algorithms zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAw m  cvalor~ed on rnnge 

images taken by the Erim scanner. The zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtest imager were taken in 
A construction site that exhibits the type of mlgged turain that we 
IIC inreMtsd in. Fig. 4 h w s  a map built fkm one mge image 
using the k s  algorithm. me resolutkn is IO em over A 10 x 10 
m square. 

figure 5: Elevation map from 125 range images 

5 Experimentation 
A flrst vasion of the system of Fig. 2 is implemented 
This vasion includes the W. LTM Builder. and ISM. This 
implemeruation indlldes the algorithms of Stcrion 4 and uses the 
Erim scatnu. This imphtatuion of rhc system is used to vali- 
date the intpfrs on ringla mge imaga. The system builds main 

‘ ty and fooddl walu- mapr with currently two amiules: MCCIUUI 

ation. The lrtur is am- of how goad A footfill each Location 
m& m.ps built bm hag- difrcrrnt posi- in rmP would bc, on local of kuab. me 

dgaithmr uscd fa the footfd svalnatian 8c *crib& in [21. 

-*“.I, 

Figure 4 Elevation map built bum one tan@ zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAimage 

An extension of the locos a l p i r h m  dbws Em matcking and 

tions. The matching d g o r i h  computer the best 3-D innsfma- 
tion between maps. while the merging algorithm cornpow &all 
combination of the elevation horn the two rmps $iven his urn- 
formation. The map bttildiig from multiple framed wms wed on 
sequences of Erim images aa well 6 on synthrsid irnagcs. Fig. 5 
shows the m a i n  map obuimd by merging data from four succes- 
sivc range images. The raulplng tar& map is a b u t  thirty rncms 
long. Zn this example the imqca were mUslod dong A general 
path including A sharp tom ( h u t  30’). The mate- bctrukn 
ansemtive tcrnia m q e  WLI pufmncd by k t  matching futures 

estimate aa a starting point for the minimiuuo ’ n of the diflerrnoc zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
bcovem the tao turnin n u p a  that is DIcd u thc B d ~ m ~ s f a m a -  
rion for the mnging. ~x@ments on svlhcsind i m r ~  for which 

on tk resulting transformltion un be ss smdi m the rrrolutica of 
the grid. The am in elevation is of the or& of a few mtimuas. 

with the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAu n c p u i n ~  ss the pints are hnha *way from 
he sc~or .  

These experiments show thu the algorithms develope3 for 
lnge data provide the type of tamin maps qui tad  far Ngpcd. 
nsmcmred avimnmcnu including variable rrsolutim, dim 
:tmnce frame, explicit uncutninty represmmiom n d  represen- 
lrion of oocludd -8s. 

Three types of queries m cwenuy m w g n i d  

Elevation map: This is a request fcr M elevation map within 
A given region (polygon) with L given resolution. 

Elcvarion aad rincatainty map: Thii is basiuily the same 
quay e- thlt the unmuinty at each p i n t  of the main 
map is rmaasdas wcll. 

Footfall evallutioo: lhir is A request for the k s t  psition of 
the foot within A nzgioh Cumntly thir request ir ~aocc~sed 

the main map by rising only the goomeby o f  thc turnin [Zl. 

Fig. 6 shows the rank of proccadng a tootfdl evaluation 
v*ar d k p h  UI 0vcrht.d view of thc site 

with the region of in& displayed as a shadcd polygon. The 
a rarrgc hap, ne 

lowa fight msp is a mq of the b r f i l l  ev~lluion in which he 
bight v s l m  corrcrpond to h e  bcst fmcd ioutionr. The di- 
memions on the loom left diagrmn e m me-. The resolution 

of this qrpery is 10 an. 
A testbed w u  bdlt in or& to test the fully integatcd plan- 

n i n ~ t i o ~ m c c h a n k m  system. The testbed (Fig. 7) includcs 

I single leg. &e rugs Bnda mount& on top of the “body” of the 
uchiclc. and a urn’ sandbox Uut simuiurs the tamin in which 

o obtain a 6rst eatimate of the d m a i o n  131, and by using me by computing the Subility Of A C k U l r n  fWt at each point of 
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Figure 6: Processing zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfootfall qucry 
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Experience with a zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATask Control 
Architecture for Mobile Robots 

Long-Ji zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBALin 
Reid zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASimmons 

Christopher Fedor 

Abstract 

This paper presents a general-purpose architecture for controlling mobile robots, and describes a 
working mobile manipulator which uses zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe architecture zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAto zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAoperate in a dynamic and uncertain 
environment. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAThe target of this work is to develop a distributed r o b t  architectwe for planning, 
execution. monitoring, exception handling, and multiple zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtask coordinalion. We reporI our progress to 
date on the architecrure development and the performance of the working robot. In paniclllar, we discuss 

temporal reasoning, execution monitoring, and context-dependent exception handIing. 
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1. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIntroduction zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
The principal goal of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArhis zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAwork is to develop a distributed robot architecture to suppon robot planning, 

execution, monitoring. exception handling, and multiple task coordination. We have been developing 
such a rubor architecture, called the Task Conml Architecture (TCA)[151. TCA is designed for 
controlling mobile robots that have limited computational zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAsensory resources, operate in uncertain, 
changing @ut relatively benign) environments, have multiple goals. and have a variety of strategies to 
achieve goals and handle exceptions. 

We have been developing TCA concurrently on two tesrbeds - the W six-legged Planemy Rover 
[31 and the HeatNzenith Hero ZOO0 mobile mauipulator robot [12]. The CMU Rover project is an 
auempt to develop an auton?mous robot that can survive, navigate, and acquire samples on the Manian 
surface. The Hero testbed is an indoor platform that has been used to drive the architecture design. The 
current capabilities of the Hem include collecting cups in the laboratory and recharging itself, 

Our initial implemenration on the Hem zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArobot [12], which was developed in an ad hoc manner, had 
several shortcomings. It was slow and slack in reacring to environmental changes. It could not protect 
itself and remver from failures properly. It also a d d  not change its focus to higher-priority tasks or 
respond to requests from human advisors. AAer re-implementing the testbed using mechanisms and 
functions provided by TCA, most of rhesc shortcOmings havebem minimized The robor is now faster 
and more robusr It can zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAreact 10 envhumental changes in a reasonable time frame. and it has a variety of 
strategies m recover from failures. 

The following are the capabilities that TCA currently supports. 
Concurrent planning and execution. Robots often take a sigmt3cant amount of time in 
consuucting plans. Since planning and execution are activities that often need different 
~csources. both can occur commently. However. this zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAconcurmpcy zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAsometimes needs to be 
wnmained. In many cases, the robot must act on an incomplete plan and defer some specific 
decisions until more information can be acquired. On the other hand, to minimize risk to h 
robot. one might want to completely plan out a goal before executing any of iu sub- 
WUUUands. 

Reacting to environmental changes. To accomplish tasks. and even to survive, the robot 
must be reacrive. It must always be a w m  of environmental changes, and respond to them 
appropriately and in a timely manner. Some environmental changes invalidate current plans, 
while ochers may demand the robot to change its f m  completely. 

Error recovery. In complicated, changing environments, failures axe bound to occur. When 
they do occur, the robot must change its plan to meet the new sintation, Error raovely is 
often contextaepuylent that is. the sme failure may have to be handled differently, 
depending on the robot’s intentions. Since in a benign enviromnan. the failed plan is often 
close to being correct. it is desirable for the robot to be able to fix and re-use the problematic 
plan, instead of always replanning from scratch. 

Coordinating Multiple Tasks. With many simultaneous goals but limited ~ u r c e s ,  the 
robot must be able to dynamically prioritize and schedule its various tasks based on their 
urgency, nlative cosfs. likelihoods of success. etc. cumntly,  only simple-minded strategies 
can be specified using TCA, but we envision taking a more knowledge intensive approach in 
the near fuarrr. 

Various TCA mechanisms have been developed to support these capabilities. 
Distributed processing. TCA is a distributed architecture with centralized control. A robot 
system using TCA includes a central conml and a number of concumt, application-specific 
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processes. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAWe believe that zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcentralized control architectlue facilitates the coordination of 
multiple complex zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArobot behaviors, while the distributed processing allows for concurrency zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAin 
planning. execution. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand perception. 

TCA provides a mechanism to schedule the use of the mbot‘s Limited 
computational zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand physical r sou rce~  A task is automatically queued by TCA until the 
needed resources are available. RtsDurce reservation, together with temporal collsvaints (see 
below), provide synchronization mechanisms to control distributed robot systems. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

.Task trees and temporal constraints. In TCA. planning and execution arc separate 
aaivitics and can be pfonned c0-y. The interleaving of these activities can be 
cammind by imposing temporal ummams . among the plawing and achievement times of 
subgoals. TCA explicitly mainrains the goavsUbgoal hierarchies, called zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtusk frees. Task zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
trees. together wilh the temporal conSrraints, areTCA’s representation of plans. 

Concurrent monitors. Concllmnt monitors enable the robot to watch for environmental 
changes in parallel with normal task execution. Because task execution and monitoring occur 
concurrently, the performance of tasks wil l  not be (significantly) slowed down, while still 
enabling environmental changes to be detected as eariy as Wible.  

*Exception handling. TCA provides a general mechanism for handling planning time 
fail- execution time errors. and contingcmies. The robot implementor can specify 
different shatcgies for hadling the same exception in different contexts. One benefit of 
having this mechanism is to allow the user ta separate robor behaviors for normal situations 
fmm these that handle failurts orcontingwn ‘es. In this way, complex robot behaviois can be 
developed incrementally, and exception haudling can be flexibly defined. Ar present, the 
mechanism is still under consuuction but some primary results have been obtained. 

*Resources. 

Table 1-1 summarizes the Supporring relationships W e e n  rht TCA mechanisms and desired robot 
capabilities. A mark “X” in an entry of the table indicate. that the mechanism in that column is used 10 

support the Cqabiity in that row. Note mat although ‘w by itself is not a capability needed 
by robots. it plays an importaut role in the distributed environment of TCA. 

. 

Table 1-1: The supporting relationships between medunisms and capabilities 

1 Synchroni- i l v l v l  - 1  ’ I 
*i.ion A A 

CO”C”.””C I 
I I I I I 

X Pl.nning L X 
Eresution I 

I 1 x 1  1 x 1  
X X.  

The rest of this paper prrsents the Hero robot system, the Task Control ArcSipaUre. and their 
performance. Section 2 describes the hardware setup of the system and gives a scenafio to illustrate how 
the Hero robot performs tasks. Seaion 3 discusses the various mechanisms of TCA. Seaion 4 describes 
the robot sysrem in &tail. Perfonname of the robot and TCA is evaluated in Section 5. Comparisons 
with related work am given in Senion 6. Finally the paper is concluded in Section 7. 
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2. Scenario zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Our mobile manipulator robot, the HeatNZenith Hem zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAZOOO, is a commercially available wheeled robot 

with zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa two-finger hand (see zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAFigure 2-1). The robot operafes in an wtructuled laboratory, which is 
obscrvable through a ceiling-mounted Camera (see Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2-2). The Hem robot has zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthree sonar scnsars: a 
rotating sonar on top. a folward-pointing sonar zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfixed to its base, and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAone mounted on the robot's hand 
which can be repositioned relative to the body. In addition, the robot has a battery charge level sensor, a 
rotating light intensity sensor, and toucb sensors on the fingers. Using existing vision software [lo], we 
developed a 2D vision subsystem for the ceiling camera. We also developed algorithms for navigation 
and manipuIacion in the. indoor environment 

Flgwz-I:  T h e H e r o 2 o o o R o ~  

When the system is started up, the robot is given several high-level goals. including (I) colIecting cups 
discovered on h e  lab floor and placing them in a meptacle, (2) avoiding obstacles. and (3) recharging irs 
battery when necessary. The rest of this section presents a scenario to illustrate how dre robot achieves 
and mrdjnares these goals. 

For the cup collection task. the robot monitors its 2D vision map for the appearance of cups on the 
floor. An asyndyonous -on process c o n t i d y  takes a picture and updates a world map. Once a 

new map is built. the robot scans the map to find cuplike objects. In this scenario, hvo cuplike objecu 
are spotted. and the sysrem sets up two cup-culleclion go& and temporally orders them so that the closer 
object will be explored first 

The robot then plans and executes a path to thc first obien. While moving. it monitors for obstacles in 
its path. A monitor, whose temporal extem continues umil the object is picked up, is created to ensure 
that the target object does not disappear (e.g., someone zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAelse may pick it up). Upon arriving near the 
object, the robot uses its Wrist sonar to measure the height and width of the object and matches them 
against its cup models. If a stisfactory match is found. the robot plans and executes actions to pick up 
the object In parallel with measuring and picking up the object. the robot uses its overhead vision map to 
pre-plan a path to rhe receptacle so that a path plan is ready for execution when the cup is picked up. The 
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Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2-2: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAOverhead View zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBALaborarwy as zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASeen by Robot 

robot zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthen uses the plan to navigate to the roapacle, where it & p i t s  the cup. 

Next. the robot attends to CoUeaing the other object While mwing toward the object, the mbot 
notices (from either its ovukad vision or its sonar sensors) that an object appears in into its path. The 
robot stops immediately zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand waits to see if the object will move away socm. If the obstacle does not 
move. the robot plans a detour by modifying the blocked path plan If no detour can be found. the robot 

repians a path from scratch If stili no path can be found, the robot abandonr this cup-coUection god. 

In this scenario adetour is found. so the robot continues to navigatt to the object The robot finally 
anives near the object and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAstam measuring it At this point. the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAbattery charge monitor mtifies the robot 
that its battery zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcharge is getting low. Based on the simple-minded snategy: “if the robot has arrived near 
the object complete the task kfore going over to rrchage”. the m h  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcreates a recharge goal with 
temporal consmints indicating that the new goal wiU be attended to aRu the CupmIlection goal is 

achieved or aborted. The robot CMltinUes and subequently discovers that the object is not a cup ac all. It 
gracefully terminates aU ongoing and pending activities and monitors that were set up for collecting the 

object, and then it chooses to pursue its next god, which is the r e c ~ g e  goal. 

3. The Task Control Architecture 
TCA is designed to implement capabilities we believe to be naxssary for autonomous robots. TCA is 

a distributed architecture with centralized conaol. An application of TCA includes a cenual process and 
a number of Q)- application-specific processes. called modules. Communication occum via 
come-grained message passing between modules. witb all mcssages being routed h u g h  the central 
process 

To facilitate experimentation wirh different control schemes. TCA is built as a layered system so that an 
implementor can choose which layers to use - higher layers provide more functionality specific to robot 
control. but lower layers provide flexibility to implement alternative c o m l  schemes. 
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.I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

At zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBApresent, the implemented layers include: 
Communication layer hat supporrs distributed processes under cenrralied control; 

Behavior layer for querying the environment, specifying goals, executing commands, and 

Resource layer for allocating zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand managing physical and computational resources; zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
=Task management layer for building hiemrchid plan struchlres and specifying temporal 

Monitor layer for c o n c m y  monitoring user-selected aspeas of the robot’s external and 

-Exaption handling layer for specifying contextdependent strategies for handling plan 

altering the robot’s internal state zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
conmaim between planning and execution of various goals in the plan: 

intemal mimnmenrs; 

failures, execution emrs. and environmental changes. 

In addition, other layers to support muIti-task coordination and user interaction are planned. 

3.1. Communication Layer 
The base layer of functionality provided by TCA is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe sending and receiving of messages between 

morbdes. Modules zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcan be written in different languages (currently both Lisp and C are supponed) and 

run on zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAdilluuu machines (using tk UMX TCP protocol). In essence, TCA pmvides a simple remote 

procedure cou(Rpc) interface from a caller in om module to a procedure in a possibly remote module. 
The main difference behueen typical RPC implementation and TCA is that tbe central contml determines 
which module handles messages and in what order they are handled. 

A potential pr~blem with centralized zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAc0-1 is that zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe c e m  process may become a tmde&clc. 
ExperimentalIy. a round-uip time for messages of under 10K bytes is abut 50 milliseconds. Since this 
time is small compared with the time taken by image pmcessing. planning, a d  the robot’s actuators, the 
centralized conuol has mt beem a problem on zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAour c u m  testbeds. Besides, the potential bottleneck 
problem can be ovemme by using high-speed Mware (e.&. the Neaar[2]) d adhering to some 
conventions, such as using coarse-grained behavioa to hit the amount of module-to-module 
communication. 

3.2. Behavior Layer 
TCA pmvides several typx of primitive building blocks needed to construct robot behaviors. ?he 

primitive behavion are implemented as different classes of messages. built on top of the communication 
layer. The cIasses differ mainly in their control flow. For example, query messages Mock the user’s code 
until a reply is received, while goal and command messages are non-blocking and repon success 0: 

failure directly to the central conmi. 
-Query messages are requests to provide information about the extemal or internal 

environment. such as obtaining a world map or derermining the robot’s dead-mkoned 
position 

Goal messages are intended to support top-down. hiemcbical plarming. A typical response 
to a goal message would be to issue other (sub)@& and/or command messages based on the 
mulrs of planning. Unlike queries. goal messages arc a s y n ~ h r o ~ ~ s  and non-blocking. That 
is, the cennal conml may queue the goal undl resouzces become available; in the meanwhile, 
the module sending the goal message can continue. The rationale is that non-blocking goaI 
messages give the implementor greater flexibility in conuulling the achievement of goals 
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(e.g., interleaving planning zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand execution). 

Command zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAmessages zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAarc used to execute zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAactions. Like goal messages, command messages 
arc asynchronous and non-blocking. Distinguishing goal from command messages is done 
mainly for interleaving planning zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand execution. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

*Constraint messages provide a way to alter the robot's internal state. For example, 
constraint messages can be used to add expectations about its future behaviors. 

3.3. Resource Layer 
It is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcrucial for an aufoly)1IIous agent to effectively allocate its limited resources in onier to satisfy its 

goals. The robot must deect when tasks need Competing mou~ces. and must prioritize and schedule 
tasks when conflicts occur. In TCA. a resource is an absuact entity that is used to manage the handling of 
messages. A resoune may be associated with a computational entity, such as a module. or with a 
physical entity, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAsuch as a motor or camera. 

Rexnuws are created with a capacity - the number of messages the ewurce can handle 
simultaneously. A message received by the central control is queued until the TesouTce that handles the 
message has available capacity. Currently, messages to the same resource are handled in FIFO order, 

subjea to the tcmporal c o r m a m  . imposed by the task management layer.' 

Sometimes, a moduIe migM need control over a lls~urce for some period of time, particulariy one 
associated with a physical item. For example, if a vision module is acquiring an image. it might want to 
ensue that the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArobt  does not move during that period. TO faciliitare this, TCA includes mechanisms for 
reserving murces. in effect, p e n t i n g  other modules from utilhing the resource until the reservation is 
explicitly canceled. Resource reservation is one of the SyndVDnization constructs in TCA. 

3.4. Task Management Layer 
The task rnmagumnt layer provides mecbamsm ' s for organizing sets of messages zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAinto hieranhical tusk 

wecs (see Figure 3-1). For each goal. command, or monitor message sent by a module, TCA adds a node 
to the task tree as a rfiild of the node matissued the message. The resulting me is an execution of graph 
of messages used to complete a given task. In addition. facilities have been developed for tracing and 
manipulating the task U'ee, such as killing off subtrees. suspending them, and adding new nodes. These 
Facilities will provide functidues mded by some of the higher layers. such as the exception handling 
layer (see Section 3.6) and the plaaned multi-task c~lniination layer. 

Another impontau pupor of this layer is for scheduling tasks. The layer contains a general fadity for 
reasoning about time. In TCA. by default planning and execution can zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAoccur concmently. herleaving of 
planning and execution can be consVained by imposing ranpod constraints on the planning times of 
goals and achievement times of goals, commands, and monitors. For example. a module might specify 
that the achievement time of G1 pncedes that of G2, but the planning time of G2 precedes that of G1 
(e.g., first achieve pick up the cup. then bring it to the nceptade. but plan the route to the receptacle 
before planning how to pick up the cup). Similariy, a module might conmain a goal to be completely 
planned befom any of its sub-commands can start being achieved. 



.I 

Figure 11: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASample zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArask tree 

The mechanisms for zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArrasoning about temporal consuaints ae based on zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAQuOnriry zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBALnrrice [13]. an 
arithmetic reasoning zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAsystem, that integrafes relnnbnhips. mirhmeric expressions. qualitative and 
quann’mtivc2 information to perform a wide range zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcommon arithmetic infemces. In TCA, it is used to 
maintain a comistuu. partial order of time points and to answer queries about relationships between time 
poi- and about the durations of intervals. 

With the temporal mechanisms provided, robot implemauors can formulate a fairly wide range of 
differenr constraints to take advantage of mcun’encia in the distributed environment of TCA Together 
with resoume resewacion the temporal  constrain^. provide synchronization mechanisms to coneol 
distributed robot systems. 

35. Monitor Layer 
T O  react to environmental changes, robots must first be able to monitor the environment and detect 

changes in time. Although in the real world many things may go wrong at any time, robu with Iimited 
sensory RSOUIC~S, such as o m .  cannot afford to momtor everything that g ~ e s  on in the environment The 
monitor layer pmvides mechanisms to monitor user-selected aspects of the environment and report 
detected changes to the central control for handling. Monitors in TCA run concurrently with normal task 
execution, For example. the Hem robot attends to the cup collection goal while monitoring for obstacles zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
and its battery charge. 

A monitor specifies the condition to be monitored, and tbe time, dative to other messages, when 
monitoling is to take place. When the condition holds, a typical aaion would bc 10 send an exception 
message to the central amtrol, which wiIl decide what to do based on the environment and context in 
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which the exception occurred zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(see Section 3.6). 

Two zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAclasses of monitors are implemented: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBApoimmnitors and interval zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAmonitors. Point monitors, which 
test the monitor’s condition just once. are useful for checking static, execution time conditions, such as 
checking the preandition or post-condition of a zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcommand or goal. Interval monitors. which have a 
temporal extenL zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare useful for checking for environmental changes over time. 

TCA has zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtwo variations of intuval monitors: polling and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAdemon mdors .  polling mMliton implement 
synchronous polling of conditions at a fixed frequency, while demon moniton implement asynchrono~~ 
demon-invocation. For irmance , zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe battery monitor of the Hero m&t, wlich is a polling monitor, 
periodically checks the bcutery zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcharger and raises an excepion if a low charge is detected. The cup 
appearance monitor, implemented as a demon monitor. is invoked whenever a world map is updated by 
the asynchronous perception process. and checks the world map for cup-like objects, raising exceptions if 
such objects a~ found. 

Monitors can also be used to construct conditional plans. For instance, suppose. there are two strategies 
to achieve goal G, but we do not know in advance which one wiU be applicable. We can set up a monitor 
to check the environment and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAchoose the appropriate strategy at execution time. 

3.6. Exception Handling Layer3 
Exceptions can be divided into thrte classes. acceding to the ways they ~IE detectcd. 

fail- detected in planning (e.g.. no path to the cup); 

emn detected in executing commands (e.g.. wheel slippage); 

contingencies -led by monitors (e.&. low battery charge). 
TCA employs the same mechanisms to handle the three different typcs of exceptions. 

Exception handling is often contextdepemka . the same erception might need be handled differendy. 
depending on the environment and where in the plan the excpion OCCUTJ. For example, a wheel 
blockage is a fail- if it is detected when the robot is navigating in an open space. But it could be a 
signal of a successful docking if the robot’s goal is to dock on the charger. To facilitate contexi- 
dependent exception handling. TCA supporn mechanisms for associating exception handlers with 
contexts at planning time and automatically invoking the handlers when exceptions are raised. Various 
utilities are also provided to enable handlers to fix problematic pIans. 

The cantext of an exceptim handler is established by attaching the handler to a task m e  node. This 
assodation is &ne dynamically as the task me is acated. Whcn an excepion is raised, TCA searches up 
the task me. starting from the node where the exception arose. to find a handler specific to that exception. 
The first matched handler is then invoked to handle the exoeption 

Exception handling is achieved by editing the task me, for example. by deleting part of it and inserting 

some new nodes. The exception handlea can use mt task trec opemiom provided by the task 
management layer to access. scrutinize. ard then modify the tasL me. Modifications to task uees may 
include terminating or suspuding the execution of sub-. and idding new nodes to the task me, which 

3Curren~y. only he framework of the exception handling layer has been implemented, and various supporting 
mechanisms are still under construction. 
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.- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
is then expanded zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAusing zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe normal zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATCA mechanisms. To illustrate, Figure 3-2(a) shows a situation where 
a zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAbarmy charge monitor is set up and the robot is actively attending to the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcup-collection goal. When the 
monitor dctects a low battcry charge. the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAlow banery churge handfer attached to the mot node is chosen 
to handle i t  After checking the battery charge and the progress of the cup collection. the handler decides 
to recharge first and finally ends up with the situation in zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfigure 3-2@). where the monitor has zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAbeen 
canceled. the cup-collection goal has been suspended. and the recharge goal has been added and become 
the current goal. 

(bl 

Figure 3-2: Exception handling 

If an exception handler zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfinds it cannot actually handle the situation, it zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcan raise an exception itself. 
When the central control receives an exception from an txceptiw handler, the search for a capable 
handler is rrsumed, srarting from the node whue the previous hand!- was found and searching up the 
task rree. This pmuss is repeated umiI rbe exception is successfully handled. As a catchall, TCA 
attaches a general excepam handler to the mot node of the task me. when invoked, this general handler 
simply deletes the failed task along with all its subtasks. 

This TCA approach to exaption handling is efficiem Fim. the invocation of exception handlers is 
fast, because only a simple search on the task tree is involved. second, TCA allows a problematic pIan to 
be fixed and re-used as much as possibIe. For example, when moving obstacles appear unexpectedly. the 
Hero robot fim waits for obstacles to move away. If they do mt m e  away, it tries to plan a detour by 
modifying the blocked path plan. If no detour is found, a new parh is planned from scratch. Only if no 
path is found is the task terminated. 

4. The Hero Robot System 
The Hero robot system, which use3 TCA. presently consists of five modules plus the central control 

(see Figure 4- 1). In this section. we describe the funcrionalities of the modules and how they intemct with 
each othcr. 

IDrrrf ace csntr*1 con c m 11. r LHHi 
Figure 41: Organization of the robot testbed 
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Controller. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAThis module, which convols the robot via either a radio link or an RS232 cable, executes 
navigation zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcommands (e.g., mm. move) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand manipulation commands (e.g., raise zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAarm, open grippers). rt 
also handles queries that involve using zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAsensors on the robot, for example, reading the battery charge level, 
and mcmring the hcight of an object using the wrist sonar. 

The ConmUer also keeps hack of the robot’s trajectory and handles trajectory queries. Because of the 
control error, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe uncenainry abu t  the robot’s position wiU grow over time. The Controller utilizes a 
covariance matrix mpresentation[16] fo model the control error, and compounds the uncertainty 
whenever the robot moves or tsuns. This unceaainry infomation is primarily used by the Perception 
Query Handler to determine the likelihood of hitting obstades in the coufse of navigation. 

We also implemented reflexive guarded move commands directly on-board the Hero. These give the 
robot a higher degree of reactivity rhan could be zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAgotten from centralized conuoL while the robot is 

moving or turning. the on-board CPU defects wheeI slippage and blockage by monitoring the motor 
encoders. At the same time. the sonar sewn are used to d e w  obstacles in the robot’s trajectory. In 
bob zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcases, the reflex action is to stop the robot immediately, stabilizing it. Then the ContmUer signals a 
failure so that the system can zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArcctify the situation using the exception handling mechanisms. 

World Map Builder. This module contirmally takes and pmxsscs images of the lab (every 20 

seconds or so). and updam a wdd map. which is then zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAforwarded to the perception Query Handler. We 
have found that this asynchromus process bas substantially incrrased the perfonnance of the robot 
compared with cur previous system. For example, since a rrlativdy up-to-date world map is always 
available, the robot does not wd to wait for processing an image in order to find a cup-like object or to 
plan a path. 

To identify tbe mbot in the image. the World Map Builder first gets the robot’s dead-reckoned 
trajectory from the Conmllcr. Bared on the Uajmory and other infomation such as the size of the robot. 

the robot region can often be distinguished from other object regions. Two failuns, however, can be 
encountered. Fim th robot may not be successfully spotted. because the robot region. for example, 
overlaps another visual region T h i s  failure is handled by taking an image. moving the robot a few 
inches, taking another image, and comparing the differences in the images to spot the robot. The second 
failure occuls when the light in the lab is turned off. This exception is handled by asking humans to turn 
on the light or going to sleep (Le., turning off the power to all cireuiuy except the memory) if no help is 
secured 

Perception Querq Handler. The Perception Query Handler pmvides thw kinds of funaionality. 

First. it updates the wrId map upon receiving a new map from the World Map Builder. Second, it 
handles perception demons. When a new world map is wived.  perception demons m invoked to check 
conditions that rhey monitor. Presently the= are two kinds of demons thar can be set up - cup appearance 
monitors and object monitors (for checking if an object mains at a specified position on the floor). 

The third task of this module is to handle perception queries. incIuding 

calculating the vicinity of an object in order to approach is 

checking if a path is clear. based on uncertainty reasoning, 

reducing the Uncutainty about the robot’s location and orientation by using vision. 
As mentioned previously, the Controller explicitly models the uncertainty of the mbot’s status. When the 
robot is executing a path plan, the Perception Query Handler, given the uncertainty information, would be 
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asked zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAto detcrmine (1) if zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBApath is dear, (2) if yes. how far the robot may safely proceed along the path zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
before the unccrtainty cone overlaps objcct regions (see Figure 4-2). If zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe uncertainty has gmwn to the 
extent that collisions with obstacles are possible. the Perception Query Handler uses vision to reduce the 
unceminty. To do this, i t  first takes a picturn of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAh robot and calculates thc robot status (including visual 
uncerrainty) based on properties of the robot’s shape and intemal model of sensor uncertainty. A new 
robot sfafus is then obtained by merging the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAohsewed and expected sum [16]. 

Figure 4-2 
Interpreted Velsion of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe Image zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfrom Figure 2-2 wirh planned Path and Uncertainty 

Cone. The brightened line shows the tinal computed path to a cuplike object, while the 
dimmer line is the original path before optimization The shaded area in the uncertainty 
cone indicates how far the mbot may safdy proceed. 

Planner. At pmsent moSt of the navigation and manipulation planning is done in this module. The 
Planner has a collection of procedms, each of which is intended to acbieve a goal. When executed to 
achieve goals. the proadurn typically send queries. mate subgods. issue commands. set up monitors, 
specify temporal comuaints. and/or Bssociate exception handlers with contexts. 

As an exampie, the procedure for handling the cup collection goal does the following: 
1. Adds upprwch object goal. The first step is to navige to the vicinity of the target object. 

In rhe couse of navigation. the robot models uncclrainty and watches out for obstacles. 

2. Sets up object monitor. This monitor watches for the disappearance of the target object. 
TempDral consuainrs arc added to indicate that the monitor starts from the beginning of the 
cup collection goal and ends at the beginning of the gmsp cup goal (see below). 

3. Adds servo to object goal. Oncc arriving near the object. the mbot utilizes its wrist sonar to 
estimate its distance and orientation dat ive to the object This i n faa t ion  is used to 
compute the locomotion commands to reduce the differences between the =hated and 
desired d i s m a  and orientation, To overcome sensing and mtmI enors. this goal is re- 
generated rrnrrsively until the diffeerences m within acceptable limits. This recufiive 
implementation makes it possible to break the timecMlsrrming semoing loop for handling 
contingencies. 

4. Adds idemifi objecz goal to me- and classify the object. 

5. Adds grmp cup goal. If the object is a cup. it is grasped by a procedure specific LO that cup. 
A point monitor. which utilizes the base sonar, is set up for checking if the grasping 
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succeeds. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
6. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAdds zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAapproach receptacle zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAgoal. Once zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBApicked up, the cup is brought to the receptacle. 

However, temporal constraints are impasxi zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAso that the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBApath planning can begin once the 
robot arrives near zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe cup. 

7. Sets up holding moniror. This interval monitor periodically reads the sensors on the fmgers 
to make sure that the cup does not drop on the way to the receptacle. 

8. Adds deposit commad to dmp off the cup in the re-le. 

9. Associates appropriate exception handlers to various task tree aodes. 

User Interface. Presently the User Interface merely allows the user to enter commands, add goals, and 
set up monitors. Facilities for supporhg a friendly w interface an being planned. 

5. Performance 
Our experience with the testbed shows that TCA is a helpful t w l  for building robot behaviors. 

TCA is easy to use and programs developed under TCA are usually easy to extend and 
modify. This is p a y  because TCA enmurages modularity of programs. For example, 
normal robot behaviom, monitors. and exception handling can be developed separately. 

TCA pswides a fair amaunt of expmsive power to facilitate implementing complex robat 
behaviors. For example, TCA makes it easy 10 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAspecify and comul the interleaving of 
planning and execution, concurrent monitors, and exception handling. 

Due to its delibemive nature, TCA cannot be used to implement low-level reflex behaviors ?ha( 
demand sub-second responses to environmental changes. To minimize the intervat between the time an 
exception is deteaed aad thc time tht exception handler gets extcured, the imptunentors themselves must 
adhere to a principle: each of the robot's primitive actions must be designed to finish 'm a small time 
frame. In other words, a time-consuming action m u  be repczuadly divided into smaller ones, so that 
each does mt take much time. The reason is that when an exception is raised, the chosen exception 
handler might be blocked by other ongoing primitive actions. because of mource conflicts. If so, the 
handler must wait for these actions to finish. Guaranteed reactivity i s  an interesting research ana and we 
plan to investigate it in the mar future. 

Roughly speaking. the robot system described above is quite successful in suniving. collecting cups, 
and maintaining baaeiy charge. It typically talw about 3-5 minutes to collect a cup. depending on the 
difficulty of individual tasks (e.&, smaller cups usually danands m m  time). If a cup is placed away 
from the perimeter of the visual view and not mcluded, the robot can locare and collect it most of the 
time. AIrbough the vision subsystem can be easily fooled by mall non-cup objects (e.g.. small box, 
sneaker), those objects an usually identified as nonaps by the sonar SZISOR when the robot approaches 
the objects (but they can Rsult in considemble wasted time). 

The robot systrm is about twice as fast as the prwious sequemial version. This is mainly because rhe 
world map is updated by an asynchmnous process; this is a big win, because image processing takes 
much time. Another speed-up rrsults from conamem monitors and concurmu planning and execution. 

The robot system is also relatively robust comparzd with the pnvious vemion This is mainly because 
the concumm monitors enable exceptions to be found eariy and the robot has a variety of stmegies for 
handling exceptions. It is also helped by the reflexive guarded commands and their integration into the 
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TCA mechanisms. 

The robot, however, is still susceptible to daggers. These dangers mainly arise zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfrom the robot's 
inability zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAin sensing. For example. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe robot has no sensor to detect imminent arm collisions and prevents 
them in advance. The vision processing is slow, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAso the robot might use out-of-date infomation and make 
wrong decisions. Although zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthese problems zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcan be minimized @ut not overcome) by adding more sensors zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
and using faster hardware. that is not the purpose of this work. 

6. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBARelated Work 
An alternative approach to buiIding reactive and robust robots is that taken by fhe subsumption 

architecture [4]. The main features of thjs approach arc (1) hard-wired, layered robot behaviors, (2)  no 
explicit internal model of the world, (3) no explicit representation of goals and plans, (4) no central 
control, and (5) continual monitoring. Many of these characteristics are shared by some other approaches. 
such as [I] and [ll].  In contrast to these archirectum, TCA has a centraiized control and makes the 
notion of goals explicit. allowing the robot to leason about them. These differences make TCA more 
flexible in coordinating complex robot behaviors. The use of explicit plan representations enables TCA 
to pre-plan for the future, not just figure out "what to do next". TCA advocates selective monitoring, 
because sensors are often resources and the use of them should be carefully scheduled. These 
differences result in two architectures with very different capabiities[6]. W e  the subsumption 
architecnm is good at handling low-level sensor and effeftor actions (e.g.. car chasing). it is not yet clear 
how complex behavion (e.g.. planning, exception handling) can be zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBACMlrdinatBd in the architecture. On 
the other hand, whife with TCA fairly complex behavioa have been realized on the Hero robot. it is not 
well-suited to handling low-level reflex activities. Rather than competing architectures, however, it is 
reasonable m combine the strengths of both approaches, for example, by using the subsumption 
archi tem for reflexive zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcontml, which rallrs to TCA for higher-level ~ n t m l .  In fact, our experience 
with the guarded move commands (see Section 4) suggests that this might be a promising way to 
implement mbusf intelligent robots. 

The Procedural Reasoning System (PRS) p] consists of four main components: a database of beliefs 
about the world, a goal stack. a libmy of procedural plans, and an interpreter. PRS is similar to TCA in 
severaL aspects. For example, both are concerned with combining planful, reasoned behaviom with 
reactivity. The goal stack and procedural plan representation used in PRS is similar to our task tree 
structure plus temporal conshaints. The main difference W e e n  the two systems is that PRS is more 
concerned with rrasoning and planning, while TCA mainly focuses on the execuzion, monitoring, and 
exception handling. 

The Reactive Action Package (RAP) system [SI, which is very similar to PRS. is another work which 
addresses reactivity and adaptive execution of plans. Like TCA, the RAP system provides various 
mechanisms for supporting resource reservation, temporal cnnstraints. monitoring. and exception 
handling. The RAP system. which is a sequential sysrem. is bascd on the idea of situation-driven 
execution. much like the subsumption architecture. This viewpoint is diffuent from that of TCA. While 
supponjng rtaCtivity, TCA still allows the robot to plan for the future. For example, the Hero robot can 
measure the potential cup. monitor its battery charge. and prr-plan the path to the receptacle concurrently. 
Both systems also differ in the ways exceptions are handled. when exceptions are raised, the RAP 
system examines tbe Context at run-time to fmd the appropriate methcd for re-achieving the failed task, 
while in TCA only a simple search on tbe task tree is needed. 
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F zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

The exception handling mechanisms of TCA zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare similar zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAto those in some programming languages such 
as zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAda zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[9] zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- when m exceplion occurs, program execution is transfemd to the exception handler with a 
matched name that is closest to the exception point in the context (i.e.. the runtime d - s t a c k  in Ada or the 
task trees in TCA). However, they differ in three aspects. First. TCA allows the exception handlers to 
manipdate the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtask trees explicitly, while explicit manipulaaon of the call-stack in Ada is prohibited. 
Second. popping and pushing the eall-stack is always simpler than killing and adding new subtree.% 
because of the temporal constraints placed on the task trees. Maintaining rhe desired temporal constraints 
between tree nodes while modirying the task trees is a difficult problem, which we have not solved 
completely. Third. task tree ncdes are not killed while. TCA is searching for capable handlers. so the 
exception handlers can examine the failed mde and its ancestors to help in debugging [14]. 

7. Conclusion 
We have designed zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand implemented TCA, a general-purpose task control architecnue. for the control of 

mobile robots. TCA is desigcd to be used for robots with multiple tasks. and limited computational and 
physical resounxs. that operate in an uncertain and changing, but relatively benign, environment The 
design of TCA is baxd partly on zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAexperiurC gained from our first version of the Huo testbed. That 
version. developtd in an ad hoc manner, had several shortcomings, s u d  as brittleness. unawareness of 
envimmnental changes. etc. By using zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATCA. we have rr-implrmcmtd the system in a more disciplined 
way. The cumem robot can navigate in a changing (indwr) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAenvironmu~. avoid obstades. collect cups on 
tbe floor. and at the same time watch for failurn and contingencies, mover from failures, and go 
recilalge when necessary. 

The features of TCA that rcsult in the Hero robot’s success and that. we believe, will facilitate the 
building of intelligent, robust mbots are (1) distributed prowsing. (2) resources. (3) task trees and 
temporal rrmstraina (4) co- monitors, a d  (5) contcxtdqendent exception handling. The 
distributed environment enables robot activities such as plauning, senmy dam processing, monitoring, 
and plan execution. to be performed concumntly. l%e lwourcc mecluumm ’ s enable. robots to schedule 
the usc of lheir limitcd rcswrces By using the temporal mechanisms. the user can implement intelligent 
robots that are able to act on an incomplete plan when not enough information is available to make a 
decision, and to take advantage of parallelism by planning ahead when needed information is obtainable. 
Concurrent monitors, which allow robots to acquire information h m  the environment while executing 
tasks, gives robots the opportunity of mcting to envir~amatal changes and changing tbeir focus for 
Contingencies or oppormnities ‘zhe exapion handling mechanisms enabk mboa to dynamically choose 
contextdependent stnwgies for handling contingencies. plarming b e  failures, and execution time errors. 
Tbe mechanisms also allow mbots to re-use a failed plan by making chaugcs in it, or even to change their 
focus completely. 

Another important fearure of TCA is that it facilitates modular and incrrmentai design of complex robot 
systems. In TCA. planning, execution. monitoring. and exception handling are all logically and 
functionally separate activities. This enables one to build systans incrementally - fiat building 
W v i o r s  that plan and exeme. then adding fcanrrrs (usually by adding new code with few changes to 
the existing pmgrams) to take advantage of commmcy in plarming and execution, to monitor for 
exceptional situations, and to handle rhm sirnations intelligently. 

Despite these encouraging results. much more work mains to be done. In particular, we plan to 
extend TCA to suppon various knowledge-intensive decisionmaking upabdities [8 ] .  such as. scheduling 
various mks based on their urgency and relative cost, choosing optimal plans based on the analysis of 
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various plans’ strengrh, limitation, resource usages, time constraints, etc. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Although building complex, robust robot zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAsystems is still very much an art, we believe that with the use 

of high-Ievcl architectures, such as zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATCA, we can make the process easier. Through experience with 
different robot systems (the CMU planetary Rover also uses TCA). and analysis of the requirements for 
different environments zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand robx configurations, we are converging on a set of mechanisms to support the 
building of such rob t  systems. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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Ambler zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
A major accomplishment of 1989 was to reconfigure, design, and build the six-legged waking 
machine. Using all six legs, we demonstrated body motion (lift, advance) and leg recovely 
(circulation between stacks). These first steps of the Ambler zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare a significant project milestone. 

Configuration zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- We reconfigured the earlier Ambler designs to have two stacks, with six 

circulating legs (Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1). Each leg is a rotary-prismatic-prismatic orthogonal leg. The 
configuration enables level body motion, a circulating gait, conservatively stable gaits, 
high mobility, and many sampling deployment options. 

Design - We detailed the relative leg link scale, duplicated components when possible, and 
augmentd our efforts with results from a prototype leg testing program. Also in the 
design process we identified worst cases for structural loads, drivetrain loads, power, and 
link speeds. We made zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa number of key design decisions: to use aluminum as our primary 
material; to equip all axes with spur zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAgear drives; zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAto outlit the prismatic links with linear 
bearings; to incorporate separate slipring units in each leg; to have shoulders ride not 
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on each other but on a central shaft; and to construct the superstructure from aluminum 
instead of composites. 

Fabrication zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAs we completed designs, we began fabrication but continued to alter them 
slightly to simplify assembly. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAn intensive effort to put all the pieces together culminated 
in a complete vehicle in December. 

Electronics and Sensing - We designed and implemented a variety of electronic devices to 
link computing, actuation, and the physical mechanism. We established signal paths to 
provide machine status-including drive train, positions, and forces-to computing. To 
reduce the number of cables zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBArequired, we designed and built a high-speed multiplexor that 
provides real-time data transmission of analog and digital signals. We built a tether to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
cany all signals to and from the machine. The zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtether is 46m of protective fabric sheathing 
that contains 130 shielded twisted pairs, 30 coaxial cables, and power cables. To ensure 
safe operation of the machine, we implemented a zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthree state finite state machine safety 
circuit that allows manual control, computer control, and provides graceful termination 
upon certain conditions. 

Real-Time Controller - We have developed a real-time controller based on VME hardware 
and the VxWorks operating system. Multiple processors synchronize inpuvoutput and 
motion control. Creonics motion control cards receive encoder feedback and amplifier 
status signals, and transmit motor command and amplifier control signals. Digital boards 
route signals for brake control, the safety circuit interface, and force sensor control. Up 
to 64 A/D converter channels read signals from the force sensors, absolute encoders, and 
inclinometers. 

Mechanism Modeling - We formulated two models for the Ambler mechanism: a com- 
prehensive model and a planar model. The comprehensive model incorporates non- 
conservative foot-soil interactions in a full non-linear dynamic formulation. We employed 
it for performance evaluations such as assessment of power consumption, potential for 
tipover, and foot slippage, and continue to use it to develop body leveling control algo- 
rithms. We used the second, planar model to evaluate mechanism designs and to investigate 
joint driving configurations for propulsion. 
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Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2: Single leg testbed zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Integrated Walking 

We implemented and tested an integrated system capable of walking with a single leg over 
rugged terrain. A prototype of the Ambler leg is suspended below a carriage that slides along 
rails (Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2). To walk, the system uses a laser scanner to find a foothold, computes zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAan efficient 
trajectory zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAto the foothold, contacts the terrain with the foot, and applies force enough to advance 
the carriage along the rails. Walking both forward and backward, the system has traversed 
hundreds of meters of rugged terrain including obstacles too tall to step over, trenches too deep 
to step in. closely spaced rocks. and sand hills. The implemented system consists of a numbcl 
of task-specific processes zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(two for planning, two for perception, one for real-time control, briefly 
described below) and a ceneal control process that directs the flow of communication between 
processes. With this system we experimented with extensions to support concurrency and error 
recovery. 
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Task Control Architecture zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAWe implemented the Task Control Architecture (TCA) and used 
it to integrate the various components of the walking system. TCA provides a number 
of important facilities for building and operating complex robot systems. In particular, it 
provides mechanisms to support message passing between distributed processes, hierarchi- 
cal planning, plan execution, monitoring the environment, and exception handling. Using 
TCA the system consists of a number of task-specific processes and a central control 
process that directs the flow of communication between modules. 

Real-Time Controller - We implemented zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa real-time control system for the single leg. This 
system, which mns under the VxWorks operating system, communicates via the TCA, 
moves the leg and carriage and reports their positions, and handles asynchronous interrupts 
generated by the Creonics motion control zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAboards. 

Perception using Elevation Maps - We implemented a perception system to build elevation 
maps from sequences of range images. In addition to the elevation, the system computes 
the elevation uncertainty, local slope, visibility, and foothold goodness (measure of ter- 
rain flames in a foot-size neighborhood). The system executes approximately 20 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx IO6 
instructions to build a 400 point map. In parallel, we developed techniques for matching 
long sequences of range images and for merging them stochastically into a composite map 
(Figure 3). and conducted experiments in updating satellite maps from local data. 

Figure 3: Composite elevation map 

This map was built by matching 125 Erim range images acquired by the Autonomous Land Vehicle as it 
traversed a 4Om path (right to left), including a 30 degree left turn, at an outdoor site in Colorado. The 
matching between consecutive range images was performed by first matching features to obtain an initiaI 
estimate of the displacement, and then using that estimate zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAto seed an iterative minimization procedure. 
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Planning zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAWe developed and implemented two planning modules: the Gait Planner and the 
Leg Recovery Planner. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAThe Gait Planner determines leg sequencing, body trajectory, and 
foothold location. The Leg Recovery Planner generates trajectories that avoid obstacles and 
minimize an objective function of time and energy. It plans three-dimensional trajectories 
while searching a two-dimensional space, which reduces computation time substantially. 

Single Leg Walking Experiments - We conducted a series of experiments and demonsua- 
tions using the Single Leg Testbed. For the first stage of testing, we levelled the terrain and 
did not alter it between runs. We began with a minimal zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAset of processes, and incrementally 
added processes. For the second stage of testing, we executed the same processes, and 
walked over different terrains. We began with level ground, and graduated to succes- 
sively more difficult terrain. Figure 4 shows an obstacle course that the integrated system 
traversed more than 30 times, and the elevation map built by the perception system. 

Figure 4: Obstacle course 

The obstacle come consists of a small obstacle (upside down basket, lower right), a box (right) too tall 
for the leg to step over, a “steeplechase” arrangement of pylons (center) lying on the ground, two larger 

obstacles (left and upper center) separatd by about lm, and a dozen or zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAso smaller obstacles. 

The perception system built this elevation map from approximately five range images acquired at different 
positions. The labels indicate metric units in the global reference frame, where 0 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 X 5 3 and 4 5 Y 5 12. 

The map resolution is IOcm. 
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Other Activities 

Mobile zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAManipulator Testbed zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- At the Mobile Manipulator Testbed we developed and te.sted 
advanced TCA features such as monitors, task tree management, temporal constraints, 
exception handling, and resource allocation. Using these features, a Hero robot successfuIly 
demonstrated several tasks: cup collection, remeval of printer output, delivering objects 
to workstations, recharging its battery, using on-board reflexive procedures to detect and 
react to imminent collisions. We also achieved substantial progress toward a number of 

other capabilities, including navigation based on sonar, learning to approach and recognize 
objects, and learning stimulusresponse action rules. 

Simulator - We developed a simulation system on a Titan supercomputer (Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5). Capa- 
bilities include three-dimensional solid and kinematic models zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof the six-legged Ambler, 
generation and display of synthetic terrain (rocks, hills, craters, etc), zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand acquisition of 
synthetic range images of terrain. 

Figure 5: Simulated Ambler on synthetic terrain 
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