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Calculations based on (occupation constrained) density functional theory using local as well as hybrid

functionals to describe the electron-electron exchange and correlation are combined with many-body perturbation

theory in order to determine and rationalize the electronic and optical excitation properties of 2-aminopyrimidine-

silver(I) based organic semiconductors and their parent molecules. Large quasiparticle shifts and exciton binding

energies of about 4 eV are found in the aminopyrimidine molecules. Both the quasiparticle blueshift and

the excitonic redshift are reduced upon crystal formation. They cancel each other partially and thus allow

for a meaningful description of the molecular and crystal optical response within the independent-particle

approximation. We find a surprisingly strong influence of local-field effects as well as resonant-nonresonant

coupling terms in the electron-hole Hamiltonian on the optical properties. The calculations reproduce well

measured data and allow for identifying chemical trends with respect to the organic building blocks of the

crystals.
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I. INTRODUCTION

Organic semiconductors are important materials for various

applications due to their low cost fabrication processes and the

possibility to fine-tune desired functions by chemical modifi-

cation of their building blocks. While the past years have seen

a tremendous progress in the understanding of the excitation

properties of inorganic semiconductors, fueled in part by the

availability of advanced computational schemes for electronic

structure and optical response calculations such as the GW

approximation (GWA) for obtaining accurate electronic quasi-

particle energies and the Bethe-Salpeter approach (BSE) to

calculate electron-hole interaction effects,1–6 far less is known

about the electronic and optical properties of organic crystals.

The electronic and optical properties of molecular crystals are

fundamentally different from those of inorganic metals and

semiconductors, due to weak intermolecular interactions of,

e.g., van der Waals or hydrogen-bond type. The complicated

interplay of intra- and intermolecular excitations renders

the modeling and interpretation even of exceedingly simple

molecular crystals such as solid water a methodological and

computational challenge.7–9 The modeling and understanding

of electronic and optical excitation in crystals consisting of

larger and more complex molecular constituents promises

to be even more interesting.10–15 Apart from the chemical

properties of the single molecular constituents, the electronic

and optical characteristics are largely emerging from the solid

state assembly of the organic building blocks.
Recently, a novel class of organic electronic material has

been synthesized by the self-assembly and silver(I) complex
formation of 2-aminopyrimidines.16 The compounds were
structurally as well as optically characterized17 and it was
found that the solid state absorption differs remarkably from
the parent compound 2-aminopyrimidine. The optical proper-
ties could be tuned by changing the silver counterion or by the

reversible solvent extrusion and interchange. Furthermore, the
electrical conductivity of the material was proven for a thin
crystalline film.

Here we present first-principles calculations on the
electronic and optical properties of 2-aminopyrimidine-
silver(I) based organic semiconductors and their constituents
in order to clarify the impact of many-body effects,
intermolecular interactions, and chemical trends for this
novel class of materials. The calculated optical response is
compared with absorption measurements. In detail, we study 5-
(pentafluorophenyl)pyrimidin-2-amine (FAP), 5-(4-methoxy-
2,3,5,6-tetrafluorophenyl)pyrimidin-2-amine (OFAP),
and 5-(4-(dimethylamino)-2,3,5,6-tetrafluorophenyl)pyri-
midin-2-amine (NFAP) as well as their solid state assembly
with the silver salts AgX with X = CO2CF3, NO3, and
SO3CF3. The three aminopyrimidine molecules (APM) are
shown in Fig. 1. They consist of 22 (FAP), 26 (OFAP), and 30
(NFAP) atoms forming a 2-aminopyrimidine ring (atoms 1 to
8 in Fig. 1) and a (per)fluorinated phenylring ring (12 to 17)
where the attached unit is either a fluorine atom F1 (FAP), a
methoxy group (OFAP), or an amino group (NFAP).

Depending on the involved silver salt, the crystalline solids
are made of one-dimensional polymer strands (exemplarily
shown in Fig. 2) with different lattice parameters and space
groups (Table I). The assembly of APM with the salts
AgCO2CF3 and AgNO3 results in a unit cell containing
a multiple of the molecular unit and the AgX pair. The
crystallization with AgSO3CF3 results in unit cells where in
addition to APM and AgX also solvent molecules (SOM)
are contained. In case of FAP and AgSO3CF3, the solvent
molecules are either ethanol (EtOH) or isopropanol (iPrOH).
The number of AgX + APM or AgX + APM + SOM building
blocks in one unit cell ranges from 2 to 8 which results
altogether in 60–352 atoms. In order to clarify the influence
of the silver salt on the excitation properties of crystalline
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FIG. 1. (Color online) Schematic model of 5-(pentafluoro-

phenyl)pyrimidin-2-amine (FAP), 5-(4-methoxy-2,3,5,6-tetrafluoro-

phenyl)pyrimidin-2-amine (OFAP), and 5-[4-(dimethylamino)-

2,3,5,6-tetrafluorophenyl]pyrimidin-2-amine (NFAP) (from left to

right). Dark (red), light (yellow), gray, light gray, and small balls

indicate O, C, N, F, and H atoms, respectively.

solids, we also investigate a crystal (NFAPs , consisting of
480 atoms) which is bonded due to fluoroarene-stacking and
hydrogen-bonding rather than via Ag complex formation;
see Table I. Detailed structural information on the systems
investigated can be found in Ref. 18.

II. METHODOLOGY

A. General

Ground-state and GWA calculations are performed us-
ing the Vienna Ab-initio Simulation Package (VASP)
implementation19 of the gradient-corrected20 density func-
tional theory (DFT-GGA). The electron-ion interaction is
described by the projector augmented-wave method.21,22 We
expand the valence wave functions into plane waves up to an
energy cutoff of 400 eV. DFT calculations for single molecules
were performed using a 14 × 15 × 20 Å3 super cell and Ŵ

point sampling for the Brillouin zone (BZ) integration. Within
the unit cell, the molecules are positioned such that the lateral
interactions have been minimized. Test calculations show that
the eigenenergies are converged within a few hundredths an eV.
For electronic self-energy calculation applying perturbation
theory (G0W0) and Bethe-Salpeter type calculations (see
below) for single molecules (see, e.g., Ref. 5) as well as for

calculations of charged molecules the cell size was varied
as described in Sec. III. In case of crystalline structures BZ
integrations are performed using Ŵ centered meshes with the
number of k points given in Table I. Thereby the calculations
are based on the crystal lattice parameters determined exper-
imentally. The internal degrees of freedom, however, were
fully relaxed. A maximum shift of 0.37 Å compared to the
initial coordinates taken from the x-ray structure determination
was observed. Our DFT-GGA calculations result in bulk Ag
band structures and optical spectra that agree with earlier
calculations on the same level of theory; see, e.g., Refs. 23
and 24.

B. Electronic excitations

DFT calculations are known to often considerably under-
estimate electronic excitation energies.4 Reliable quasiparticle
gaps, exciton pair energies, and Stokes shifts for molecules and
clusters, however, can be obtained from occupation constraint
DFT (or �SCF) methods; cf. Refs. 8 and 25–28. Thereby the
quasiparticle (QP) gap is obtained directly as the difference
between the ionization energy and electron affinity,

EQP
g = E(N + 1, �R) + E(N − 1, �R) − 2E(N, �R), (1)

where E(N, �R), E(N + 1, �R), and E(N − 1, �R) represent the
energy of a N , N + 1, and N − 1 electron system, respectively,

with the equilibrium geometry �R of the N electron system.
The energy of the lowest excitonic excitation corresponding to
the situation that one electron occupies the lowest unoccupied
molecular orbital (LUMO) leaving a hole behind in the highest
occupied molecular orbital (HOMO) is given by

Eex = E(e − h, �R) − E(N, �R), (2)

where E(e − h, �R) is the total energy of the system in the

presence of the electron-hole pair with fixed geometry �R.
Alternatively, as can be derived from Janak’s theorem (see
Ref. 25), the energy of the lowest optical excitation can
be obtained from the difference of the eigenenergies of the
half-occupied HOMO εH,0.5 and LUMO εL,0.5, respectively,

Eex ≃ EJ
ex = εL,0.5 − εH,0.5. (3)

FIG. 2. (Color online) One-dimensional polymer strands in FAP + AgCO2CF3 (FAP1, left) and OFAP + AgSO3CF3 + EtOH (OFAP3a,

right). Large (white) and large-light (large-yellow) balls indicate Ag and S atoms. Further colors are chosen in accordance with Fig. 1.
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TABLE I. Crystalline solids derived from FAP, OFAP, and NFAP by silver complexation that have been studied in the present work. Given

are information about solvent molecules (if applicable), crystal symmetry, the number of aminopyrimidine molecules Nm and atoms Na per

unit cell, and the k-point mesh used in the calculations for electronic and optical (geometrical) properties.

MOL AgX + SOM Abbreviation Space group Nm Na k-point set

FAP AgCO2CF3 FAP1 P−1 2 60 3 × 3 × 2

AgNO3 FAP2 P 21/c 4 108 2 × 2 × 2

AgSO3CF3 + EtOH FAP3a C2/c 8 320 1 × 2 × 2

AgSO3CF3 + iPrOH FAP3b P 21/c 4 172 2 × 2 × 2

OFAP AgCO2CF3 OFAP1 Pbca 8 272 2 × 2 × 1

AgNO3 OFAP2 P 21/c 4 124 2 × 2 × 3 (1 × 2 × 2)

AgSO3CF3 + EtOH OFAP3a C2/c 8 352 1 × 2 × 2

NFAP – NFAPs Fddd 16 480 1 × 1 × 1

AgCO2CF3 NFAP1 C2/c 8 304 2 × 4 × 2 (1 × 2 × 1)

AgSO3CF3 + EtOH NFAP3a P 21/c 4 192 2 × 2 × 1

Relaxing the atomic coordinates to the geometry �R∗ for fixed
occupation numbers yields the lowest emission energy,

Eem = E(e − h, �R∗) − E(N, �R∗), (4)

which can be used to calculate the Stokes shift,

�S = Eex − Eem. (5)

From calculations of the ground-state energy for different cell
sizes one can conclude an error for the �SCF values of 0.1 eV.
For the molecules, the obtained QP gaps EQP

g are compared

to the gap EG0W0
g that has been obtained from the G0W0

approximation of the electronic self-energy and is obtained by
postprocessing the PW91 wave functions and eigenvalues. The
implementation details are given in Ref. 29. Computational
details are discussed in Sec. IV.

The excitation energies of extended structures such as
crystalline solids cannot be obtained from �SCF calculations.
In the present case, where the unit cells contain typically
more than one hundred atoms, G0W0 calculations are also
not feasible due to the high computational costs. Therefore,
quasiparticle effects for the solid state are addressed in the
present work by either using the hybrid functional HSE0630–32

to calculate the electron exchange and correlation energy or
by using a scissors operator, i.e., increasing the energies of the
conduction bands by a constant amount.

C. Optical spectra

For semiconducting systems where the Bloch states have
either the occupancy 0 for conduction bands, n = c, or 1
for valence bands, n = v, one obtains the dielectric tensor
in independent-particle approximation33–36 (IPA),

ǫij (ω) = δij +
4πe2

	
lim
q→0

1

q2

∑

kcv

2
1

εc(k) − εv(k) − (h̄ω + iη)

×〈uck+qi
|uvk〉〈uck+qj

|uvk〉
∗,

(6)

where the sum
∑

k is to be taken over the first BZ, qi is
the reciprocal vector in the Cartesian direction i, unk are the
periodic parts of the Bloch wave functions, εn(k) the respective
eigenenergies, 	 is the crystal volume, and η is the broadening.

In order to allow for comparison with the experimental data
we average over the three Cartesian directions to

ǫ(h̄ω) =
1

3

∑

i=x,y,z

ǫii(h̄ω). (7)

The dielectric function within the IPA or by solving the BSE
is based on the electronic structure as obtained from either
the PW91/HSE06 calculations (partially with scissors shifted
eigenvalues) or from the GWA.

Solving the Bethe-Salpeter equation includes the electron-
hole attraction and local-field effects in the dielectric function.
For practical calculations, the BSE is transformed into a two-
particle Schrödinger equation.

Neglecting dynamical screening and umklapp processes,
the resonant part of the exciton Hamiltonian [Tamm-Dancoff
approximation (TDA); cf. Ref. 37] for direct transitions
and spin-singlets can be calculated in reciprocal space
according to

Ĥ res
vck,v′c′k′ =

[

εQP
c (k) − εQP

v (k)
]

δvv′δcc′δkk′

+
4π

	

∑

G,G′

{

2
δGG′ (1 − δG0)

|G|2
Bkk

cv (G)Bk′k′∗
c′v′ (G)

−
ǫ−1(k − k′ + G,k − k′ + G′,0)

|k − k′ + G|2

×Bkk′

cc′ (G)Bkk′∗
vv′ (G′)

}

, (8)

where the Bloch integral

Bkk′

nn′ (G) =
1

	

∫

dr u∗
nk(r)eiGrun′k′ (r) (9)

over the periodic parts u of the Bloch wave functions has
been introduced. In the actual calculations we replace the
inverse dielectric matrix ǫ−1 by a diagonal model dielectric
function suggested by Bechstedt et al.38 It depends on the static
dielectric constant ǫ∞ and reduces the computational effort
substantially. In the case of inorganic semiconductors,39–41

molecular crystals,7,8 and even surfaces,42 the application of
this model dielectric function leads to rather accurate results.
This is related to the fact that the model dielectric function
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depends on the local charge density and therefore carries some
information about the local screening. For FAP1 we applied the
value ǫ∞ = 2.51 taken from IPA calculations. In the case of
molecule calculations, the correct choice of ǫ∞ is difficult. The
authors of Ref. 15 defined an effective volume 	eff where the
screening takes place in order to address this problem in their
optical response calculation of poly-para-phenylenevinylene.
In our work we use for molecular calculations ǫ∞ = 1, which
marks the lower limit for the screening interaction. If one
assumes 	eff = 183 Å3, the IPA calculations for FAP result
in ǫ∞ = 1.05, which leads to a blueshift of the excitonic
eigenvalues by about 0.3 eV. Calculations for further values of
ǫ∞ indicate a nearly linear dependence of the exciton binding
energies on the screening, as may be expected.

The dimension of the exciton Hamiltonian [Eq. (8)] is
determined by the size of the energy window for conduction
and valence states. Here we include the states the Kohn-Sham
eigenvalues of which satisfy εc(k) − εv(k) < 14 eV (16 eV)
in the case of FAP1 and PW91 (HSE06). The molecular
spectra are calculated including either all states satisfying
εc(k) − εv(k) < 6 eV (DFT) or the lowest 96 states (GWA).
For the actual calculation of the spectra we use the time-
evolution algorithm proposed by one of the present authors.42

Recent results11,12,43 question the validity of the Tamm-
Dancoff approximation for molecular systems. Therefore, in
addition to BSE-TDA, also calculations with the full exciton
Hamiltonian were performed (BSE).

For the comparison with measured optical spectra we use
real and imaginary parts of the dielectric function, ǫ′(h̄ω) and
ǫ′′(h̄ω), respectively to obtain the attenuation coefficient α

using the approximation

α(h̄ω) ∝ h̄ω

√

[
√

ǫ′(h̄ω)2 + ǫ′′(h̄ω)2 − ǫ′(h̄ω)]. (10)

The calculated data are compared with optical absorption
measurements on powder samples.

III. FAP, OFAP, AND NFAP MOLECULES

A. Geometry

The structural relaxation of FAP, OFAP and NFAP in gas
phase shows that the geometry of the aminopyrimidine and
pentafluorophenyl rings does barely change upon attachment
of either a fluorine atom (FAP), a methoxy group (OFAP), or
an amino group (NFAP). The comparison of our calculated
data with x-ray data of two polymorphic crystals of the
hydrogen analog 5-phenyl-pyrimidin-2-ylamine (HAP) and a
HAP-hexafluorobenzene cocrystal16 as well as the recently
crystallized NFAP ligand itself shows only small differences
in bond length and angles. Only for the hydrogen bonds we
observe deviations of up to 0.10–0.16 Å between measured and
calculated data. The geometries calculated here also closely
agree with Møller Plesset perturbation theory (MP2) results
for AMP44: The bond lengths deviate by less than 0.02 Å and
the largest deviation of bond angles amounts to 3◦.

B. Electronic excitations

Starting from the relaxed structures we calculated the
quantities defined in Eqs. (1)–(5). The results for FAP, OFAP,

TABLE II. Electronic key quantities for FAP, OFAP, and NFAP

(in eV).

FAP OFAP NFAP

EPW91
g 3.46 3.35 3.00

EHSE06
g 4.53 4.55 4.21

EG0W0
g �7.7 �7.4 �7.1

EQP
g 7.36 7.06 6.47

Eex 3.51 3.46 3.21

EJ
ex 3.50 3.46 3.22

Eem 2.08 1.97 1.98

�S 1.43 1.49 1.23

and NFAP are compiled in Table II. We find that the difference
of the HOMO and LUMO eigenenergies, EPW91

g = εL − εH ,
is largest for FAP and decreases by going from OFAP
to NFAP (see also Fig. 4 for the electronic levels), i.e.,
with increasing electron-donating properties. In HSE06 the
ordering between FAP and OFAP is reverse compared to the
GGA calculation. However, the gaps are very close. The trend
observed with GGA holds also for the G0W0 gaps EG0W0

g

and the �SCF gaps EQP
g . The calculation of a QP �SCF gap

requires the determination of the total energies E(N + 1, �R)

and E(N − 1, �R) of charged molecules. Due to the interactions
with the periodic images the dependence of the latter and thus
the gap EQP

g on the cell size is not negligible. In order to correct
the calculated excitation energies, the gaps were determined
for a cubic cell with varying size L = 18, . . . ,30 Å. As shown
in Fig. 3, the gap values depend linearly on 1/L. Extrapolation
to L → ∞ leads to the gaps cited in Table II.

A dependence on the unit cell size is also noted for the
calculated G0W0 gaps; see Fig. 3. To some extent, this is to
be expected due to the periodic repetition of the molecules;
see, e.g., Ref. 45. The restriction of the calculations with
respect to further parameters due to numerical limitations,
however, is even more important in the present case. The self-
energy calculations for cubic cells with the size L = 18–20 Å
(22–24 Å) were performed with a maximum cutoff for the
response function of 60 eV (40 eV), 90 frequency points,

ε
ε

Δ

FIG. 3. (Color online) Dependence of the calculated quasiparticle

gaps EQP
g and G0W0 gaps EG0W0

g on the cell size L. The filled/striped

symbols for G0W0 values denote calculations with a cutoff for

the response function of 60/40 eV (see text). The inset shows the

respective values for the energy difference between the LUMO + 1

and HOMO.
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FIG. 4. (Color online) Energies of molecular orbitals as obtained

from DFT (PW91) and G0W0 calculations for cubic cells with L =

22 Å (left) and L = 24 Å (right). The influence of the self-energy

corrections and cell size on the energy order of the states is indicated

by different colors. Thick bars refer to the orbitals that correspond

to HOMO, LUMO, and LUMO + 1 in the PW91 calculations. The

fundamental gap is indicated. Note the different energy region for the

empty states.

and a cutoff of 15–16 eV for the sum over empty states
(including up to 1056 bands). Our results, as well as the
comparison with numerics in similar work,46 show that the
self-energy calculations are not fully converged with respect
to these parameters. The problem originates from the fact
that the necessary usage of large unit cells for the gas-phase
molecule calculations results in a large number of reciprocal
lattice vectors that exceed the computer memory presently
available to us. The dependence of the G0W0 on the numerics
is obvious from the inset in Fig. 3, where the energy difference
between the FAP HOMO and LUMO + 1 states is shown,
but also from Fig. 4, where the energetic ordering of the
electronic states is visualized. Obviously, the order changes
upon inclusion of electronic self-energies calculated with the
G0W0 approximation, but is itself not yet converged, at least for
the unoccupied states. Nevertheless, as will be shown below,
the reordering due to state-dependent self-energy corrections
calculated in G0W0 improves the agreement between the
measured and calculated optical absorption. The present data
suggest that the band gaps calculated within the GWA decrease
with increasing cell size for the molecules studied here. The
numbers given in Table II should thus be considered as
approximate upper limits. We find that the values are by about
0.5 eV larger than the respective energy gaps determined from
the �SCF calculations. The fundamental gaps calculated with
the HSE06 scheme, on the other hand, are between the PW91
and the quasiparticle gaps.

Interestingly, the quasiparticle shifts are nearly canceled
by electron-hole attraction effects: the lowest electron-hole
excitation energies Eex are remarkably close to the differ-
ence of the HOMO and LUMO single-particle eigenenergies
obtained from DFT. This near cancellation of many-body
effects due to the electron-electron and the electron-hole

interaction suggests that optical excitation spectra calculated
in the independent-particle approximation may be a reasonable
description at least for the low-energy excitations.

The calculation of the electron-hole excitation energies is
computationally robust: the approaches according to Eq. (2)
and Eq. (3) result in energies that agree within 0.01 eV. The
lowest-energy excitations calculated for structural relaxation
differ appreciable from the respective vertical excitation
energies. We calculate Stokes shifts between 1.2 and 1.5 eV for
the three molecules. Thereby, the energetic ordering changes
between absorption and emission. While NFAP is predicted
to have the lowest vertical excitation energy, its deexcitation
occurs at slightly larger energies than OFAP.

Our calculated values are in reasonable agreement with
the experimental data available. For FAP dissolved in ethanol
Stoll et al.17 measured a Stokes shift of 1.28 eV. Given that
the optical response of the molecules will be influenced by
the solvent, these data confirm the validity of the present
calculations.

C. Optical excitations

From the eigenfunctions and eigenvectors obtained in
DFT one can directly calculate the dielectric function in
independent-particle approximation. Figure 5 shows the re-
sulting spectra for FAP, OFAP, and NFAP. Obviously, in
all three cases the onset of the optical absorption is larger
than EDFT

g = εL − εH due to the small transition probability
between HOMO and LUMO. There are more similarities
in the spectra. In particular, FAP and OFAP agree largely
concerning the positions and line shapes of the main peaks
I–IV (see Fig. 5). Since the dielectric function in independent-
particle approximation is composed of independent transitions
between occupied and empty electronic states, it is straight-
forward to interpret. In case of the FAP dielectric function, for
example, it turns out that the HOMO–LUMO + 1 transition
is responsible for 86% of the intensity of the first absorption
peak.

ε
(ω

)
ε
(ω

)
ε
(ω

)

FIG. 5. Imaginary part of the dielectric function calculated in

independent-particle approximation for FAP, OFAP, and NFAP. A

broadening of η = 0.10 eV has been used.
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FIG. 6. (Color online) Orbital character of the states HOMO (a)–

(c) and LUMO (d)–(f) for FAP, OFAP, and NFAP.

For further systematic analysis of the spectra, we charac-
terize the electronic wave functions of state λ according to
their localization. To this end we calculate the projection of
the corresponding state onto spherical harmonics Y n

lm centered
at specific atoms n,

αnλ =
∑

lm

∣

∣

〈

φλ

∣

∣Y n
lm

〉∣

∣

2
, (11)

and sum over all atoms n belonging to either the aminopyrim-
idine and pentafluorophenyl rings (M) or the attached fluorine
atom, methoxy, or amino group (R),

αM/Rλ =
∑

n∈M/R

αnλ. (12)

Evaluating the quantities αMλ and αRλ allows for a quantitative
understanding of the origin of the major peaks in the optical
spectra of FAP, OFAP, and NFAP. In particular, we find that
transitions between HOMO and LUMO + 1 are essentially
causing the first absorption peak for all three molecules.
The data show furthermore that the optical absorption occurs
largely due to states localized at the aminopyrimidine and
pentafluorophenyl rings. This explains why the optical re-
sponse of the three molecules shown in Fig. 5 is rather similar.
A notable exception is the first absorption peak of NFAP. In
this case the HOMO is strongly influenced by amino-group
localized states (cf. Fig. 6 and Table III). Contributions of the
attached fluorine atom or the methoxy group are—to a much
smaller extent—also present in the first absorption peak of
FAP or OFAP (cf. Fig. 6 and Table III).

TABLE III. Calculated relative contribution of the electronic

states HOMO and LUMO + 1 to the first optical absorption peak

for IPA (Fig. 5) and to the state |I 〉 for BSE/BSE-TDA based on

either the scissors shifted PW91 or G0W0 electronic structure (cf.

Fig. 7) of FAP, OFAP, and NFAP. Also given are the quantities αM/Rλ

for the respective HOMO and LUMO + 1.

FAP OFAP NFAP

IPA

Energy (eV) 3.47 3.49 3.14

Intensity (%) 86 94 97

αM(HOMO) 0.58 0.54 0.33

αR(HOMO) 0.01 0.06 0.28

αM(LUMO+1) 0.53 0.52 0.50

αR(LUMO+1) 0.02 0.03 0.04

BSE-TDA (PW91 + �)

Energy (eV) 3.70 3.51 3.02

AI (HOMO) 57 57 71

AI (LUMO + 1) 69 57 67

BSE (PW91 + �)

Energy (eV) 3.65 3.46 2.97

AI (HOMO) 65 59 77

AI (LUMO + 1) 75 62 74

BSE(G0W0)

Energy (eV) 4.48 4.36 4.05

AI (HOMO) 65 65 76

AI (LUMO + 1) 75 75 71

In Fig. 7 the molecular dielectric functions calculated by
taking many-body effects into account are shown. The calcula-
tions have been performed using the full excitonic Hamiltonian
as well as applying the TDA. The empty electronic levels were

ε
(ω

)
ε
(ω

)
ε
(ω

)

FIG. 7. (Color online) Imaginary part of the dielectric function

calculated by solving the BSE based on G0W0 calculations or by

applying a respective scissors shift to reproduce the �SCF gaps or for

FAP (a), OFAP (b), and NFAP (c). A broadening of η = 0.10 eV has

been used. The solid (dashed)/dotted curve and bars gives the spectra

and oscillator strengths versus the eigenvalues calculated within

BSE (BSE-TDA) on the basis of the scissors shifted PW91/G0W0

electronic structure. The eigenvalues contributing to the first peak are

labeled. See Ref. 39 for details. The strongest absorption maximum

of FAP dissolved in ethanol17 is shown by a dotted line.
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either shifted such that the respective molecular �SCF gaps are
reproduced or the G0W0 electronic structure was used as input.
The red-shift of the first peak in the NFAP spectra compared
to FAP and OFAP as observed in IPA occurs also on the BSE
level of theory. It is even enhanced by the smaller respective
value of the �SCF gap. In general the positions of the first
optical absorption maxima calculated within the BSE agree
within one eV with the IPA calculation, which is indicative
for some cancellation of quasiparticle and excitonic shifts as
already concluded from the values in Table II.

Similar to the IPA spectra discussed above we perform a
systematic analysis of the states contributing to the respective
absorption peaks by evaluating the quantities,39,47

A�(c) =
∑

v

|A�(cv)|2 and A�(v) =
∑

c

|A�(cv)|2,

(13)

where A�(cv) are the eigenvectors corresponding to the re-
spective eigenvalues E� > 0 of the electron-hole Hamiltonian;
see also Fig. 7. The quantities (13) for the states |I 〉 carrying
the largest oscillator strengths have been calculated. It turns
out that—as already found on the IPA level of theory—HOMO
and LUMO + 1 are the states that mostly contribute to the first
adsorption peak; see Table III.

Comparing the spectra obtained from the full Hamiltonian
and in TDA one finds distinct differences: (i) a redshift of
the eigenvalues going from TDA to the full Hamiltonian as
observed in Refs. 11 and 12 and (ii) strong modifications of
the line shape for energies above 4.5 eV (FAP, OFAP) or
4.0 eV (NFAP); see also discussion in Sec. IV. While the
Tamm-Dancoff approximation clearly affects the calculated
optical absorption, in particular for excitations beyond the
lowest absorption peak, we find the influence of the electronic
structure that is used as input for the BSE calculations to
be even more important. The optical spectrum based on
the G0W0 electronic structure differs appreciably from the
one based on scissors-shifted PW91 eigenvalues. This is due
to the state-dependent self-energy corrections leading to an
energetic reordering of the eigenvalue spectrum that results in
a significant blueshift of the optical absorption data.

The measured position of the optical absorption peak of
FAP dissolved in ethanol17 in the energy window 2.3–5.7 eV
is at 4.72 eV (vertical line in Fig. 7). Clearly, the BSE spectrum
based on the G0W0 electronic structure agrees best with this
value. It yields an optical absorption peak at 4.48 eV. From
Table II it is clear that the error bar of the calculated excitation
energies is of the order of several tenths of an eV. Moreover,
as discussed in Sec. II C, our choice for the static dielectric
constant used in the molecule calculations is bound to result
in excitation energies that approach the real values from
below. An additional uncertainty in the experiment-theory
comparison is related to the fact that the solvent molecules are
not included in the present gas-phase calculations. Therefore,
the deviation between measured and calculated data of less
than 0.3 eV is not surprising.

Comparing the computational results for the electronic
states of FAP, OFAP, and NFAP summarized in Fig. 4 and the
optical response from Figs. 6 and 7 one finds that the former
are far more sensitive to the attachment of functional groups
than the latter. Since the optical absorption essentially takes

Γ Γ Γ Γ

FIG. 8. (Color online) Comparison of the FAP molecular levels

(a) calculated within DFT-GGA with the electronic band structure of

FAP1 (b), FAP2 (c), FAP3a (d), and FAP3b (e). The fundamental gap

is indicated.

place at the aminopyrimidine and pentafluorophenyl rings,
modifications in the molecular wave functions due to methoxy
or amino group are only partially reflected in the optical data.

IV. MOLECULAR CRYSTALS

A. Independent-particle calculations

The structural relaxation based on input data from the
x-ray analysis is the starting point of the present calculations
on the molecular crystals. Altogether we observe only small
modifications of the geometrical parameters determined ex-
perimentally (see Ref. 18). The largest bond length deviation
is 0.02 Å, while the bond angles agree within 3◦.

Due to the condensation of the molecules to crystals, the
discrete molecular energy levels calculated on the DFT level
of theory broaden into energy bands as shown in Fig. 8 for the
case of FAP derived compounds. The electronic band gap of
the organic semiconductors is smaller than the difference of the
HOMO and LUMO energies of the parent aminopyrimidine
molecules. This is not only due to the broadening of the energy
levels, but is also related to the newly arising Ag-N bonds.
This is illustrated in Fig. 9, where the total as well as Ag
projected density of electronic states (DOS) of FAP derived
compounds is shown. Obviously, the electronic states close to
the valence band maximum (VBM) have strong silver-related

FIG. 9. Density of states (DOS, white area) calculated within

DFT-GGA for FAP derived molecular crystals. Ag/F1 (see Fig. 1)

related contributions are indicated with dotted/black areas.
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FIG. 10. Data as in Fig. 9, but for OFAP derived crystals.

Methoxy group related contributions are indicated with black areas.

contributions. Similar findings are obtained for OFAP and
NFAP derived compounds, as shown in Figs. 10 and 11,
respectively.

In Figs. 12, 13, and 14 we compare the dielectric function
calculated in independent-particle approximation for FAP,
OFAP, and NFAP derived crystals with the corresponding
calculations for the molecular species. In all three cases
the molecular signatures are clearly visible in the spectra
calculated for the organic semiconductor. This holds in
particular for FAP derived systems, where the first molecular
absorption peak constitutes the main absorption feature of
the solids and does barely shift in energy. The spectrum
calculated for NFAPs (not Ag-complex bonded) in comparison
to NFAP1 and NFAP3a in Fig. 14 indicates only a small
influence of Ag-related states to the crystal optical response.
Similarly, the influence of the solvent molecules is limited. The
comparison between molecular and crystal spectra shows two
main differences: (i) the semiconductor absorption features
are broadened with respect to the molecular peaks due to the
energy dispersion of the molecular states upon condensation,
and (ii) optical absorption occurs also for photon energies
below the onset of the molecular absorption due to optical
transition involving silver related states. The overlap αAgλ

between spherical harmonics centered at silver atoms and
wave functions of contributing valence states to transitions
below the molecular gap can be up to 0.5 [see Eqs. (11) and
(12)]. These observations hold also for OFAP and NFAP.
In the case of NFAP, however, the optical response of
the crystalline structures deviates more strongly from the
respective molecular spectrum than observed for FAP and
OFAP. In particular, the first absorption peak is redshifted. This
is related to amino-group related optical transitions where the
participating filled states (cf. black areas in Fig. 11) are close
to the valence-band maximum.

FIG. 11. Data as in Fig. 9, but for NFAP derived crystals. Amino

group related contributions are indicated with black areas.

ε
(ω

)
ε
(ω

)
ε
(ω

)
ε
(ω

)
ε
(ω

)

FIG. 12. (Color online) Imaginary part of the dielectric function

based on the independent-particle approximation (IPA) for FAP

derived molecular crystals in comparison with the corresponding

calculation for FAP. A broadening of η = 0.10 eV has been used.

Also shown is the experimental absorption spectra ia(ω) (dashed

line, in a.u.) and the calculated attenuation coefficient using Eq. (10)

(dotted line, in a.u.).

B. Influence of many-body effects

Optical spectra calculated in the independent-particle ap-
proximation are well suited to identify and rationalize chemical
trends6 but their direct comparison with experimental results
is complicated due to the influence of many-body effects
in the electronic structure and in the optical spectra. To
account for the former we calculated the HSE06 electronic
structure for FAP1. The calculated indirect/direct HSE06 band
gap of 3.86/3.91 eV is in much better agreement with the
experimental value of 3.50 eV17 concluded from excitation
spectra measurements than the corresponding HSE06 results
for the gas-phase molecule. The indirect HSE06 gap exceeds
the PW91 gap by 1.21 eV.

To study the influence of electron-electron correlation and
electron-hole attraction as well as local-field effects on the
absorption, we performed calculations for FAP1; see Fig. 15.
The dielectric function was calculated starting from the IPA

ε
(ω

)
ε
(ω

)
ε
(ω

)
ε
(ω

)

FIG. 13. (Color online) Data as in Fig. 12, but for OFAP derived

crystals.
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ε
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FIG. 14. Data as in Fig. 12, but for NFAP derived crystals.

based on the PW91 wave functions, including local-field
effects, electron-hole interaction (BSE-TDA), and resonant-
nonresonant coupling (BSE). One can observe the following
features: (i) a remarkable blueshift of the order of 1 eV due to
local-field effects also observed in Ref. 43, (ii) electron-hole
attraction effect of the order of about 2 eV, and (iii) noticeable
modifications of the line shape and to some extent also of
the peak positions due to the resonant-nonresonant coupling
terms in the excitonic Hamiltonian. As shown in Figs. 15(d)
and 15(e), different components of the dielectric tensor are
affected differently by the many-body effects.

While the strong effect of the electron-hole attraction on the
optical spectra is known for many (also inorganic) semicon-
ductors, the noticeable influence of local-field and resonant-
nonresonant coupling effects seems to be peculiar to molecular
systems.11,12,43 To rationalize this effect we calculated the
ratio β between the maximum off-diagonal element and the

ε
(ω

)
ε
(ω

)
ε
(ω

)
ε
(ω

)
ε
(ω

)

FIG. 15. (Color online) Comparison of the spectra for FAP1 in

different approximations. The spectra were calculated on top of the

PW91-band structure and wave functions. A broadening of 0.2 eV

and a scissors shift of 1.21 eV are applied. Also shown is ǫxx(ω),

ǫyy(ω), and ǫzz(ω) (dashed, dotted, and dash-dotted line).

α
(ω

)
α

(ω
)

Δ)

FIG. 16. (Color online) Optical spectra of FAP1 calculated (see

text) within the independent-particle approximation and from the

Bethe-Salpeter equation in TDA (BSE-TDA) are compared with

measured data from Ref. 17. Note that the attenuation coefficient

[Eq. (10)] rather than the dielectric function is shown in order to

facilitate the comparison with experiment.

minimum diagonal element of the electron-hole Hamiltonian.
In the case of Si, for example, the off-diagonal elements are far
smaller than the diagonal elements and therefore the TDA is
valid.2 In fact, β is of the order of 1 and 10−1 for FAP and FAP1,
respectively, whereas it amounts to 10−2−10−3 for Si.48,49 In
order to better understand the reason for the failure of the
TDA we further analyzed the exciton Hamiltonian in the case
of FAP. It is found that although the average value of the off-
diagonal elements of the BSE Hamiltonian is about ∼6 × 10−2

eV—that are one to two magnitudes lower than the diagonal
elements—there exists large off-diagonal matrix elements of
the magnitude of 1–2 eV, partially from the diagonal of the
nonresonant block, contributing to the resonant-nonresonant
coupling. The largest of them are related to high energy
transitions at εc − εv + �FAP ∼ 9–10 eV, where �FAP is the
scissors operator shift for FAP (see Sec. III C), with (v,c) =
(HOMO−5,LUMO), (HOMO-2,LUMO + 3/LUMO + 1), or
(HOMO-3,LUMO + 3). These transitions are characterized by
a large spatial overlap of the corresponding wave functions.
The fact that they occur at relatively large energies corresponds
to our finding that the TDA becomes worse for larger excitation
energies.

C. Comparison with experiment

How well do the calculations based on the independent-
particle approximation describe the experiment? The calcu-
lated attenuation coefficient for FAP1-FAP3b, OFAP1, and
OFAP3a are compared with experimental data17 in Figs. 12, 13,
and 16. The energetic position of the absorption onset and
especially in the case of FAP2-FAP3b and OFAP3a the line
shape deviates somewhat from the IPA calculations. In Fig. 16
we compare the measured attenuation coefficient for FAP1

with IPA and BSE-TDA calculations based on the PW91
or HSE06 electronic structure. The comparison with the
experimental data shows that the results from the BSE-TDA
calculations on top of the HSE06 electronic structure agree
nicely with the measurements.17 However, one has to state
that numerically simpler calculations based on PW91 wave
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functions and using a scissors shift � = 1.21 eV (taken from
the energy difference between the PW91 and HSE06 gap) to
correct the band structure yield a similar degree of agreement
with experiment. Obviously, the influence of the electronic
structure used as input for the Bethe-Salpeter equation is not
as pronounced for the molecular crystal as found above for the
gas-phase molecules.

Calculations within the independent-particle approxima-
tion based on the PW91 electronic structure give a fair
description of the first main absorption peak due to the partial
cancellation of electronic self-energy and excitonic effects.
They predict, however, a prominent absorption feature slightly
below 5 eV which has not been detected experimentally. The
calculations within the independent-particle approximation
based on the HSE06 results, on the other hand, drastically
overestimate the optical absorption energies. While the results
obtained by solving the BSE yield the best agreement with
experiment, the numerical expense involved in these calcula-
tions limits its application to small unit cells. Finally, we want
to add a word of caution. The comparison between experiment
and theory rests on the assumption that the experimental
data represent a valid average of the ǫxx , ǫyy , and ǫzz

components.

V. SUMMARY

In the present work the electronic structure and opti-
cal response of 2-aminopyrimidine-silver(I) based organic
semiconductors and their parent molecules is analyzed on
the basis of DFT as well as many-body perturbation theory
calculations. The calculations predict quasiparticle gaps, i.e.,
differences between the ionization energies and electron
affinities, of about seven eV for single FAP, OFAP, and NFAP
molecules. The energies of the lowest optical excitations of
the respective molecules are considerably lower. In fact, our

result indicates a near cancellation of the electronic self-
energy and exciton binding energies for the lowest excitations
of 2-aminopyrimidines. The molecular crystals formed by
silver(I) complex formation of these molecules differ in their
electronic properties clearly from the parent molecules. The
discrete molecular energy levels broaden into energy bands
with a much (about one eV within DFT) reduced band gap. In
addition, silver-related states appear close to the valence-band
maximum. The latter states contribute only moderately to
the optical transitions and the molecular fingerprints of FAP
and OFAP are still clearly visible in the crystal optical
response. This does not hold for NFAP, where the onset of the
crystal optical absorption is strongly redshifted due to amino-
group related transitions. While the optical absorption curves
obtained within the IPA reproduce essentially the measured
features, a quantitative agreement between experiment and
measurement requires the consideration of many-body effects
in the optical response calculations. In addition to electron-
hole attraction effects that are instrumental for achieving
satisfactory agreement between theory and experiment for
many inorganic semiconductors, we additionally observe a
very strong influence of local fields, i.e., the unscreened
electron-hole exchange on the optical absorption of the
organic semiconductors. Moreover, the resonant-nonresonant
coupling terms in the excitonic Hamiltonian usually neglected
in calculations for inorganic semiconductors are found to
noticeably modify peak positions and oscillators strengths in
the case of the molecular crystals studied here.
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