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#### Abstract

In this paper, we study a 2 -dimensional cellular automaton generated by a new local rule with the nearest neighborhoods and prolonged next nearest neighborhoods under periodic boundary condition over the ternary field $\left(\mathbb{Z}_{3}\right)$. We obtain the rule matrix of this cellular automaton and characterize this family by exploring some of their important characteristics. We get some recurrence equations which simplifies the computation of the rank of the rule matrix related to the 2 -dimensional cellular automaton drastically. Next, we propose an algorithm to determine the rank of the rule matrix. Finally, we conclude by presenting an application to error correcting codes.
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## 1. Introduction

Cellular automata (CAs for brevity), introduced by Ulam and von Neumann [21] in the early 1950's, have been studied by many workers. Von Neumann [21] showed that a cellular automaton (CA) can be universal. However, due to its complexity, von Neumann rules were never implemented on a computer. In the beginning of the eighties, Stephen Wolfram [22] has studied in much detail a family of simple one-dimensional (1-D) CAs rules and showed that even these simplest rules are capable of emulating complex behavior.
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Due to various applications of CAs in many disciplines (e.g., mathematics, physics, computer science, chemistry and so on) with different purposes (e.g., simulation of natural phenomena, pseudo-random number generation, image processing, analysis of universal model of computations, cryptography, coding theory, complexity), the study of CAs has received remarkable attention in the last few years [1-3, 5, 9, 10, 12, 13]. The set of papers [1-3], the entropies of 1-D CAs have been investigated. Most of the work for CAs is done for one dimensional case [11]. Lately, two-dimensional (2-D) CA has found applications in traffic modelling. For instance multi-value (including ternary) cellular automaton models for traffic flow are proposed in [17]. CAs have found applications in Cryptography [5], recently multi state CAs have also found applications on Cryptography [16] and especially two dimensional CA has been proposed for multisecret sharing scheme for colored images [4]. The set of papers $[6,10,12,13,18,20]$ deals with the behavior of the linear 2-D CAs over binary fields $\left(\mathbb{Z}_{2}\right)$ by using matrix algebras setting. Das [9] has studied the characterization of 1-D CAs by means of matrix algebra. Inokuchi et al. [11] have investigated the behaviors of 1-D CA generated by the local rule 156. Khan et al. [12] developed an analytical tool to study all the nearest neighborhood 2-D CA linear transformations. They proposed a new rule convention to divide the 2-D linear CAs and tried to study the characterization of that 2-D CAs with different rules.

In [18], we have characterized a 2-D finite CA by using matrix algebra built on $\mathbb{Z}_{3}$. Also, we have analyzed some results about the rule numbers 2460 N and 2460P. In [19], we have obtained necessary and sufficient conditions for the existence of Garden of Eden configurations for 2-D ternary CAs. Also by making use of the matrix representation of 2-D CAs, we have provided an algorithm to obtain the number of Garden of Eden configurations for the 2-D CA defined by rule 2460N.

In present paper, we define the 2-D CAs generated by new local rules so called the nearest neighborhoods and prolonged next nearest neighborhoods over the field $\mathbb{Z}_{3}$ under Periodic Boundary Condition (briefly, PBC). We obtain recurrence equations to compute the rank of the rule matrix related to this 2-D CA. We present an application to error correcting codes.

The rest of this paper is organized as follows. In Section 2 we give basic definitions and notations. In Section 3 we obtain the rule matrix corresponding to a 2-D finite CA with PBC generated by the local rule $N P N N$ over the field $\mathbb{Z}_{3}$. In Section 4 we study the rank of the rule matrix. In Section 5 we give some examples of the main theorem. We also give an algorithm and apply it to a 2-D CA with larger order. In the last Section, we present an application to error correcting codes and we conclude the paper.

## 2. Preliminaries

In this section, we introduce 2-D CAs over the field $\mathbb{Z}_{3}$ by using some local rules. We recall the definition of a CA. We consider the 2-dimensional integer lattice $\mathbb{Z}^{2}$ and the configuration space $\Omega=\{0,1,2\}^{\mathbb{Z}^{2}}$ with elements

$$
\sigma: \mathbb{Z}^{2} \rightarrow\{0,1,2\}
$$

The value of $\sigma$ at a point $v \in \mathbb{Z}^{2}$ will be denoted by $\sigma_{v}$. Let $u_{1}, \ldots, u_{s} \in \mathbb{Z}^{2}$ be a finite set of distinct vectors and $F:\{0,1,2\}^{s} \rightarrow\{0,1,2\}$ be a function. A CA with local rule $F$ is defined as a pair $\left(\Omega, T_{F}\right)$, where the global transition map $U_{F}: \Omega \rightarrow \Omega$ is given by

$$
\left(U_{F} \sigma\right)_{v}=F\left(\sigma_{v+u_{1}}, \ldots, \sigma_{v+u_{s}}\right), v \in \mathbb{Z}^{2}
$$

The function $F$ is called local rule. The space $\Omega$ is assumed to be equipped with a (metrizable) Tychonoff topology; it is easily seen that the global transition map $U_{F}$ introduced above is continuous in this topology.

The 2-D finite CA consists of $m \times n$ cells arranged in $m$ rows and $n$ columns, where each cell takes one of the values of 0,1 or 2 . A configuration of the system is an assignment of states to all the cells. Every configuration determines a next configuration via a linear transition rule that is local in the sense that the state of a cell at time $(t+1)$ depends only on the states of some of its neighbors at time $t$ using modulo 3. For 2D CA nearest neighbors, there are nine cells arranged in a $3 \times 3$ matrix centering that particular cell (see [6, 9, 10] for the details). For 2-D CA there are some classic types of neighborhoods, but in this work only we restrict ourselves to the nearest neighborhood and prolonged next nearest neighborhood (briefly, NPNN). So, we can define the $(t+1)^{\text {th }}$ state of the $(i, j)^{\text {th }}$ cell as follows;

$$
\begin{align*}
x_{(i, j)}^{(t+1)}= & a x_{(i-1, j)}^{(t)}+b x_{(i, j+1)}^{(t)}+c x_{(i+1, j)}^{(t)}+d x_{(i, j-1)}^{(t)}+e x_{(i-2, j)}^{(t)}+f x_{(i, j+2)}^{(t)} \\
& +g x_{(i+2, j)}^{(t)}+h x_{(i, j-2)}^{(t)}(\bmod 3) \tag{1}
\end{align*}
$$

where $a, b, c, d, e, f, g, h \in \mathbb{Z}_{3}^{*}=\{1,2\}$. The dependence will be restricted to the case of being zero or nonzero, in other words if the coefficients in (1) equal to 1 or 2 , then this case will be assumed to be the same. This approach is adopted in this paper though these cases may be further distinguished. The linear combination of the neighboring cells on which each cell value is dependent is called the rule number of the 2-D CA over the field $\mathbb{Z}_{3}$.

Regarding the neighborhood of the extreme cells, there exist two approaches.

- A Periodic Boundary CA is the one which the extreme cells are adjacent to each other.
- A Null Boundary CA is the one which the extreme cells are connected to 0-state.

Let us define the 2-D CA generated by the local rule $N P N N$ with PBC (briefly $N P N N P$ ). In sequel, for simplicity we will assume that $N P N N P \equiv R$. The 2-D CA $U_{R}: \Omega \rightarrow \Omega$

$$
\begin{align*}
\left(U_{R} x\right)_{(i, j)}^{(t)}= & a x_{(i-1, j)}^{(t)}+b x_{(i, j+1)}^{(t)}+c x_{(i+1, j)}^{(t)}+d x_{(i, j-1)}^{(t)}+e x_{(i-2, j)}^{(t)}+f x_{(i, j+2)}^{(t)} \\
& +g x_{(i+2, j)}^{(t)}+h x_{(i, j-2)}^{(t)}(\bmod 3), \\
= & x_{(i, j)}^{(t+1)} \tag{2}
\end{align*}
$$

In this paper, we will only consider a 2-D finite CA generated by the rule $N P N N$ with PBC. It is well known that these CAs are discrete dynamical systems formed by a finite two-dimensional
array $m \times n$ composed by identical objects called cells. Let $\Phi: M_{m \times n}\left(\mathbb{Z}_{3}\right) \rightarrow \mathbb{Z}_{3}^{m n}$. $\Phi$ takes the $t^{\text {th }}$ state $\left[X_{t}\right]$ given by

$$
\left(\begin{array}{cccc}
x_{11} & x_{12} & \cdots & x_{1 n}  \tag{3}\\
x_{21} & x_{22} & \cdots & x_{2 n} \\
\vdots & \vdots & \cdots & \vdots \\
x_{m 1} & x_{m 2} & \cdots & x_{m n}
\end{array}\right) \longrightarrow\left(x_{11}, x_{12}, \ldots, x_{1 n}, \ldots, x_{m 1}, \ldots, x_{m n}\right)^{T}
$$

where $T$ is the transpose of the matrix. Therefore, the local rules will be assumed to act on $\mathbb{Z}_{3}^{m n}$ rather than $\Phi: M_{m \times n}\left(\mathbb{Z}_{3}\right)$.
Suppose binary information matrix is $\left[X_{t}\right]_{m \times n}$, of order $m \times n$ :

$$
\left[X_{t}\right]_{m \times n}=\left(\begin{array}{ccc}
x_{11}^{(t)} & \ldots & x_{1 n}^{(t)} \\
\vdots & \ddots & \vdots \\
x_{m 1}^{(t)} & \ldots & x_{m n}^{(t)}
\end{array}\right)
$$

is called the configuration of the 2-D finite CA at time $t$.
From (3), we can define as follows;

$$
\left(T_{R}\right)_{m n \times m n} \cdot\left(\begin{array}{c}
x_{11}^{(t)} \\
\vdots \\
x_{1 n}^{(t)} \\
\vdots \\
x_{m 1}^{(t)} \\
\vdots \\
x_{m n}^{(t)}
\end{array}\right)=\left(\begin{array}{c}
x_{11}^{(t+1)} \\
\vdots \\
x_{1 n}^{(t+1)} \\
\vdots \\
x_{m 1}^{(t+1)} \\
\vdots \\
x_{m n}^{(t+1)}
\end{array}\right)
$$

where $x_{i, j}^{(t+1)}$ is defined as Eq. (1). $i$ denotes the $i^{\text {th }}$ row of the information matrix $\left[X_{t}\right]_{m \times n}$ and $j$ denotes the $j^{t h}$ column of the matrix $\left[X_{t}\right]_{m \times n}$. The matrix $\left(T_{R}\right)_{m n \times m n}$ is called the rule matrix with respect to the 2-D finite $\mathrm{CA}_{m \times n}$ with rule $N P N N P$ (see [6] for details). We can briefly show as

$$
\left[T_{R}\right]_{m n \times m n}\left(\begin{array}{c}
X_{1}^{T} \\
X_{2}^{T} \\
X_{3}^{T} \\
\vdots \\
X_{m}^{T}
\end{array}\right)_{m n \times 1}=\left(\begin{array}{c}
Y_{1}^{T} \\
Y_{2}^{T} \\
Y_{3}^{T} \\
\vdots \\
Y_{m}^{T}
\end{array}\right)_{m n \times 1}
$$

For example, for $i=j=3$

$$
x_{33}^{(t+1)}=a x_{23}^{(t)}+b x_{34}^{(t)}+c x_{43}^{(t)}+d x_{32}^{(t)}+e x_{13}^{(t)}+f x_{35}^{(t)}+g x_{53}^{(t)}+h x_{31}^{(t)}(\bmod 3) .
$$

The conventional method of defining a rule number for a linear rule in 2-D CA with PBC can be explained in Table 1 where $x_{(k, h)} \in \mathbb{Z}_{3}(k, h \geq 3)$ and $x_{(i, j)}$ is $i^{\text {th }}$ row and $j^{\text {th }}$ column entry of the information matrix $\left[X_{t}\right]_{5 \times 5}$.

## 3. Rule Matrix of 2-D Finite CA with Rule $N P N N P$

In this section, we determine the rule matrix corresponding to a 2-D finite CA with PBC generated by the local rule $N P N N P$ over the field $\mathbb{Z}_{3}$. We want to obtain the transformation $\Psi$ such that $\Psi$ operating on the current information matrix (state) $[X]_{m \times n}$ of dimension $m \times n$ generates the next information matrix $[Y]_{m \times n}=\left[X^{\prime}\right]_{m \times n}$.

Theorem 1. Let $a, b, c, d, e, f, g, h \in \mathbb{Z}_{3}^{*}, m \geq 5$ and $n \geq 5$. Then, the rule matrix of $T_{R}$ from $\mathbb{Z}_{3}^{m n}$ to $\mathbb{Z}_{3}^{m n}$ which takes the $t^{\text {th }}$ state $\left[X_{t}\right]$ (as identified in (3)) to the $(t+1)$ - state $\left[X_{t+1}\right]=[Y]$ is given by:

$$
\left(T_{R}\right)_{m n \times m n}=\left(\begin{array}{cccccccc}
S & c I & g I & 0 & \cdots & \cdots & e I & a I  \tag{4}\\
a I & S & c I & g I & \cdots & \cdots & 0 & e I \\
e I & a I & S & c I & g I & \cdots & 0 & 0 \\
0 & e I & a I & S & \cdots & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & e I & a I & S & c I & g I \\
g I & \cdots & \cdots & 0 & e I & a I & S & c I \\
c I & g I & \cdots & \cdots & 0 & e I & a I & S
\end{array}\right)_{m n \times m n}
$$

where each submatrix is of order $n \times n$, and

$$
S_{n \times n}=\left(\begin{array}{ccccccccc}
0 & b & f & 0 & 0 & 0 & \cdots & h & d  \tag{5}\\
d & 0 & b & f & 0 & 0 & \cdots & 0 & h \\
h & d & 0 & b & f & 0 & \cdots & 0 & 0 \\
0 & h & d & 0 & b & f & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
f & \cdots & \cdots & \cdots & 0 & h & d & 0 & b \\
b & f & \cdots & \cdots & \cdots & 0 & h & d & 0
\end{array}\right)_{n \times n} .
$$

Proof. In order to determine the rule matrix $T_{R}$ we need to determine the action of $T_{R}$ on the bases vectors. First, we consider the linear transformation $\Psi$ from $m \times n$ matrix space to itself. Next, we relate the transformation $\Psi$ with rule matrix $T_{R}$. Let $e_{i j}$ denote the matrix of size $m \times n$ where the $(i, j)$ position is equal to one and the rest of the entries equal to zero. It is well known that these vectors give the standard basis for this space (see [14]). Given $e_{i j}$, the image of $e_{i j}$ which is $\Psi\left(e_{i j}\right)$ is related to the four nearest neighbors and four prolonged next nearest neighbors. $\Psi\left(e_{i j}\right)$ equals to a linear combination of its eight neighbors in the following way:

$$
\Psi\left(e_{i j}\right)=f e_{i, j-2}+b e_{i, j-1}+d e_{i, j+1}+h e_{i, j+2}+g e_{i-2, j}+c e_{i-1, j}+a e_{i+1, j}+e e_{i+2, j}
$$

with a care on the bordering components of the matrix. Due to the neighboring relations that govern the rule, especially observing the bordering relations as mentioned above, we obtain the following:

$$
\begin{aligned}
\Psi\left(e_{1,1}\right) & =f e_{1, n-1}+b e_{1, n}+d e_{1,2}+h e_{1,3}+g e_{m-1,1}+c e_{m, 1}+a e_{2,1}+e e_{3,1}, \\
\Psi\left(e_{1,2}\right) & =f e_{1, n}+b e_{1,1}+d e_{1,3}+h e_{1,4}+g e_{m-1,2}+c e_{m, 2}+a e_{2,2}+e e_{3,2}, \\
\Psi\left(e_{1, l}\right) & =f e_{1, l-2}+b e_{1, l-1}+d e_{1, l+1}+h e_{1, j+2}+ \\
& g e_{m-1, l}+c e_{m, l}+a e_{2, l}+e e_{3, l}, \quad 3 \leq l \leq n-2 \\
\Psi\left(e_{1, n-1}\right) & =f e_{1, n-3}+b e_{1, n-2}+d e_{1, n}+h e_{1,1}+g e_{m-1, n-1}+c e_{m, n-1}+a e_{2, n-1}+e e_{3, n-1}, \\
\Psi\left(e_{1, n}\right) & =f e_{1, n-2}+b e_{1, n-1}+d e_{1,1}+h e_{1,2}+g e_{m-1, n}+c e_{m, n}+a e_{2, n}+e e_{3, n} .
\end{aligned}
$$

Now, let us apply to $\Psi$ the second row of information matrix

$$
\begin{aligned}
\Psi\left(e_{2,1}\right)= & f e_{2, n-1}+b e_{2, n}+d e_{2,2}+h e_{2,3}+g e_{m, 1}+c e_{1,1}+a e_{3,1}+e e_{4,1}, \\
\Psi\left(e_{2,2}\right)= & f e_{2, n}+b e_{2,1}+d e_{2,3}+h e_{2,4}+g e_{m, 2}+c e_{1,2}+a e_{3,2}+e e_{4,2}, \\
\Psi\left(e_{2, l}\right)= & f e_{2, l-2}+b e_{2, l-1}+d e_{2, l+1}+h e_{2, j+2} \\
& +g e_{m, l}+c e_{1, l}+a e_{3, l}+e e_{4, l}, \quad 3 \leq l \leq n-2 \\
\Psi\left(e_{2, n-1}\right)= & f e_{2, n-3}+b e_{2, n-2}+d e_{2, n}+h e_{2,1}+g e_{m, n-1}+c e_{1, n-1}+a e_{3, n-1}+e e_{4, n-1}, \\
\Psi\left(e_{2, n}\right)= & f e_{2, n-2}+b e_{2, n-1}+d e_{2,1}+h e_{2,2}+g e_{m, n}+c e_{1, n}+a e_{3, n}+e e_{4, n} .
\end{aligned}
$$

For $2 \leq k \leq m-1$, we have

$$
\begin{aligned}
\Psi\left(e_{k, 1}\right)= & f e_{k, n-1}+b e_{k, 1}+d e_{k, 2}+h e_{k, 3}+g e_{k-2,1}+c e_{k-1,1}+a e_{k+1,1}+e e_{k+2,1}, \\
\Psi\left(e_{k, 2}\right)= & f e_{k, n}+b e_{k, n}+d e_{k, 3}+h e_{k, 4}+g e_{k-2,2}+c e_{k-1,2}+a e_{k+1,2}+e e_{k+2,2}, \\
\Psi\left(e_{k, l}\right)= & f e_{k, l-2}+b e_{k, l-1}+d e_{k, l+1}+h e_{k, j+2} \\
& +g e_{k-2, l}+c e_{k-1, l}+a e_{k+1, l}+e e_{k+2, l}, \quad 3 \leq l \leq n-2 \\
\Psi\left(e_{k, n-1}\right)= & f e_{k, n-3}+b e_{k, n-2}+d e_{k, n}+h e_{k, 1}+g e_{k-2, n-1}+c e_{k-1, n-1}+a e_{k+1, n-1}+e e_{k+2, n-1}, \\
\Psi\left(e_{k, n}\right)= & f e_{k, n-2}+b e_{k, n-1}+d e_{k, 1}+h e_{k, 2}+g e_{k-2, n}+c e_{k-1, n}+a e_{k+1, n}+e e_{k+2, n} . \\
\Psi\left(e_{m-1,1}\right)= & f e_{m-1, n-1}+b e_{m-1, n}+d e_{m-1,2}+h e_{m-1,3}+g e_{m-3,1}+c e_{m-2,1}+a e_{m, 1}+e e_{1,1}, \\
\Psi\left(e_{m-1,2}\right)= & f e_{m-1, n}+b e_{m-1,1}+d e_{m-1,3}+h e_{m-1,4}+g e_{m-3,2}+c e_{m-2,2}+a e_{m, 2}+e e_{1,2}, \\
\Psi\left(e_{m-1, l}\right)= & f e_{m-1, l-2}+b e_{m-1, l-1}+d e_{m-1, l+1}+h e_{m-1, l+2} \\
& +g e_{m-3, l}+c e_{m-2, l}+a e_{m, l}+e e_{1, l}, \quad 3 \leq l \leq n-2 \\
\Psi\left(e_{m-1, n-1}\right)= & f e_{m-1, n-3}+b e_{m-1, n-2}+d e_{m-1, n}+h e_{m-1,1}+g e_{m-3, n-1}+c e_{m-2, n-1}+a e_{m, n-1}+e e_{1, n-1}, \\
\Psi\left(e_{m-1, n}\right)= & f e_{m-1, n-2}+b e_{m-1, n-1}+d e_{m-1,1}+h e_{m-1,2}+g e_{m-3, n}+c e_{m-2, n}+a e_{m, n}+e e_{1, n} .
\end{aligned}
$$

Finally, we also have

$$
\begin{aligned}
& \Psi\left(e_{m, 1}\right)=f e_{m, n-1}+b e_{m, n}+d e_{m, 2}+h e_{m, 3}+g e_{m-2,1}+c e_{m-1,1}+a e_{1,1}+e e_{2,1}, \\
& \Psi\left(e_{m, 2}\right)=f e_{m, n}+b e_{m, 1}+d e_{m, 3}+h e_{m, 4}+g e_{m-2,2}+c e_{m-1,2}+a e_{1,2}+e e_{2,2}
\end{aligned}
$$

$$
\begin{aligned}
\Psi\left(e_{m, l}\right)= & f e_{m, l-2}+b e_{m, l-1}+d e_{m, l+1}+h e_{m, l+2} \\
& +g e_{m-2, l}+c e_{m-1, l}+a e_{1, l}+e e_{2, l}, \quad 3 \leq l \leq n-2 \\
\Psi\left(e_{m, n-1}\right)= & f e_{m, n-3}+b e_{m, n-2}+d e_{m, n}+h e_{m, 1}+g e_{m-2, n-1}+c e_{m-1, n-1}+a e_{1, n-1}+e e_{2, n-1}, \\
\Psi\left(e_{m, n}\right)= & f e_{m, n-2}+b e_{m, n-1}+d e_{m, 1}+h e_{m, 2}+g e_{m-2, n}+c e_{m-1, n}+a e_{1, n}+e e_{2, n} .
\end{aligned}
$$

Now, let $E_{i}$ be the column vector in $\mathbb{Z}_{3}^{m n}$ where all entries equal to zero expect the entry positioned at $i$ which equals to one. These vectors also give the standard basis of the space $\mathbb{Z}_{3}^{m n}$. The transition from the matrix space basis to the standard basis of $\mathbb{Z}_{3}^{m n}$ is given by

$$
\Phi\left(e_{i j}\right)=E_{(i-1) n+j},
$$

where $1 \leq i \leq m$ and $1 \leq j \leq n$.
In order to determine the columns of the rule matrix $T_{R}$ we maintain the following method:

$$
\begin{align*}
\Phi\left(\Psi\left(e_{i j}\right)\right)= & \Phi\left(f e_{i, j-2}+b e_{i, j-1}+d e_{i, j+1}+h e_{i, j+2}+g e_{i-2, j}+c e_{i-1, j}+a e_{i+1, j}+e e_{i+2, j}\right) \\
= & f \Phi\left(e_{i, j-2}\right)+b \Phi\left(e_{i, j-1}\right)+d \Phi\left(e_{i, j+1}\right)+h \Phi\left(e_{i, j+2}\right) \\
& +g \Phi\left(e_{i-2, j}\right)+c \Phi\left(e_{i-1, j}\right)+a \Phi\left(e_{i+1, j}\right)+e \Phi\left(e_{i+2, j}\right) \\
= & f E_{(i-1) n+j-2}+b E_{(i-1) n+j-1}+d E_{(i-1) n+j+1}+h E_{(i-1) n+j+2} \\
& \left.+g E_{(i-3) n+j}+c E_{(i-2) n+j}+a E_{i n+j}\right)+e E_{(i+1) n+j} \tag{6}
\end{align*}
$$

which gives the $((i-1) n+j)^{t h}$ column of the rule matrix $T_{R}$. For instance,

$$
d E_{2}+h E_{3}+f E_{n-1}+b E_{n}+a E_{n+1}+e E_{2 n+1}+g E_{(m-2) n+1}+c E_{(m-1) n+2}
$$

which gives the first column of the rule matrix $T_{R}$. Further,

$$
b E_{1}+d E_{3}+h E_{4}+f E_{n}+a E_{n+2}+e E_{2 n+2}+g E_{(m-2) n+2}+c E_{(m-1) n+2}
$$

which gives the second column of the rule matrix $T_{R}$.
Similarly one can obtain the last column of the rule matrix as following:

$$
a E_{n}+e E_{2 n}+g E_{(m-2) n}+c E_{(m-1) n}+d E_{(m-1) n+1}+h E_{(m-1) n+2}+f E_{m n-2}+b E_{m n-1}
$$

Inductively, we can similarly obtain the rest of the columns.
Example 1. If we take $m=5$ and $n=5$, then we get the representation matrix $T_{R}$ of order $25 \times 25$. We consider a configuration of size $5 \times 5$ with PBC.

Table 2: An information matrix of order $5 \times 5$ with PBC.

| $x_{44}$ | $x_{45}$ | $x_{41}$ | $x_{42}$ | $x_{43}$ | $x_{44}$ | $x_{45}$ | $x_{41}$ | $x_{42}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $x_{54}$ | $x_{55}$ | $x_{51}$ | $x_{52}$ | $x_{53}$ | $x_{54}$ | $x_{55}$ | $x_{51}$ | $x_{52}$ |
| $x_{14}$ | $x_{15}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ | $x_{11}$ | $x_{12}$ |
| $x_{24}$ | $x_{25}$ | $x_{21}$ | $x_{22}$ | $x_{23}$ | $x_{24}$ | $x_{25}$ | $x_{21}$ | $x_{22}$ |
| $x_{34}$ | $x_{35}$ | $x_{31}$ | $x_{32}$ | $x_{33}$ | $x_{34}$ | $x_{35}$ | $x_{31}$ | $x_{32}$ |
| $x_{44}$ | $x_{45}$ | $x_{41}$ | $x_{42}$ | $x_{43}$ | $x_{44}$ | $x_{45}$ | $x_{41}$ | $x_{42}$ |
| $x_{54}$ | $x_{55}$ | $x_{51}$ | $x_{52}$ | $x_{53}$ | $x_{54}$ | $x_{55}$ | $x_{51}$ | $x_{52}$ |
| $x_{14}$ | $x_{15}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ | $x_{11}$ | $x_{12}$ |
| $x_{24}$ | $x_{25}$ | $x_{21}$ | $x_{22}$ | $x_{23}$ | $x_{24}$ | $x_{25}$ | $x_{21}$ | $x_{22}$ |

Now, we apply the local rule in Eq. (1) to all cells of the first row of information matrix $5 \times 5$, then we obtain the first block row of rule matrix $T_{R}$ and next apply the rule $R$ to all the cells of the second row of information matrix $5 \times 5$, we obtain the second block row of rule matrix $T_{R}$. Similarly, we can obtain the other block rows of rule matrix $T_{R}$.

From Theorem 1, one can get the matrix as following:

$$
\left(T_{R}\right)_{25 \times 25}=\left(\begin{array}{ccccc}
S & c I_{5} & g I_{5} & e I_{5} & a I_{5} \\
a I_{5} & S & c I_{5} & g I_{5} & e I_{5} \\
e I_{5} & a I_{5} & S & I c_{5} & g I_{5} \\
g I_{5} & e I_{5} & a I_{5} & S & c I_{5} \\
c I_{5} & g I_{5} & e I_{5} & a I_{5} & S
\end{array}\right)
$$

where each submatrix is of order $5 \times 5$, and $S_{5 \times 5}=\left(\begin{array}{lllll}0 & b & f & h & d \\ d & 0 & b & f & h \\ h & d & 0 & b & f \\ f & h & d & 0 & b \\ b & f & h & d & 0\end{array}\right)_{5 \times 5}$.

## 4. Characterization of 2-D Finite CA with Rule $N P N N P$

The dimension of the kernel of a map gives a clue to draw the state transition diagram (see $[6,10,12]$ ). In order to determine dimension of the kernel of a 2 -D CA, we need to study the rank of the rule matrix $\left(T_{R}\right)_{m n \times m n}$. The following theorem presents an algorithm for computing the rank:

Let $T_{i}$ denote the $i$ th row and $T_{i}[j]$ denote the $j$ the entry of the $i$ th row of matrix $T$ respectively. By definition, we have

$$
\begin{aligned}
& T_{1}=[S, c I, g I, 0,0, \ldots, 0, e I, a I] \in M_{n \times n}\left(\mathbb{Z}_{3}\right)^{m} \\
& T_{2}=[a I, S, c I, g I, 0,0, \ldots, 0, e I] \in M_{n \times n}\left(\mathbb{Z}_{3}\right)^{m} \\
& T_{3}=[e I, a I, S, c I, g I, 0,0, \ldots, 0] \in M_{n \times n}\left(\mathbb{Z}_{3}\right)^{m} \\
& T_{4}=[g I, 0,0,0, \ldots, e I, a I, S, c I] \in M_{n \times n}\left(\mathbb{Z}_{3}\right)^{m} \\
& T_{5}=[c I, g I, 0,0, \ldots, 0, e I, a I, S] \in M_{n \times n}\left(\mathbb{Z}_{3}\right)^{m} .
\end{aligned}
$$

Define the $\sigma$ map as follows:

$$
\begin{aligned}
\sigma: & M_{n \times n}\left(\mathbb{Z}_{3}\right)^{m} \rightarrow M_{n \times n}\left(\mathbb{Z}_{3}\right)^{m} \\
& \sigma\left(\left[A_{1}, A_{2}, A_{3}, \ldots, A_{m-1}, A_{m}\right]\right)=\left[0_{n}, A_{1}, A_{2}, A_{3}, \ldots, A_{m-1}\right]
\end{aligned}
$$

where $0_{n}$ represents the zero square matrix of order $n$. Further, if $A=\left[A_{1}, A_{2}, A_{3}, \ldots, A_{m-1}, A_{m}\right]$, then $A[i]=A_{i}$ represents the $i$ th entry of $A$. Further, $B\left[A_{1}, A_{2}, \ldots, A_{m}\right]=\left[B A_{1}, B A_{2}, \ldots, B A_{m}\right]$.

Theorem 2. Let the rule matrix $\left(T_{R}\right)_{m n \times m n}$ be given in Theorem 1 and $m \geq 5$. Assume that

$$
T_{1}^{(1)}=T_{1}
$$

$$
\begin{aligned}
T_{1}^{(k+1)} & =-\frac{1}{e} T_{1}^{(k)}[k] \sigma^{(k-1)}\left(T_{3}\right)+T_{1}^{(k)} \text { for } 1 \leq k \leq m-4, \\
T_{2}^{(1)} & =T_{2}, \\
T_{2}^{(k+1)} & =-\frac{1}{e} T_{2}^{(k)}[k] \sigma^{(k-1)}\left(T_{3}\right)+T_{2}^{(k)} \text { for } 1 \leq k \leq m-4, \\
T_{4}^{(1)} & =T_{4}, \\
T_{4}^{(k+1)} & =-\frac{1}{e} T_{4}^{(k)}[k] \sigma^{(k-1)}\left(T_{3}\right)+T_{4}^{(k)} \text { for } 1 \leq k \leq m-4, \\
T_{5}^{(1)} & =T_{5}, \\
T_{5}^{(k+1)} & =-\frac{1}{e} T_{5}^{(k)}[k] \sigma^{(k-1)}\left(T_{3}\right)+T_{5}^{(k)} \text { for } 1 \leq k \leq m-4 .
\end{aligned}
$$

If

$$
B=\left(\begin{array}{cccc}
T_{1}^{(m-3)}[m-3] & T_{1}^{(m-3)}[m-2] & T_{1}^{(m-3)}[m-1] & T_{1}^{(m-3)}[m] \\
T_{2}^{(m-3)}[m-3] & T_{2}^{(m-3)}[m-2] & T_{2}^{(m-3)}[m-1] & T_{2}^{(m-3)}[m] \\
T_{4}^{(m-3)}[m-3] & T_{4}^{(m-3)}[m-2] & T_{4}^{(m-3)}[m-1] & T_{4}^{(m-3)}[m] \\
T_{5}^{(m-3)}[m-3] & T_{5}^{(m-3)}[m-2] & T_{5}^{(m-3)}[m-1] & T_{5}^{(m-3)}[m]
\end{array}\right)
$$

is a $4 \times 4$ block matrix consisting of square sub matrices each of order $n$, then

$$
\operatorname{rank}\left(\left(T_{R}\right)_{m n \times m n}\right)=(m-4) \cdot n+\operatorname{rank}(B) .
$$

Proof. We apply induction on $m$. First, we observe that the submatrix consisting of all rows except the first, the second and last two rows is in the upper triangular form and it has a full rank which is $(m-4) \cdot n$. Now, if we multiply the third row $T_{3}$ by $-\frac{1}{e} T_{1}^{(1)}[1] T_{3}[1]$ and add this to $T_{1}^{(1)}[1]$, then the first entry of the new first row $T_{1}^{(2)}$ becomes zero. So we replace the first row by $T_{1}^{(2)}=-\frac{1}{e} T_{1}^{(1)}[1] \sigma^{(0)}\left(T_{3}\right)+T_{1}^{(1)}$. Next, if we multiply the fourth row $\sigma^{(1)}\left(T_{3}\right)$ by $-\frac{1}{e} T_{1}^{(1)}[2] \sigma^{(1)}\left(T_{3}\right)[2]$ and add it to $T_{1}^{(1)}[2]$ the second entry of the new first row $T_{1}^{(3)}$ becomes zero. Inductively, after $m-4$ steps, the only nonzero entries of $T_{1}^{(m-3)}$ are $T_{1}^{(m-3)}[m-3], T_{1}^{(m-3)}[m-2], T_{1}^{(m-3)}[m-1]$ and $T_{1}^{(m-3)}[m]$. Similarly, by applying elementary row operations to the second row, the only non zero entries of the second row are $T_{2}^{(m-3)}[m-3], T_{2}^{(m-3)}[m-2], T_{2}^{(m-3)}[m-1]$ and $T_{2}^{(m-3)}[m]$ (see (7)). Same procedure is applied to the last two rows. After applying the elementary row operations mentioned above,
we get

$$
\begin{align*}
T_{R}^{\prime} & =\left(\begin{array}{cccccc|cccc}
0 & 0 & 0 & 0 & \cdots & 0 & & & & \\
0 & 0 & 0 & 0 & \cdots & 0 & & & & \\
0 & 0 & 0 & 0 & \cdots & 0 & & B & & \\
0 & 0 & 0 & 0 & \cdots & 0 & & & & \\
\hline e I & a I & S & c I & g I & \cdots & 0 & 0 & 0 & 0 \\
0 & e I & a I & S & \cdots & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & & \\
0 & \cdots & 0 & e I & a I & S & c I & g I & 0 & 0 \\
0 & \cdots & \cdots & 0 & e I & a I & S & c I & g I & 0 \\
0 & 0 & \cdots & \cdots & 0 & e I & a I & S & c I & g I
\end{array}\right) \\
& =\left(\begin{array}{c|c}
0 & B \\
\hline C & D
\end{array}\right) . \tag{7}
\end{align*}
$$

The left lower block of $C$ in (7) has full rank $(m-4) \cdot n$. The rank of the matrix in (7) equals to $(m-4) \cdot n+\operatorname{rank}(B)$.

A straightforward corollary which gives a lower and an upper bound for the rank of the rule matrix $\left(T_{R}\right)_{m n \times m n}$ is presented below.

Corollary 1. Let the rule matrix $\left(T_{R}\right)_{m n \times m n}$ be defined as in Theorem 1. Then,

$$
(m-4) \cdot n \leq \operatorname{rank}\left(\left(T_{R}\right)_{m n \times m n}\right) \leq m \cdot n .
$$

## 5. Examples

In this section, we give some applications of the main theorem. We also give an algorithm and apply it to a 2-D CA with larger order.

Example 2. Let $n=5, m=5$ and $a=2, b=2, c=1, d=1, f=2, h=1, e=1, g=2$. Then we get

$$
\begin{aligned}
&\left(T_{R}\right)_{25 \times 25}=\left(\begin{array}{ccccc}
S & I_{5} & 2 I_{5} & I_{5} & 2 I_{5} \\
2 I_{5} & S & I_{5} & 2 I_{5} & I_{5} \\
I_{5} & 2 I_{5} & S & I_{5} & 2 I_{5} \\
2 I_{5} & I_{5} & 2 I_{5} & S & I_{5} \\
I_{5} & 2 I_{5} & I_{5} & 2 I_{5} & S
\end{array}\right), \\
& S=\left(\begin{array}{ccccc}
0 & 2 & 2 & 1 & 1 \\
1 & 0 & 2 & 2 & 1 \\
1 & 1 & 0 & 2 & 2 \\
2 & 1 & 1 & 0 & 2 \\
2 & 2 & 1 & 1 & 0
\end{array}\right) .
\end{aligned}
$$

Direct computation of the rank of $\left(T_{R}\right)_{25 \times 25}$ gives 20 . On the other hand, if we apply Theorem (2), then we proceed in the following way:

$$
\begin{aligned}
T_{1}^{(1)} & =T_{1}=\left[S, I_{5}, 2 I_{5}, I_{5}, 2 I_{5}\right] \\
T_{1}^{(2)} & =-\frac{1}{e} T_{1}^{(1)}[1] \sigma^{(0)}\left(T_{3}\right)+T_{1}^{(1)} \\
& =-S\left[I_{5}, 2 I_{5}, S, I_{5}, 2 I_{5}\right]+\left[S, I_{5}, 2 I_{5}, I_{5}, 2 I_{5}\right] \\
& =\left[0_{5},-2 S+I_{5},-S^{2}+2 I_{5},-S+I_{5},-2 S+2 I_{5}\right]
\end{aligned}
$$

$$
\begin{aligned}
T_{2}^{(1)} & =T_{2}=\left[2 I_{5}, S, I_{5}, 2 I_{5}, I_{5}\right] \\
T_{2}^{(2)} & =-\frac{1}{e} T_{2}^{(1)}[1] \sigma^{(0)}\left(T_{3}\right)+T_{2}^{(1)} \\
& =-\left(2 I_{5}\right)\left[I_{5}, 2 I_{5}, S, I_{5}, 2 I_{5}\right]+\left[2 I_{5}, S, I_{5}, 2 I_{5}, I_{5}\right]=\left[0_{5}, S-I_{5},-2 S+I_{5}, 0_{5}, 0_{5}\right]
\end{aligned}
$$

$$
\begin{aligned}
T_{4}^{(1)} & =T_{4}=\left[2 I_{5}, I_{5}, 2 I_{5}, S, I_{5}\right] \\
T_{4}^{(2)} & =-\frac{1}{e} T_{4}^{(1)}[1] \sigma^{(0)}\left(T_{3}\right)+T_{4}^{(1)} \\
& =-2 I_{5}\left[I_{5}, 2 I_{5}, S, I_{5}, 2 I_{5}\right]+\left[2 I_{5}, I_{5}, 2 I_{5}, S, I_{5}\right]=\left[0_{5}, 0_{5},-2 S+2 I_{5}, S-2 I_{5}, 0_{5}\right]
\end{aligned}
$$

$$
T_{5}^{(1)}=T_{5}=\left[I_{5}, 2 I_{5}, I_{5}, 2 I_{5}, S\right]
$$

$$
T_{5}^{(2)}=-\frac{1}{e} T_{5}^{(1)}[1] \sigma^{(0)}\left(T_{3}\right)+T_{5}^{(1)}
$$

$$
=-\left(I_{5}\right)\left[I_{5}, 2 I_{5}, S, I_{5}, 2 I_{5}\right]+\left[I_{5}, 2 I_{5}, I_{5}, 2 I_{5}, S\right]=\left[0_{5}, 0_{5},-S+I_{5}, I_{5}, S-2 I_{5}\right]
$$

Thus,
$B=\left(\begin{array}{cccc}T_{1}^{(2)}[2] & T_{1}^{(2)}[3] & T_{1}^{(2)}[4] & T_{1}^{(2)}[5] \\ T_{2}^{(2)}[2] & T_{2}^{(2)}[3] & T_{2}^{(2)}[4] & T_{2}^{(2)}[5] \\ T_{4}^{(2)}[2] & T_{4}^{(2)}[3] & T_{4}^{(2)}[4] & T_{4}^{(2)}[5] \\ T_{5}^{(2)}[2] & T_{5}^{(2)}[3] & T_{5}^{(2)}[4] & T_{5}^{(2)}[5]\end{array}\right)=\left(\begin{array}{cccc}-2 S+I_{5} & -S^{2}+2 I_{5} & -S+I_{5} & -2 S+2 I_{5} \\ S-I_{5} & -2 S+I_{5} & 0_{5} & 0_{5} \\ 0_{5} & -2 S+2 I_{5} & S-2 I_{5} & 0_{5} \\ 0_{5} & -S+I_{5} & I_{5} & S-2 I_{5}\end{array}\right)$.
Hence, $\operatorname{rank}(B)=15$. Therefore, $\operatorname{rank}\left(\left(T_{R}\right)_{36 \times 36}\right)=(m-4) \cdot n+\operatorname{rank}(B)=(5-4) \cdot 5+15=20$. As a result, the CA is irreversible.

Example 3. Let $n=6, m=6$ and $a=2, b=2, c=1, d=1, f=2, h=1, e=2, g=1$. Then we have,

$$
\left(T_{R}\right)_{36 \times 36}=\left(\begin{array}{cccccc}
S & I_{6} & I_{6} & 0_{6} & 2 I_{6} & 2 I_{6} \\
2 I_{6} & S & I_{6} & I_{6} & 0_{6} & 2 I_{6} \\
2 I_{6} & 2 I_{6} & S & I_{6} & I_{6} & 0_{6} \\
0_{6} & 2 I_{6} & 2 I_{6} & S & I_{6} & I_{6} \\
I_{6} & 0_{6} & 2 I_{6} & 2 I_{6} & S & I_{6} \\
I_{6} & I_{6} & 0_{6} & 2 I_{6} & 2 I_{6} & S
\end{array}\right)
$$

$$
S=\left(\begin{array}{llllll}
0 & 2 & 2 & 0 & 1 & 1 \\
1 & 0 & 2 & 2 & 0 & 1 \\
1 & 1 & 0 & 2 & 2 & 0 \\
0 & 1 & 1 & 0 & 2 & 2 \\
2 & 0 & 1 & 1 & 0 & 2 \\
2 & 2 & 0 & 1 & 1 & 0
\end{array}\right)
$$

Direct computation of the rank of $\left(T_{R}\right)_{36 \times 36}$ gives 18 . On the other hand, if we apply Theorem (2), then we proceed in the following way:

$$
\begin{aligned}
& T_{1}^{(1)}=T_{1}=\left[S, I_{6}, I_{6}, 0_{6}, 2 I_{6}, 2 I_{6}\right], \\
& T_{1}^{(2)}=-\frac{1}{e} T_{1}^{(1)}[1] \sigma^{(0)}\left(T_{3}\right)+T_{1}^{(1)} \\
&=-2 S\left[2 I_{6}, 2 I_{6}, S, I_{6}, I_{6}, 0_{6}\right]+\left[S, I_{6}, I_{6}, 0_{6}, 2 I_{6}, 2 I_{6}\right] \\
&=\left[0_{6},\right. \\
&\left.-S+I_{6},-2 S^{2}+I_{6},-2 S,-2 S+2 I_{6}, 2 I_{6}\right], \\
& T_{1}^{(3)}=-\frac{1}{e} T_{1}^{(2)}[2] \sigma^{(1)}\left(T_{3}\right)+T_{1}^{(2)} \\
&=-2\left(-S+I_{6}\right)\left[0_{6}, 2 I_{6}, 2 I_{6}, S, I_{6}, I_{6}\right]+\left[0_{6},-S+I_{6},-2 S^{2}+I_{6},-2 S,-2 S+2 I_{6}, 2 I_{6}\right] \\
&= {\left[0_{6}, 0_{6},-2 S^{2}+S, 2 S^{2}-S, 0_{6}, 2 S\right], } \\
& T_{2}^{(1)}=T_{2}=\left[2 I_{6}, S, I_{6}, I_{6}, 0_{6}, 2 I_{6}\right], \\
& T_{2}^{(2)}=-\frac{1}{e} T_{2}^{(1)}[1] \sigma^{(0)}\left(T_{3}\right)+T_{2}^{(1)} \\
&=-2\left(2 I_{6}\right)\left[2 I_{6}, 2 I_{6}, S, I_{6}, I_{6}, 0_{6}\right]+\left[2 I_{6}, S, I_{6}, I_{6}, 0_{6}, 2 I_{6}\right] \\
&=\left[0_{6}, S-2 I_{6},-S+I_{6}, 0_{6},-I_{6}, 2 I_{6}\right], \\
& T_{2}^{(3)}=-\frac{1}{e} T_{2}^{(2)}[2] \sigma^{(1)}\left(T_{3}\right)+T_{2}^{(2)} \\
&=-2\left(S-2 I_{6}\right)\left[0_{6}, 2 I_{6}, 2 I_{6}, S, I_{6}, I_{6}\right]+\left[0_{6}, S-2 I_{6},-S+I_{6}, 0_{6},-I_{6}, 2 I_{6}\right] \\
&=\left[0_{6}, 0_{6},-2 S,-2 S^{2}+S,-2 S,-2 S\right], \\
& T_{4}^{(1)}=T_{4}=\left[I_{6}, 0_{6}, 2 I_{6}, 2 I_{6}, S, I_{6}\right], \\
& T_{4}^{(2)}=-\frac{1}{e} T_{4}^{(1)}[1] \sigma^{(0)}\left(T_{3}\right)+T_{4}^{(1)} \\
&=-2 I_{6}\left[2 I_{6}, 2 I_{6}, S, I_{6}, I_{6}, 0_{6}\right]+\left[I_{6}, 0_{6}, 2 I_{6}, 2 I_{6}, S, I_{6}\right] \\
&=\left[0_{6},-I_{6},-2 S+2 I_{6}, 0_{6}, S-2 I_{6}, I_{6}\right], \\
& T_{4}^{(3)}=-\frac{1}{e} T_{4}^{(2)}[2] \sigma^{(1)}\left(T_{3}\right)+T_{4}^{(2)} \\
&=-2\left(-I_{6}\right)\left[0_{6}, 2 I_{6}, 2 I_{6}, S, I_{6}, I_{6}\right]+\left[0_{6},-I_{6},-2 S+2 I_{6}, 0_{6}, S-2 I_{6}, I_{6}\right] \\
&=\left[0_{6}, 0_{6},-2 S, 2 S, S, 0_{6}\right],
\end{aligned}
$$

$$
\begin{aligned}
T_{5}^{(1)} & =T_{5}=\left[I_{6}, I_{6}, 0_{6}, 2 I_{6}, 2 I_{6}, S\right], \\
T_{5}^{(2)} & =-\frac{1}{e} T_{5}^{(1)}[1] \sigma^{(0)}\left(T_{3}\right)+T_{5}^{(1)} \\
& =-2\left(I_{6}\right)\left[2 I_{6}, 2 I_{6}, S, I_{6}, I_{6}, 0_{6}\right]+\left[I_{6}, I_{6}, 0_{6}, 2 I_{6}, 2 I_{6}, S\right]=\left[0_{6}, 0_{6},-2 S, 0_{6}, 0_{6}, S\right],
\end{aligned}
$$

$$
\begin{aligned}
T_{5}^{(3)} & =-\frac{1}{e} T_{5}^{(2)}[2] \sigma^{(1)}\left(T_{3}\right)+T_{5}^{(2)} \\
& =-2\left(0_{6}\right)\left[0_{6}, 2 I_{6}, 2 I_{6}, S, I_{6}, I_{6}\right]+\left[0_{6}, 0_{6},-2 S, 0_{6}, 0_{6}, S\right] \\
& =\left[0_{6}, 0_{6},-2 S, 0_{6}, 0_{6}, S\right] .
\end{aligned}
$$

Thus we have

$$
B=\left(\begin{array}{cccc}
T_{1}^{(3)}[3] & T_{1}^{(3)}[4] & T_{1}^{(3)}[5] & T_{1}^{(3)}[6] \\
T_{2}^{(3)}[3] & T_{2}^{(3)}[4] & T_{2}^{(3)}[5] & T_{2}^{(3)}[6] \\
T_{4}^{(3)}[3] & T_{4}^{(3)}[4] & T_{4}^{(3)}[5] & T_{4}^{(3)}[6] \\
T_{5}^{(3)}[3] & T_{5}^{(3)}[4] & T_{5}^{(3)}[5] & T_{5}^{(3)}[6]
\end{array}\right)=\left(\begin{array}{cccc}
-2 S^{2}+S & 2 S^{2}-S & 0_{6} & 2 S \\
-2 S & -2 S^{2}+S & -2 S & -2 S \\
-2 S & 2 S & S & 0_{6} \\
-2 S & 0_{6} & 0_{6} & S
\end{array}\right) .
$$

Hence, $\operatorname{rank}(B)=6$. Therefore, $\operatorname{rank}\left(\left(T_{R}\right)_{36 \times 36}\right)=(m-4) \cdot n+\operatorname{rank}(B)=(6-4) \cdot 6+6=18$. As a result, the CA is irreversible.

### 5.1. An Algorithm for Computing The Rank of $\left(T_{R}\right)_{m n \times m n}$

Now we can summarize the method introduced above for computing the rank of the rule matrix as follows:

Step 1. Determine respectively the first two rows $T_{1}$ and $T_{2}$ and the last two rows $T_{4}$ and $T_{5}$ which consists of block of matrices. Set $T_{1}^{(1)}=T_{1}, T_{2}^{(1)}=T_{2}, T_{4}^{(1)}=T_{4}$ and $T_{5}^{(1)}=T_{5}$.

Step 2. If $m>n+1$, compute the characteristic polynomial of $S$ by applying Cayley-Hamilton theorem [14].

Step 3. For $1 \leq k \leq m-4$, compute

$$
\begin{aligned}
& T_{1}^{(k+1)}=-\frac{1}{e} T_{1}^{(k)}[k] \sigma^{(k-1)}\left(T_{3}\right)+T_{1}^{(k)}, \\
& T_{2}^{(k+1)}=-\frac{1}{e} T_{2}^{(k)}[k] \sigma^{(k-1)}\left(T_{3}\right)+T_{2}^{(k)}, \\
& T_{4}^{(k+1)}=-\frac{1}{e} T_{4}^{(k)}[k] \sigma^{(k-1)}\left(T_{3}\right)+T_{4}^{(k)}, \\
& T_{5}^{(k+1)}=-\frac{1}{e} T_{5}^{(k)}[k] \sigma^{(k-1)}\left(T_{3}\right)+T_{5}^{(k)} .
\end{aligned}
$$

Hence, determine the matrices
$T_{1}^{(m-3)}[m-3], \ldots, T_{1}^{(m-3)}[m], T_{2}^{(m-3)}[m-3], \ldots, T_{2}^{(m-3)}[m], T_{4}^{(m-3)}[m-3], \ldots, T_{4}^{(m-3)}[m]$ and $T_{5}^{(m-3)}[m-3], \ldots, T_{5}^{(m-3)}[m]$.

If $m>n+1$, in every iteration while computing $T_{i}^{(k)}(i=1,2,4,5)$, since $S$ is a matrix, arithmetic can be carried out modulo the characteristic polynomial of $S$ which saves reasonable time.

Step 4. Compute the rank of

$$
B=\left(\begin{array}{cccc}
T_{1}^{(m-3)}[m-3] & T_{1}^{(m-3)}[m-2] & T_{1}^{(m-3)}[m-1] & T_{1}^{(m-3)}[m] \\
T_{2}^{(m-3)}[m-3] & T_{2}^{(m-3)}[m-2] & T_{2}^{(m-3)}[m-1] & T_{2}^{(m-3)}[m] \\
T_{4}^{(m-3)}[m-3] & T_{4}^{(m-3)}[m-2] & T_{4}^{(m-3)}[m-1] & T_{4}^{(m-3)}[m] \\
T_{5}^{(m-3)}[m-3] & T_{5}^{(m-3)}[m-2] & T_{5}^{(m-3)}[m-1] & T_{5}^{(m-3)}[m]
\end{array}\right)
$$

Therefore, $\operatorname{rank}\left(\left(T_{R}\right)_{m n \times m n}\right)=(m-4) \cdot n+\operatorname{rank}(B)$.
Here we give an example that makes use of the algorithm introduced above.
Example 4. Let $n=6, m=1000$ and $a=2, b=1, c=1, d=1, f=2, h=2, e=2, g=1$. Hence, the representation matrix of this two dimensional cellular automata is of size $6000 \times 6000$. In order to compute its rank, we apply the algorithm:

Step 1. We determine respectively the first two rows $T_{1}$ and $T_{2}$ and the last two rows $T_{4}$ and $T_{5}$ which consists of block of matrices. Set $T_{1}^{(1)}=T_{1}, T_{2}^{(1)}=T_{2}, T_{4}^{(1)}=T_{4}$ and $T_{5}^{(1)}=T_{5}$.

Step 2. Since $m>n+1$, the characteristic polynomial of $S$ charpoly $(S)=S^{6}+S^{3}$. So, in each computational step we apply the Cayley-Hamilton theorem [14] to reduce the algebra dramatically.

Step 3. By applying the reduction formula we get the rows of matrix $B$ which are given in the next step.

Step 4. So

$$
B=\left(\begin{array}{cccc}
2 S+2 S^{2} & 2 S^{2}+1 & 2 S^{2}+S^{3} & S^{4}+S+2 S^{2}+2 \\
S^{3}+2+2 S^{2} & 2 S+2 S^{2} & S^{3}+2 S^{4}+2 S+1 & 2 S^{3}+S^{4}+S \\
2 S^{3}+S^{4}+S & S^{4}+S+2 S^{2}+2 & S^{4}+2 S+S^{2}+2 S^{5} & 2 S^{3}+S^{4}+S+1 \\
S^{3}+2 S^{4}+2 S+1 & 2 S^{2}+S^{3} & 2 S+S^{5}+2 S^{2}+2 & S^{4}+2 S+S^{2}+2 S^{5}
\end{array}\right) .
$$

Therefore, $\operatorname{rank}(B)=18$ and
$\operatorname{rank}\left(\left(T_{R}\right)_{m n \times m n}\right)=(m-4) \cdot n+\operatorname{rank}(B)=(996) \cdot 6+18=5994$.
P.S. In Example 3, running these four algorithms for $m=1000$ and $n=6$ took approximately 522 seconds in an ordinary computer (Intel Core DuoCPU, 1.6GHZ, 1GB RAM).

## 6. Bit Error Correcting-Detecting Code Based On Nonsingular Transition Matrix 2D Cellular Automata

One Dimensional Cellular Automata based bit error correcting codes (ECC) proposed by Chaudhuri et al. [8] in 1994 (see [7]). They studied CA based ECC over binary fields. In this
section, we extend CA based bit error correcting code (CA-ECC) over ternary fields. CA based bit error correcting codes have two main advantages if compared to standard linear coding. The first advantage is that if errors occur only in the information or in check bits, decoding is very simple and fast. Even in the case where the errors are in both information part and check part the decoding steps are less than the classical syndrome decoding method. The second advantage is that the structure of cellular automata allows parallel computing which leads to faster computations and simple hardware implementations.

Now, we present some basics of error correcting codes. Further and more detailed information on this topic can be found in [15]. It is well-known that $V=\mathbb{Z}_{3}^{n}$ is a $\mathbb{Z}_{3}$-vector space.
Definition 1. A subspace $C$ of $V$ is called a linear code of length $n$. The matrix with rows consisting of the basis of $C$ is called a generator matrix of the code. The elements of $C$ are called codewords.

Error correcting codes are applied in digital media. An information is encoded in order to be able to detect errors or even correct them. An information of length $k$ is encoded to an $n$ tuple an regarded as an element (codeword) of $C$. After the transmission process if a linear code can detect and correct one error then the code is called one error correcting code. The number of nonzero entries of a vector $v$ in $V$ is called the Hamming weight of $v$. The smallest nonzero weight among all codewords of a linear code $C$ is called the minimum Hamming weight of $C$. A linear code $C$ of length $n$, dimension $k$ and minimum Hamming weight $d$ is represented by $[n, k, d$ ]. For a detailed information the reader can refer to [15]. These three parameters play an important role in error correcting codes. Especially the minimum Hamming weight of a code is is very crucial.

Theorem 3. [15] If $C$ is a linear code with minimum Hamming weight d, then $C$ can correct up to $\left\lfloor\frac{d-1}{2}\right\rfloor$ errors.

Let $T$ be $n \times n$ nonsingular transition matrix of 2D-cellular automata with $N P N N$. Suppose that there exists $1 \leq k \leq n, k \in \mathbb{Z}^{+}$such that $G=\left[I_{n} \mid T^{k}\right]\left(I_{n}, n \times n\right.$ identity matrix) generates a linear code that corrects at least one error.

### 6.1. Encoding

Let $I=\left(i_{1}, i_{2}, \ldots, i_{n}\right) \in \mathbb{Z}_{3}^{n}$ be information bits, where $n$ is the rank of nonsingular transition matrix. Then $C W=\left(I, T^{k}[I]\right)=\left(i_{1}, i_{2}, \ldots, i_{n}, c_{n+1}, c_{n+2}, \ldots, c_{2 n}\right)$ is a code word ( $C=T^{k}[I]=\left(c_{n+1}, c_{n+2}, \ldots, c_{2 n}\right)$ is the check bits).

Now, we give a decoding scheme for CA based single bit error correcting code which is an extension from binary [8] to ternary case.

### 6.2. Decoding

Let $C W^{\prime}=\left(I^{\prime}, T^{k}[I]\right)=\left(i_{1}^{\prime}, i_{2}^{\prime}, \ldots, i_{n}^{\prime}, c_{n+1}^{\prime}, c_{n+2}^{\prime}, \ldots, c_{2 n}^{\prime}\right)$ be received word, then we compute syndrome vector as follows:

$$
S=2 T^{k}\left[I^{\prime}\right] \oplus C^{\prime}
$$

Case 1. Let all errors occur in the information bits, then the syndrome of the information part is
$S_{n}=2 T^{k}\left[I^{\prime}\right] \oplus C^{\prime}$ and $T^{-k}\left[S_{n}\right]$ is error vector of information part. In this case the syndrome vector of check part $S_{c}$ is all zero vector. Then, the error vector is
$E=\left(T^{-k}\left[S_{n}\right], S_{c}\right)=\left(T^{-k}\left[S_{n}\right], 00 \ldots 0\right)$
Case 2. Let all errors occur in the check part, then, the syndrome of check part (at the same time error vector of check part) is
$S_{c}=T^{k}\left[I^{\prime}\right] \oplus 2 C^{\prime}$.In this case the syndrome vector of information part $S_{n}$ is all zero vector, then the error vector is
$E=\left(T^{-k}\left[S_{n}\right], S_{c}\right)=\left(00 \ldots 0, T^{k}\left[I^{\prime}\right] \oplus 2 C^{\prime}\right)$.
Case 3. Both information and check parts are in error. Then, we take $S_{c}$ all possible error vectors and execute decoding Cases 1 and 2.

Now we give an example that illustrates the algorithm proposed above:
Example 5. Let us take the following transition matrix $\left(T_{R}\right)_{25 \times 25}=\left(\begin{array}{ccccc}S & I_{5} & 2 I_{5} & I_{5} & 2 I_{5} \\ 2 I_{5} & S & I_{5} & 2 I_{5} & I_{5} \\ I_{5} & 2 I_{5} & S & I_{5} & 2 I_{5} \\ 2 I_{5} & I_{5} & 2 I_{5} & S & I_{5} \\ I_{5} & 2 I_{5} & I_{5} & 2 I_{5} & S\end{array}\right)$,
where $S=\left(\begin{array}{lllll}0 & 1 & 2 & 1 & 1 \\ 1 & 0 & 1 & 2 & 1 \\ 1 & 1 & 0 & 1 & 2 \\ 2 & 1 & 1 & 0 & 1 \\ 1 & 2 & 1 & 1 & 0\end{array}\right)$. For $k=2, G=\left[I_{25} \mid\left(T_{R}\right)_{25 \times 25}^{2}\right]$ generates
$C \rightarrow[50,25,10]_{3}-$ code, and $d(C)=10$ then $C$ can correct 4 errors.
Let $I=111111111122222222222222 \in \mathbb{Z}_{3}^{25}$ be a word. Then we generate check bits

$$
C=\left(T_{R}\right)_{25 \times 25}^{2}[I]=1111100000000001111100000
$$

$$
\begin{aligned}
C W= & \left(I,\left(T_{R}\right)_{25 \times 25}^{2}[I]\right)=1111111111222222222222221111100000000001111100000 \\
& \in \mathbb{Z}_{3}^{50}
\end{aligned}
$$

Case 1. Four errors occur in the information bits. Let the received word be

$$
\begin{aligned}
C W^{\prime} & =\widehat{0000} 11111122222222222221111100000000001111100000=\left(I^{\prime} \mid C^{\prime}\right) \\
S & =2 T^{2}\left[I^{\prime}\right] \oplus C^{\prime} \\
& =2020011012112112212122021 \oplus 1111100000000001111100000 \\
& =0101111012112110020222021 \\
S_{25} & =S \oplus S_{c}=0101111012112110020222021
\end{aligned}
$$

```
I}=\mp@subsup{T}{}{-2}[\mp@subsup{S}{25}{}]=1111000000000000000000000
    I=I'}\oplus\mp@subsup{I}{e}{}=\widehat{0000111111222222222222222 \oplus1111000000000000000000000
        =1111111111222222222222222.
    C=C'=1111100000000001111100000
    E=11110000000000000000000000000000000000000000000000.
```

Case 2. Four errors occur in the check part. Let the received word be
$C W^{\prime}=1111111111222222222222222 \widehat{2222} 100000000001111100000=\left(I^{\prime} \mid C^{\prime}\right)$.
$S=T^{2}\left[I^{\prime}\right] \oplus 2 C^{\prime}=1111100000000001111100000 \oplus 1111200000000002222200000$
$=2222000000000000000000000$.
$S_{25}=0000000000000000000000000$
and
$S_{c}=2222000000000000000000000$.
$I_{e}=T^{-2}\left[S_{25}\right]=0000000000000000000000000$.
$C_{e}=S_{c}=2222000000000000000000000$.
$C=C^{\prime} \oplus C_{e}=\widehat{2222} 100000000001111100000 \oplus 2222000000000000000000000$ $=1111100000000001111100000$.
$E=00000000000000000000000002222000000000000000000000$.
Case 3. Both information and check part are in error. Let the received word be
$C W^{\prime}=111 \widehat{00} 1111222222222222222111110000 \widehat{2200001111100000}$.
$S=2 T^{2}\left[I^{\prime}\right] \oplus C^{\prime}=2(1021002221101201102020122) \oplus 1111100002200001111100000$ $=0120101111102100012110211$.

After first and second cycles fail to detect errors take $S_{c}$ all possible error vectors in the check part. Consider the case when
$S_{c}=0000000001100000000000000$.
$S_{25}=S \oplus S_{c}=0120101112202100012110211$.
$I_{e}=T^{-2}\left[S_{25}\right]=0000110000000000000000000$.
$I=I^{\prime} \oplus I_{e}=1111 \widehat{00} 111122222222222222 \oplus 0000110000000000000000000$ $=1111111111222222222222222$.
$C=C^{\prime} \oplus C_{e}=111110000 \widehat{22} 00001111100000 \oplus 0000000001100000000000000$ $=1111100000000001111100000$.
$E=00001100000000000000000000000000001100000000000000$.

In the Case-3, where errors occur in the both information and check part, firstly the check part is corrected by classical syndrome decoding which require in total $\sum_{i=0}^{3}\binom{25}{i}$ steps. Secondly the information part is corrected by applying Case-1 which requires only one step. On the other hand if the classical decoding method is used, $\sum_{i=0}^{4}\binom{50}{i}$ steps are required. So as $n$ is larger the advantage of using CA becomes clearer.

## 7. Conclusion

2-D finite CA with the rule $N P N N P$ has been defined on the field $\mathbb{Z}_{3}$. The rule matrix of the 2-D finite CA has been obtained. Characterization of 2-D finite CA with the rule $N P N N P$ has been investigated. Properties of the 2-D finite CA over other fields (see [3]) remain to be of great research interest. In this paper we focuss on algebraic representation for a novel 2-D CA over ternary fields. We give some examples of the algorithms established here. Finally, we present an application to error correcting codes and discuss the advantages of using CA. Some other applications of this family of codes especially to cryptography, simulation of natural phenomena, pseudo-random number generators, etc. is waiting to be explored.
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