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Abstract—A 3D microsystem for multi-site penetrating ex-
tracellular neural recording from the brain is presented. A
16 16-channel neural recording interface integrated proto-
type fabricated in 0.35 m CMOS occupies 3.5 mm 4.5 mm
area. Each recording channel dissipates 15 W of power with
input-referred noise of 7 ���� over 5 kHz bandwidth. A
switched-capacitor delta read-out data compression circuit trades
recording accuracy for the output data rate. An array of 1.5 mm
platinum-coated microelectrodes is bonded directly onto the die.
Results of in vitro experimental recordings from intact mouse
hippocampus validate the circuit design and the on-chip electrode
bonding technology.

Index Terms—Multi-channel recording, microelectrodes,
extracellular recording, electrode array, implantable, brain, hip-
pocampus, delta compression, neural amplifier.

I. INTRODUCTION

T
HE human brain is a collection of billions of intercon-

nected neurons. Each neuron employs electrochemical re-

actions to receive, process and transmit information. Monitoring

bio-electrical signals in the brain helps understand the nature of

various neurophysiological behaviors.

Electrical recording from the brain is commonly performed

by one of several electrophysiological methods. Intracellular

recording and patch-clamp recording yield very accurate infor-

mation but require precise placement of an electrode or an elec-

trically conductive glass pipette to penetrate or abut the neuron

cell membrane. They are typically limited to recording from

a single neuron. Extracellular recording employs an electrode

placed in the extracellular space near one or several neurons

without penetrating a neuron cell body. The electrode captures

the cumulative electrical activity of the surrounding neurons. As

precise placement of the electrode is not required, extracellular
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Fig. 1. Utah electrode array (UEA).

recording is well suited for multi-site recording of neural ac-

tivity using microelectrode arrays such as the Utah electrode

array depicted in Fig. 1. Multi-site neural recordings capture

and utilize the heterogeneity across biological ensembles in the

brain.

The amplitude of extracellular neural activity typically

ranges between several microvolts and a few millivolts, with

most of the signal power concentrated in the frequency band

between sub-hertz and a few kilohertz. Recording of neural

activity has been traditionally performed using high-accuracy

bench-top biomedical instrumentation equipment. These instru-

ments are generally stationary, bulky, limited to one or a few

acquisition channels, and prone to excessive interference noise

due to electrode wiring. Integrated neural recording microsys-

tems, fabricated on a single semiconductor substrate, lack these

drawbacks. They offer a small, low-power, low-noise, and

cost-effective chronically implantable alternative to commer-

cial bench-top instruments [1]–[9].

The recording channel in an integrated neural interface typ-

ically performs signal acquisition, band-pass filtering, ampli-

fication, and in some instances quantization. An efficient de-

sign of the neural amplifier has been a focus of much research.

As neural signals typically have weak amplitudes, low-noise

operation is of critical importance. When a neural recording

microsystem is implanted in the brain, a tight power density

budget is imposed in order to prevent damage to the surrounding

tissue due to excessive dissipated heat [10]. Channel integration

area is often limited by form-factor considerations such as the

recording site pitch as well as the technology cost and yield.

Low-noise performance of a neural amplifier typically comes at

the cost of spending power and integration area.

The conflicting trade-offs among noise, power dissipation and

integration area of a neural amplifier impose a set of stringent
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design constraints. A number of CMOS transconductance am-

plifier topologies have been utilized and their designs optimized

to satisfy these constraints. The design in [1] employs a current-

mirror transconductance amplifier with some transistors biased

in weak inversion region. The neural amplifier in [2] is com-

prised of a five-transistor differential amplifier with a second

common-source gain stage. The neural recording interface in [3]

employs a folded-cascode amplifier topology. Although a va-

riety of amplifier topologies have been investigated, their noise

is typically reduced at the cost of increased power and integra-

tion area. We employ a transconductance amplifier with the tele-

scopic topology in the first stage of a recording channel. It has

fewer transistors which generate noise and require power for

their biasing. The amplifier dissipates less power and occupies

less area than the topologies in [1], [2], and [3] and maintains

an acceptable RMS noise level of 7 V over 5 kHz bandwidth.

As the bandwidth of neural signals can reach 5 kHz, neural in-

terfaces recording on many channels yield large amount of data

which can not be efficiently stored, processed or transmitted.

Spike detection has been a data reduction method of choice in a

number of neural recording microsystem designs [4], [5]. Con-

ventional spike detection algorithms perform thresholding of the

amplitude of the recorded signal in order to capture the majority

of action potentials, but discard other important neurophysio-

logical information such as neural activity below or above a

threshold level, or activity in an abnormal neurological state.

We perform on-chip analog delta compression of neural data.

Temporal derivative of a neural signal is computed and its value

transmitted only if it rises above a certain threshold. The choice

of the threshold sets a flexible trade-off between recording ac-

curacy and output data rate. The output data rate is proportional

to the mere information rate of the neural data but not to the di-

mensions of the electrode array or the sampling rate.

In applications such as neural prostheses, animal studies

and high throughput drug screening, recordings from within

a volume of neural tissue are required. Spatial proximity of

multiple recording sites and interference noise considerations

suggest fabrication of multiple electrodes directly on or near

the die. Recording microsystems with three-dimensional (3D)

electrode arrays of various configurations fabricated near the

die have been reported such as with electrodes co-planar with

the die [4], [6]. Implementations with 3D electrode arrays

bonded directly to the surface of the chip have been reported

for 16 recording sites [7] and proposed for 100 recording sites

[5]. Implementations with a higher number of channels have

been reported without electrodes and at the cost of increased

circuit noise [8]. We previously reported a 256-channel mi-

crosystem with 100- m on-chip electrodes for recording of

neural activity from acute brain slices of mice [9], [11]. We

now present a neural recording microsystem with on-chip array

of longer electrodes for volume recording from brain tissue.

The electrode array is attached directly to the surface of the die

by means of a low-cost bonding method.

This paper presents a 256-channel neural recording and delta

compression microsystem implementation first reported in [12],

and addresses in detail the design challenges and corresponding

solutions identified above. The rest of the paper is organized

as follows. Section II details the design and VLSI implementa-

Fig. 2. Micrograph of the 256-channel integrated neural interface. The
3.5� 4.5 mm die was fabricated in a 0.35 �m CMOS technology.

tion of the low-power densely-integrated neural amplifier and

other circuits in the recording channel. Section III describes

the peripheral circuits performing on-chip delta compression

of the recorded neural data. Section IV presents the hybrid mi-

crosystem comprised of a neural recording interface prototype

integrated with an array of on-chip microelectrodes.

II. RECORDING CHANNEL

A. Channel Architecture

The microsystem records neural activity simultaneously on

256 channels from a volume of brain tissue. The signal acqui-

sition circuits are arranged in a 16 16 array as shown in the

micrograph of one of the prototypes in Fig. 2. As recording

electrodes are bonded directly onto the surface of the die, the

200- m cell pitch is dictated by spatial resolution requirements

of extracellular recording in the hippocampus of mice. Elec-

trodes are interfaced to the recording channels through non-pas-

sivated electrode bonding pads, each 80 80 m in size.

To preserve channel-to-channel temporal correlation of

recorded neural signals, each channel is implemented as an

independent voltage amplifier with in-channel memory as

depicted in Fig. 3. Continuous-time implementation of the am-

plification stages avoids input signal contamination by digital

signals. As a high closed-loop gain is required, the channel

employs two stages of amplification. This maintains capacitor

sizes within the recording cell pitch requirement.

The first stage of the channel is a low-noise difference am-

plifier. Electrochemical effects occurring at the electrode-tissue

interface cause a random DC voltage offset that is several orders

of magnitude larger than the neural signal amplitude. To avoid

amplifier saturation, the channel inputs are capacitively cou-

pled to the first stage operational transconductance amplifier.

This ensures DC input rejection of the amplifier. Amplification

is performed by means of capacitive feedback. The mid-band

gain is determined by the ratio , where
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Fig. 3. Block diagram of the recording channele.

pF and fF for the nominal value of 34 dB. The

DC biasing point at the inputs of the amplifier is set by a resis-

tive element in the negative feedback. Its value sets the cut-off

frequency of a resulting high-pass filter. The spectral content

of neural signals in the brain extends down to sub-hertz fre-

quencies. To capture these frequencies, a large resistor, in the

order of giga-ohms, should be utilized. As a large linear resistor

can not be densely integrated, a MOS transistor biased in the

subthreshold region of operation [1], [13] is employed. Its bias

voltage sets the high-pass filter cut-off frequency which can be

tuned between 0.01 Hz and 70 Hz. The amplifier also performs

anti-aliasing filtering. The low-pass filter cut-off frequency is

approximately equal to and is tun-

able in the range from 500 Hz to 5 kHz as set by the bias current

of the operational transconductance amplifier. Any DC drift due

to junction leakage can be removed by periodic resetting the am-

plifier to the unity gain configuration [3]. In order to relax the

trade-offs among noise, power and area, a telescopic operational

transconductance amplifier is employed. As a wide dynamic

range is not needed in the first stage, the telescopic topology

yields savings in power dissipation and integration area, as dis-

cussed in detail in Section II.B.

The second stage of the channel is a single-ended capaci-

tively-coupled voltage amplifier. Mid-band gain programma-

bility is achieved by configuring a programmable bank of ca-

pacitors in its feedback. The second stage requires a large output

dynamic range and employs a wide-swing current-mirror oper-

ational transconductance amplifier topology. As the noise con-

tribution of the second stage is insignificant compared to that of

the first stage, the power dissipation of the second stage can be

reduced with little effect on the recording channel noise perfor-

mance. The details of this design are given in [11] and [14].

A high-resistance MOS transistor is also employed in the

second stage feedback to set a DC voltage at its input. Unde-

sirable nonlinear distortion can be caused by changes in the

feedback resistance of the second stage when the output voltage

swing is large. This effect can be reduced by biasing the second

stage at a lower cut-off frequency than that of the first stage or

by using a lower setting of the second stage gain. Other second

stage implementations such as connecting the feedback MOS

resistor to a DC voltage [15] or using a purely resistive feed-

back [16] can eliminate these constraints.

The output of the second stage amplifier is sampled by a

switched-capacitor sample-and-hold circuit. The sample-and-

hold circuit contains two analog memories in order to store two

consecutive signal samples as shown in Section II.C. This is nec-

essary to compute temporal difference in delta compression of

neural data as discussed in Section III.

B. Low-Power Neural Amplifier

A critical component in the design of the recording channel is

the first stage operational transconductance amplifier, as it con-

tributes most of the circuit noise. Previously reported designs

utilize several operational transconductance amplifier topolo-

gies with low-noise performance and a small power budget. A

wide-swing current-mirror operational transconductance ampli-

fier is proposed in [1], where the noise performance was op-

timized by increasing power consumption. A fully-differential

folded-cascode architecture was reported in [3] where degen-

eration resistors considerably reduce the noise contribution of

certain transistors and lead to an improvement of the overall

noise performance without a power overhead. It is observed,

however, that in these two common architectures a wide-swing

operational transconductance amplifier topology has a dynamic

range much larger than what is needed in the first stage of am-

plification in a multi-stage recording channel. These topologies

can be replaced by a low-swing topology in the first stage of a

channel with less power consumption and without any compro-

mise in the noise performance.

The circuit diagram of the telescopic operational transcon-

ductance amplifier employed in the first stage of the recording

channel is shown in Fig. 4. As will be shown next, this

low-swing topology yields a factor of five reduction in power

dissipation compared to the design in [1] for the same noise.

This is due to fewer DC branches and fewer noise sources in

the signal path. Transistor biasing conditions are critical for

achieving low-noise performance while dissipating little power.

At low frequencies it is possible to model the overall noise of an

amplifier as a single voltage source in series with the input [17].

Authorized licensed use limited to: IEEE Xplore. Downloaded on March 3, 2009 at 15:50 from IEEE Xplore.  Restrictions apply.



998 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 44, NO. 3, MARCH 2009

Fig. 4. Telescopic operational transconductance amplifier in the first stage of
the recording channel (all transistor sizes are in units of micron).

The thermal component of the voltage noise of the telescopic

operational transconductance amplifier can be shown to be

(1)

The thermal noise effect of transistors – is negligible. It is

clear that by biasing the transistors such that

the noise contribution of is minimized. Thus, by

making such that are biased in

strong inversion and are biased in weak inversion, the

thermal noise contribution of is minimized and the overall

thermal noise performance is improved. Further noise reduction

can be achieved by increasing the biasing current at the cost of

higher power dissipation.

The noise of the transistors is accounted for by placing a

voltage source given by in series with each

gate terminal. The input-referred noise power of the tele-

scopic operational transconductance amplifier can be shown to

be

(2)

The noise contribution of is scaled by a small factor

of making it insignificant compared to that of

. The noise contribution of is greatly reduced by

employing large pMOS transistors in the input differential pair

as they exhibit less noise than nMOS transistors [18]. The

total input-referred noise is the sum of the two noise contribu-

tions in (1) and (2).

Table I summarizes the simulated characteristics of the the

first-stage operational transconductance amplifier. Figs. 5(a)

and (b) show its measured noise spectrum and amplitude

response of the first stage. Fig. 6 depicts neural activity

experimentally recorded by two neural amplifiers on the

chip connected to off-chip recording electrodes. The shown

neural activity corresponds to an epileptic seizure-like event

chemically-induced in an intact hippocampus of a mouse. A

characteristic seizure development is clearly seen.

TABLE I
SIMULATED TELESCOPIC OPERATIONAL TRANSCONDUCTANCE AMPLIFIER

ELECTRICAL CHARACTERISTICS

Fig. 5. Experimentally measured neural amplifier (the first stage) input-re-
ferred noise, (a); and amplitude frequency response for three sets of BPF
programmable cut-off frequencies, (b).

Table II compares this neural amplifier with the previously

reported designs in [1], [2], and [3]. The noise efficiency factor

(NEF) [19] is comparable to the best one in [1] (15 percent

more) but the area of the channel is significantly smaller (the

first stage occupies half of the channel area) as dictated by the

recording channel cell pitch requirement. This improvement in

integration density is a result of several design choices. The tele-

scopic topology offers a better trade-off between noise, power

and area. This allows for a smaller amplifier active area with

a comparable NEF. The minimum capacitor values are smaller

due to the area constraints. Cascading stages reduces capacitor
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TABLE II
COMPARISON OF LOW-POWER NEURAL AMPLIFIER CHARACTERISTICS

Fig. 6. Neural recordings experimentally measured with two neural ampli-
fiers, (a) and (b). Epileptic seizure-like events were induced chemically by low
�� .

ratios. Using a technology with a smaller feature size has a min-

imal effect on the integration area as most of the transistors are

not of minimum length and the capacitance per area is similar

to that of the technology in [1]. Our technology, however, pro-

vided lower flicker noise which is partially due to differences in

foundries.

C. Sample-and-Hold Circuit

Accurate multi-site neural recording requires maintaining

a high degree of correlation in time among all channels.

Time-multiplexed recording architectures do not allow for

such correlation unless the sampling frequency is very high.

This necessitates a memory buffer in each channel to store the

sampled signal. Two-dimensional frames of samples across

the whole array are captured simultaneously and then read out

sequentially.

Fig. 7. Sample-and-hold circuit with double analog memory, and its timing
diagram.

The sample-and-hold cell includes two storage capacitors as

shown in Fig. 7. The double memory array stores two subse-

quent neural activity frames as necessary for delta compression

as described in Section III. To maintain charge injection from

the sampling switch signal-independent, a two-switch sampling

technique is used. The switches connected to the bottom plates

of the sampling capacitors have gate-to-source voltages

independent of the input signal and thus always inject the same

charge onto the capacitors. These switches are turned off shortly

before the main sampling switch is turned off as shown in the

timing diagram in Fig. 7. Charge injection by the main sampling

switch is negligent as the capacitors are floating when it turns

off.

Read-out is performed row-wise by setting the row select

signal RS one row at a time as shown in the timing diagram
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Fig. 8. A two-dimensional experimental recording of a water drop placed on a
die and driven by a sinusoidal signal.

Fig. 9. Block diagram of delta compression and off-chip reconstruction of
neural data.

in Fig. 7. The read-out sampling clock is a sum (OR) of

non-overlapping clocks and employed by the delta com-

pression circuitry as will be described in Section III. To ensure

memoryless charge sharing between the two sampling capac-

itors and the sampling node parasitics, the sampling node is

charged to a fixed voltage by a reset clock before each

read-out.

In order to validate the two-dimensional recording function-

ality of the sample-and-hold circuit, the following experiment

was conducted. A drop of water was placed on the surface of

the 16 16 electrode array of one of the integrated prototypes

and driven by a low-amplitude sinusoidal voltage. The stimulus

signal was recorded at 5 kHz sampling rate and displayed on a

PC in real time as an ‘electronic video’ stream. Fig. 8 shows a

three-dimensional map of one frame recorded on a test chip cor-

responding to the peak value of the input sinusoid.

III. DELTA COMPRESSION

The neural recording array captures electronic images of the

brain activity. Similarly to optical CMOS imagers [20], we uti-

lize a data compression scheme known as delta compression for

neural data reduction.

Delta compression is performed by computing the difference

of two subsequent neural activity frames and discarding any re-

sulting values that are below a certain threshold as depicted in

Fig. 9. The neural data is compressed since only change in the

activity above a certain threshold is transmitted. The original

neural data is reconstructed on the receiver side by accumulating

the incoming frame differences.

The 16 16-cell double analog memory in Fig. 7 captures

two subsequent neural activity frames with no rolling delay.

The column-parallel switched-capacitor delta circuit shown in

Fig. 10 computes an approximation of a temporal derivative of

Fig. 10. Column-parallel switched-capacitor delta circuit.

Fig. 11. Top, an input sinusoidal signal to the recording channel; bottom, ex-
perimentally measured output waveform (the temporal derivative of the input;
accuracy limited by the off-chip ADC resolution).

the signal in each channel in one row, row by row. As mentioned

above, the sampling clock is a sum of two non-over-

lapping clocks, and . As the circuit performs double sam-

pling, it also removes any DC offsets due to channel-to-channel

mismatches and reduces the effect of noise [21]. A single-

ended cascoded common-source amplifier is employed yielding

small integration area and low power consumption. The ampli-

fier is designed and biased to ensure sufficient gain, bandwidth

and slew-rate for the target 8-bit accuracy and 10 ksps frame

sampling rate.

To experimentally characterize the delta circuit, a sinusoidal

signal is applied to its input. As the delta circuit performs dis-

crete differentiation, the output is another sinusoid with a 90

phase shift and an amplitude proportional to the ratio of the input

frequency and the clocking frequency. Fig. 11 shows the exper-

imentally measured input signal and output signal of the double

sampling circuit. The shown output waveform accuracy is lim-

ited by the resolution of an off-chip analog-to-digital converter.

To demonstrate the utility of the delta data compression

algorithm in neurophysiological applications, we simulate it

on experimentally recorded epileptic seizure data shown in

Fig. 6. A short segment of the recording in Fig. 6(a) is shown

in Fig. 12(a). It is delta-compressed using thresholds of 50, 100

and 200 V. The resulting reconstructed waveforms are shown

in Figs. 12(b), (c) and (d), respectively. It can be observed

that the seizure waveform is well preserved at these threshold

levels. Other existing on-chip data compression methods such

as adaptive thresholding in [4] are generally not well-suited for

compressing such abnormal neural activity.
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Fig. 12. (a), A segment of the recording in Fig. 6(a), and its simulated recon-
structed versions for thresholds of: (b), 50 �V, (c), 100 �V, and (d), 200 �V.

By increasing the sensitivity threshold level, the compres-

sion ratio can be increased at the expense of reducing the accu-

racy of reconstructed data. To quantify this trade-off, the peak

signal-to-noise ratio is calculated. It compares the quality of the

reconstructed data with the original data:

(3)

where MAX is the maximum recording channel output value

for all samples, and MSE is the mean squared error for all sam-

ples. Fig. 13 illustrates the resulting simulated peak signal-to-

noise ratio versus the compression ratio for the data shown in

Fig. 12(a). The plot reflects a typical quality-size trade-off in

data compression. The threshold value is set off-chip as needed

for a specific neurophysiological application. Based on the data

in Fig. 12(c), the threshold of 100 V is deemed appropriate

for neural data containing epileptic seizures corresponding to a

compression ratio of over 800.

Fig. 13. Simulated peak signal-to-noise ratio (PSNR) of the reconstructed
neural activity data.

IV. MICROSYSTEM INTEGRATION

As the amplitude of recording signals is small (microvolts

to millivolts) and the impedance of recording electrodes is

high (kilo-ohms to mega-ohms), ambient electro-magnetic

radiation interferes with the neural signals being recorded.

Fabricating recording electrodes directly on the surface of

the neural recording die minimizes such interference. The

geometry and pitch of on-chip recording electrodes depends on

requirements of a specific neurophysiological application. We

previously reported a on-chip fabrication process of short (100

m) Au electrodes for neural recording from acute brain slices

of mice [11]. The neural recording prototype presented here

can also be used for recording from acute slices at 256 sites

utilizing the same electrodes as in [11]. In this paper we focus

on applications where recording from a deeper volume of brain

tissue is required.

For higher penetration depth applications, a Utah electrode

array shown in Fig. 1 was bonded onto the die. The array is com-

prised of 10 10 silicon electrodes with shanks insulated with

Parylene-C. Tips of the electrodes are exposed for 40–60 m

and coated with platinum for precisely localized extracellular

recording. Bases of the electrodes are insulated with glass. Each

electrode is 1.5 mm long. As the 400 m Utah electrode array

electrode pitch is twice the recording channel cell pitch, a set of

8 8 electrodes were bonded for a total of 64 recording sites.

An electrode array with 200 m electrode pitch can be bonded

following the same procedure yielding a total of 256 recording

sites.

Fig. 14 shows a cross-section of the assembled microsystem.

A technology similar to a conventional flip-chip bonding tech-

nology is utilized. It is a reliable and low-cost method of in-

tegrating the two heterogeneous pitch-matched components to-

gether. The bonding process involves several steps.

The first step is gold stud bumping of the CMOS die. The

gold stud bumping process is a modification of a regular wire-

bonding procedure. In the wire bonding process, a bonding ma-

chine creates an electric connection between an aluminum pad

on a die and the corresponding package lead by a golden wire.

In stud bumping, the golden wire is broken off above the pad at

a controlled height. The resulting stud bump provides a reliable

electrical connection through aluminum oxide of the pad to the

underlying metal layer. All stud bumps are subsequently coined

in order to planarize their surface. Each stud bump is individu-

ally pressed by a wire pressing tool. Next, electrically-conduc-

tive epoxy is spotted onto the bases of the electrodes on the back
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Fig. 14. A cross-section of the golden stud flip-chip bonded neural recording
microsystem.

Fig. 15. A three-dimensional view of the assembled neural recording mi-
crosystem. The Utah electrode array is bonded on the CMOS die and packaged.
The bio-compatible insulating epoxy is not shown.

side of the Utah electrode array. The stud bumps on the die are

then optically aligned with the bases of the electrodes of the

Utah electrode array. They are attached together, and the con-

ductive epoxy is cured at 150C to make an electrical connec-

tion. After the bonding, a non-conductive under-fill adhesive

is applied to completely fill the space between the bumps by

the capillary action. The under-fill adds mechanical strength to

the assembly. Heat-curing the under-fill adhesive at 150C com-

pletes the assembly process. Lastly, the package cavity is filled

with a bio-compatible epoxy in order to electrically insulate

and mechanically protect bonding wires, as well as to prevent

any chemical damage to the neural tissue. It is cured at 125C.

Fig. 15 shows a photograph of the fabricated neural recording

microsystem prototype before bio-compatible epoxy is poured

into the package cavity.

Gold stud bump flip-chip bonding offers several advantages.

The bumping equipment, a wire bonder or a dedicated stud

bumper, is widely available and well characterized. Since stud

bumps are formed by wire bonders, they can be placed any-

where a wire bond can be placed. Thus, this technique is suit-

able for tight pitch electrode arrays. Since stud bumping can be

done on a wire bonder, it does not require wafer-scale processing

or under-bump metalization. A conventional CMOS die can be

bumped and flip-chip bonded without any pre-processing. This

makes stud bump flip-chip bonding low-cost, fast, and flexible

for product development, prototyping and low-volume produc-

tion, while easy to scale up to high-volume wafer-based pro-

duction with automated equipment. Because stud bumping is a

serial process, the bumping time increases with the number of

Fig. 16. The neural recording microsystem placed in a fluidic chamber.

Fig. 17. An intact hippocampus of a mouse inserted onto the array for in vitro

recordings.

bumps. Another limitation of stud bumping flip-chip bonding

lies is somewhat low precision of die placement equipment and

lower tolerance to placement errors than that of self-aligning

solder assemblies [22].

For in vitro validation, the microsystem is placed into a

custom-manufactured fluidic chamber as shown in Fig. 16.

Fluidic perfusion of neural tissue is necessary to maintain its

vitality. Additionally, certain neurophysiological behaviors can

be induced by chemical modifications to the perfusion fluid.

The chamber is manufactured from a bio-compatible plexiglass.

It has one inlet and one outlet, and is sealed to the chip package

with a liquid gasket.

Fig. 17 shows an intact hippocampus of a mouse (5–15 days

old) inserted onto the electrodes of the microsystem for in vitro

recording. Heated artificial cerebrospinal fluid is circulated

through the inlet and outlet. The hippocampus rests on the

tapered shanks of the electrodes and remains suspended above

the bio-epoxy floor as necessary to keep it perfused from all

sides. The composition of the circulating artificial cerebrospinal

fluid is modified with low Mg in order to induce epileptic

seizure-like events, which are then recorded through on-chip

Utah electrode array electrodes, quantized by an off-chip ADC

and transferred to a desktop computer for visualization through

a custom-developed user interface. Fig. 18 depicts an example

of neural activity recorded by the neural amplifier (the first
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Fig. 18. An experimental recording from an intact hippocampus of a mouse
through an on-chip Utah electrode array electrode. Seizure-like events were in-
duced chemically by low �� .

TABLE III
EXPERIMENTAL CHARACTERISTICS

stage) without compression through one of the Utah electrode

array electrodes bonded onto the chip. The recording represents

a characteristic episode of a weak epileptic activity.

The experimentally measured characteristics and physical

properties of the fabricated brain-silicon interface prototype

are summarized in Table III. The immediate applications of the

microsystem are in in vitro animal studies and high-throughput

drug screening. The small form factor of the microsystem

allows for future on-chip integration of analog-to-digital

converter and digital circuits as needed for wireline in vivo

animal studies. The power dissipation budget is suitable for

through-skin wireless power transmission and harvesting [23].

Recorded data can also be transmitted wirelessly as the on-chip

data compression circuitry relaxes the requirements on the data

transmitter power dissipation [24]. The long-term applications

of the microsystem include neural prostheses for neurological

disorders therapy such as for epileptic seizure automated pre-

diction and prevention [25] and central and peripheral nervous

system rehabilitation [7].

V. CONCLUSION

We have presented an architecture and VLSI implementa-

tion of a neural interface microsystem for high-resolution neural

activity recording and analog delta compression. A low-power

compact telescopic neural amplifier design is presented. The

delta compression scheme allows for a flexible trade-off be-

tween accuracy and output data rate. An array of three-dimen-

sional recording microelectrodes is integrated with the die by

means of a low-cost on-chip bonding process. The microsystem

prototype is validated in extracellular in vitro recording from in-

tact hippocampus of mice.
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