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3-D Reconstruction of a Dynamic Environment With
a Fully Calibrated Background for Traffic Scenes
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Abstract—Vision-based traffic surveillance systems are more
and more employed for traffic monitoring, collection of statistical
data and traffic control. We present an extension of such a system
that additionally uses the captured image content for 3-D scene
modeling and reconstruction. A basic goal of surveillance systems
is to get a good coverage of the observed area with as few cameras
as possible to keep the costs low. Therefore, the 3-D reconstruction
has to be done from only a few original views with limited overlap
and different lighting conditions. To cope with these specific re-
strictions we developed a model-based 3-D reconstruction scheme
that exploits a priori knowledge about the scene. The system is
fully calibrated offline by estimating camera parameters from
measured 3-D–2-D correspondences. Then the scene is divided into
static parts, which are modeled offline and dynamic parts, which
are processed online. Therefore, we segment all views into moving
objects and static background. The background is modeled as
multitexture planes using the original camera textures. Moving
objects are segmented and tracked in each view. All segmented
views of a moving object are combined to a 3-D object, which is
positioned and tracked in 3-D. Here we use predefined geometric
primitives and map the original textures onto them. Finally the
static and dynamic elements are combined to create the recon-
structed 3-D scene, where the user can freely navigate, i.e., choose
an arbitrary viewpoint and direction. Additionally, the system
allows analyzing the 3-D properties of the scene and the moving
objects.

Index Terms—Kalman filter, multiview 3-D reconstruction,
surveillance, traffic modeling, videostreaming.

I. INTRODUCTION

V ISUAL surveillance systems are more and more employed
for observation and protection of public and private areas.

Often many cameras have to be used to get a good coverage of
the area to be monitored. For this purpose we have developed a
multiview video streaming system that can include an arbitrary
number of cameras that are connected wirelessly to a central
station. The system is designed as a multiserver/single client
system and employs state of the art MPEG-4 video coding, RTP
steaming and control mechanisms to adapt to varying network
conditions.

Besides simple monitoring advanced visual surveillance
systems employ image processing to extract additional data
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from the video. This can be for instance automatic detection
and tracking of moving objects and recognition of certain
events, etc. A special case is traffic surveillance where in-
telligent surveillance systems can be used for detection and
tracking of vehicles, recognition and classification of vehicles,
traffic analysis, acquisition of statistical data, traffic control and
handling of emergency situations.

Such systems fall into two separate scenarios: static surveil-
lance systems are installed at certain places to monitor roads,
crossings or other important areas. They can include automatic
vehicle tracking, which can be parameter-based [20] or object-
based [16]. Also automatic object classification can be part of
such systems [5]. The second group of traffic surveillance sys-
tems is associated with driver assistance, where cameras are in-
stalled within vehicles to monitor traffic parameters to adjacent
vehicles, as shown in [13].

Such intelligent surveillance systems include several pro-
cessing steps, starting from the segmentation of static back-
ground and moving objects, which is widely studied in prior
work. One suitable approach, which is employed in the work
described in this paper, applies an adaptive Kalman filter to sep-
arate background and moving objects, even in case of changing
background conditions [17]. Similar ideas for background
extraction have been proposed in [9].

The next step is tracking of the extracted objects over time,
which is also widely studied in the literature. Intelligent traffic
surveillance systems require tracking algorithms, which are
robust against object occlusions, since the vehicles in traffic
surveillance scenes very often occlude each other. We employ
a tracking algorithm based on [17] that includes occlusion
reasoning and is, therefore, very well suited for the problem
at hand. Other methods for vehicle tracking with occlusion
handling in static surveillance scenarios have been proposed
in [8], [19], [23], and [10]. The problem of object occlusions
is also an issue in driver assistant systems as described in [12]
and [15]. Object detection and tracking is also required for
extracting parameters for traffic control purposes as shown in
[3], [6].

As an extension of such intelligent traffic surveillance sys-
tems we present an advanced approach that adds the function-
ality of 3-D scene reconstruction from multiple camera views.
The contribution of this paper lies in the combination of ex-
isting algorithms for segmentation and 2-D object tracking with
adapted algorithms for 3-D tracking and reconstruction to the
specific requirements of such scene setups. A 3-D model is gen-
erated that allows observing the traffic scene from an arbitrary
viewpoint and direction. This enables a better visualization and

1051-8215/$20.00 © 2005 IEEE



MÜLLER et al.: 3-D RECONSTRUCTION OF A DYNAMIC ENVIRONMENT WITH A FULLY CALIBRATED BACKGROUND FOR TRAFFIC SCENES 539

Fig. 1. Surveillance setup with four wireless servers and a central client for
traffic monitoring and scene rendering.

analysis of the traffic, e.g., after a crash or in an emergency sit-

uation. It also allows analyzing the 3-D properties of the scene

and the moving vehicles (e.g., evaluation 3-D motion trajecto-

ries).

A basic goal of surveillance systems is to get a good cov-

erage of the observed area with as few cameras as possible to

keep the costs for installation and maintenance of cameras and

transmission channels and complexity in scene calibration rea-

sonable. Therefore, the 3-D reconstruction has to be done from

only a few original views with limited overlap and different

lighting conditions. Hence, some 3-D scene modeling methods,

like voxel-based reconstruction [22], light fields [18], or dis-

parity-based reconstruction [7] cannot be used in general for

such a scenario, because to obtain reasonable reconstruction re-

sults they rely on a rather dense camera grid with much overlap-

ping image content. Nevertheless, some approaches have been

undertaken to extract optical flow fields from images with large

displacements [1].

Our approach consists of a model-based reconstruction

method requiring a priori knowledge about the scene geometry

and camera calibration. The scene is separated into static parts

(streets, sidewalks, buildings, etc.) that are modeled semi-auto-

matically and dynamic objects (vehicles, pedestrians, bicycles,

etc.), which are modeled automatically using predefined geo-

metric primitives. When mapping the 2-D views from all

cameras into the 3-D scene, original lighting conditions should

be preserved to present original information at the appropriate

viewpoints. All components are combined, using a 3-D com-

positor that allows free navigation within the scene. As a result,

normal traffic as well as emergency situations can better be

observed and evaluated. The system setup is shown in Fig. 1.

The remainder of this paper is structured as follows. Video

streaming is presented in Section II. Section III describes scene

segmentation and calibration. The description of multitexture

background reconstruction is presented in Section IV. Section V

explains moving foreground object reconstruction. The 3-D

scene integration is presented in Section VI. Finally Section VII

summarizes and concludes the paper.

II. MULTIVIEW VIDEO STREAMING

The multiview video transmission system consists of two

parts, an autonomous server application at each surveillance

camera, and a client application to receive multiple video

streams at a central computer, see Fig. 2.

A separate frame grabber module was implemented which

can be easily customized or exchanged. The module acquires

uncompressed frames from a Firewire camera. First the uncom-

pressed data must be converted to YC C 4:2:0, which is re-

quired by the internal MPEG-4 video encoder [14]. This is done

by a special module, which is able to convert type, spatial and

temporal resolution automatically for better usability. For real-

time encoding a fast motion estimation is carried out within the

video coder. The bitstream is transmitted using real-time trans-

port protocol (RTP). Further, all transmitted data can be en-

crypted, including RTP packets and control commands.

A remote control mechanism was designed for server config-

uration and maintenance purposes through the central computer

to avoid costly manual maintenance at each crossing. Thus, the

client contains a module for transmitting server control com-

mands over a separate backward TCP channel.

Theoretically, the client application can receive an arbitrary

number of video streams, but the number is limited by the

system performance parameters, mainly processor performance

and network bandwidth. In the experiments we successfully

tested a local net, where four servers transmitted up to two video

streams each, using a common PC platform. The client contains

one processing module for each stream, which includes an

RTSP/RTP client, an MPEG-4 decoder and an appropriate

rendering module. To adapt video streams to changing trans-

mission conditions, packet loss rates are analyzed and new

server configurations are set up, if necessary. Two mechanisms

are applied at the server side to meet transmission conditions:

gradual bit rate adjustment by rate-control and variation of

temporal and spatial resolution.

For the traffic scenario, where an image resolution of 640

480 pixel and frame rate of 15 Hz is used, the transmitted data

rate was about 1–1.5 MBits/s due to the coding of mainly static

background and small moving objects. Since 802.11b as the

transmission protocol of choice leaves approximately 6 Mbits/s,

a maximum of four video streams could be transmitted to one

single client. This number can be extended for 802.11 g with

an effective bandwidth of about 20 Mbit/s. Since the 3-D re-

construction system only requires an image frame rate of 7.5

Hz, 50% bandwidth remains for retransmitting in case of RTP

packet loss, which is automatically handled by the RTSP pro-

tocol.

If the system is used for observation purposes, i.e., to monitor

traffic, premises, parking blocks, etc., the transmitted video data
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Fig. 2. Multiview video streaming transmission architecture.

can also be stored as MPEG-4 streams or uncompressed single

frames to record important incidents. The application of this

system is not restricted to surveillance. It can be used in any

multiview video scenario, e.g., video conferencing with several

partners.

III. SEGMENTATION AND CAMERA CALIBRATION

The scene creation process starts with the separation of

static and dynamic scene parts. Therefore, we first extract

foreground objects from the static background, using a seg-

mentation-by-motion approach with adaptive background

estimation [21]. A simple Kalman filter is assigned to each

pixel. The system state contains pixel intensity and its first

derivative. To distinguish between foreground and background,

the state is compared to a variable threshold value at each time

step. In this approach we assume that a background pixel is

characterized by an intensity value that remains either constant

over a decent number of frames or only changes slowly due to

environmental changes. The later condition is characterized by

a low value of its first derivative. If the derivative of intensity

is below the threshold, the pixel is recognized as background

and the state is updated accordingly, taking into account the

Kalman filter gain settings. Otherwise the pixel is recognized

as foreground and only a minimum update of the state is carried

out, also depending on different Kalman filter gain settings.

The thresholds are updated dynamically and independently for

each pixel taking into account a statistical analysis of a number

of previous measurements. It is increased if a pixel is recog-

nized as foreground, which allows adaptation to environmental

changes, e.g., a parking car. For more details on the algorithm

please refer to [21].

Fig. 3 shows a segmentation example for one input camera

view. Moving objects are detected by combining all fore-

ground pixels within a region by morphologic operation and

surrounding the cluster by a contour. This contour is than

approximated using cubic B-splines. The algorithm needs an

initialization phase of a certain number of frames to extract a

reliable background image where moving foreground objects

are removed. As a side effect the extracted background images

of all views are used in the 3-D background modeling algo-

rithm as described in Section IV. Fig. 4 shows an example of

an extracted background image.

Fig. 3. Detected foreground regions highlighted by convex polygons.

Fig. 4. Background image after foreground objects have been removed.

One benefit of this method is the fast and robust adaptation

to environmental changes, e.g., changes in lighting, fog, rain,

snow, etc., since a background update is carried out for each

new frame using a Kalman filter formalism for each pixel. An-

other advantage is the possibility to extract even nonmoving

objects, like vehicles that stop for a small period of time due

to congestion or red traffic lights. Furthermore, the filter for-

malism is robust to coding artifacts caused by the MPEG-4
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video compression during transmission at the given transmis-

sion parameters, described in Section II. Coding artifacts in

the textures are only visible in the reconstructed scene. One

tradeoff in connection with the applied segmentation process

occurs through shadows from moving objects. In this case the

shadow areas within the background are associated with fore-

ground objects. This problem and the very different textures in

each view prevent the use of image-based alignment methods,

e.g., disparity estimation, for 2-D data fusion from all views to

a common 3-D object. Therefore, we decided to use a more ro-

bust nearest-point fusion approach as described in Section V.

Finally, the segmented objects will be used for texture mapping

onto real objects. Since the Kalman filter formalism is applied

for each pixel, an object texture is formed by clustering the in-

dividual pixels and surrounding them by a contour.

Our model-based approach to 3-D scene reconstruction re-

quires a fully calibrated system, i.e., knowledge about camera

parameters that map the 3-D world to each 2-D camera view as

well as homographies that map all 2-D camera views to each

other. This is needed for instance for the projection of object

textures from each view into a common 3-D plane and to prop-

erly position artificial objects in the 3-D scene. We assume that

correspondences between a number of points the 3-D world and

points in each camera view are available. For selection of ap-

propriate points in the 3-D scene and 2-D views, an architec-

tural map with original scene information was used. Another

approach was the usage of fiducial markers within the scene,

that where measured by GPS. The associated 2-D points within

all images where selected manually. For scene calibration a total

of eight points around the scene was enough for providing ad-

equate projection matrices. By manually providing the point

correspondences, environmental influences of different lighting

conditions and shadow problems can thus be neglected.

A common direct linear transform (DLT) algorithm is used

to calculate the projection matrices for each view [24]. Here,

we assume a 3 4 projection matrix that transforms a point

from the 3-D world onto a point in the image

plane [11]

(1)

The projection above yields two equations that are rearranged

into the typical form for a certain point labeled

(2)

Here,

contains the rearranged elements of the projection

matrix . Its calculation requires at least 6 point correspon-

dences and , but we use more correspondences to

obtain an overcomplete system. This allows a better approxi-

mation reducing the influence of measurement noise. Since the

elements of are the same for all corresponding points of a

Fig. 5. Background reconstruction with multitexture ground plane and side
plane objects.

certain view, the 2 12 matrix from (2) is stacked for all

and with and (2) extends to a matrix.

With this stacked matrix, vector is obtained by singular

value decomposition. A homography matrix describes the

projection of the points in one camera view into another. The

projection of a point in one camera plane into a point in the

second camera plane is expressed by an equation, which is

rather similar to (1)

(3)

Again, the elements of the 3 3 matrix are calculated as

described for the 3-D-2-D case above, using the DLT algorithm.

IV. STATIC BACKGROUND PROCESSING

The 3-D model of the scene background consists of a ground

plane of the traffic scene and additional side planes. These side

planes either contain surrounding buildings or information that

is far away from the place of interest. The original textures from

all views are used to create the 3-D model. This is possible using

camera calibration and homography information, which is esti-

mated as described above. After the extraction of background

images, the following processing stages are carried out:

A. Region-of-Interest Selection

In traffic surveillance scenarios, street and sidewalk areas are

the most important parts, which are considered as part of a scene

ground plane. The ground plane is typically surrounded by adja-

cent areas such as buildings etc, which are considered as part of

side planes. Since the geometrical relationship of ground plane

and side planes remains unchanged over time, we perform the

geometrical modeling offline when setting up the system as fol-

lows: First the ground plane is selected with an interactive seg-

mentation tool by manually drawing the appropriate area of in-

terest as a polygonal contour in each original view. Then all ad-

jacent side areas to that contour are presented and can be se-

lected for modeling as side planes. These side areas are mapped

onto planes that are perpendicular to the ground plane, as shown

in the 3-D background model in Fig. 5.
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Fig. 6. Assignment of normal vector directions to different textures depending on original camera viewing directions.

In Fig. 5 the ground plane is composed of textures from all

views and side plane textures from adjacent buildings from one

view are added. One major problem that is also visible in the

ground plane of Fig. 5 is the incorrect projection of static ob-

jects that are not part of the ground plane, e.g., traffic lights,

flagpoles, or traffic signs. These elements cannot be eliminated

in the initial segmentation-by-motion step since they are static.

The elimination of such objects is currently under investigation

using an interactive color/texture segmentation approach (wa-

tershed) that would also be performed offline when setting up

the system.

B. Multiview Interpolation

After the selection of all regions-of-interest an interpolation

of the ground plane textures from all views is done to create

a common 3-D ground plane. Typically, large differences be-

tween camera positions and viewing angles of the scene cause

different illumination of the same areas. In these cases, a texture

might appear bright in one view, whereas in other views, it might

appear completely dark. This effect has to be compensated to

create a smooth transition between the original views during the

user navigation through the scene. To preserve different lighting

conditions for each individual view, all textures are kept sepa-

rately in contrast to approaches, where one common texture is

created before rendering.

Appropriate interpolation functionality of the single textures

is already provided by today’s graphics hardware and DirectX

can be used to access these tools that enable interpolation and

lighting compensation. Therefore, we use a DirectX-based

rendering framework for the scene visualization. To enable

interpolation, we use multitexture surfaces to model the ground

plane as well as the moving objects. These multitexture surfaces

allow mapping of a number of textures onto a single geometric

primitive. Different normal vector directions are assigned

to each texture, depending on the original camera viewing

direction. Light source direction is identical to viewing

direction as illustrated in Fig. 6.

Then the surface lighting of each texture is determined by

the combination of the actual position and viewing direction

and the normal vectors of the textures as illustrated in

Fig. 7. The rendered view is automatically interpolated from all

textures with their individual weight depending on the actual

position and viewing direction in the scene

(4)

(5)

Fig. 7. Interpolation of intermediate view from multitexture surface.

This enables a smooth transition when navigating the scene.

In Fig. 8, the background scene is shown from different view-

points. Starting from the viewing position in Fig. 5, where

ground plane textures are weighted equally, the viewing po-

sition is moved to the left and right, as shown in the left

and right top pictures of Fig. 8, respectively. By moving the

viewing position away from the middle, one of the textures

becomes more visible than the other. When finally the original

camera positions are reached, only the ground texture viewed

from the corresponding camera is completely visible as shown

in the bottom pictures of Fig. 8, whereas the texture views

from other cameras are rendered transparent, i.e., they are not

visible. Thus, smooth texture interpolation between different

viewpoints is achieved.

V. DYNAMIC OBJECT TRACKING

For the tracking of dynamic objects, a framework was devel-

oped, which consists of a 2-D tracking stage in each view, fol-

lowed by a 3-D tracking stage in the scene. Finally a 3-D object

reconstruction is carried out. In the 2-D tracking stage object

contours are described by closed B-splines based on [17]. The

second tracking stage assigns the tracked 2-D objects from mul-

tiple views to 3-D objects at a higher semantic level and traces

the 3-D trajectory with a linear Kalman filter [4]. Finally, a tex-

tured 3-D model is placed into the 3-D scene and its trajectory

is updated each time step. The modeling starts with the segmen-

tation described above, and continues with the following steps.

A. 2-D Tracking

The first step comprises the independent 2-D tracking of con-

tours in each view. Two linear Kalman filters estimate the mo-

tion and shape of the contour. The objects are represented by

convex polygons obtained in the motion segmentation step. To
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Fig. 8. Background scene from different viewpoints. Top: near the central viewpoint from the one shown in Fig. 5. Bottom: near the original camera viewpoints.

track these polygons over time, a fixed number of vertices is re-

quired, therefore, uniform cubic B-splines are used to approxi-

mate closed contours [2]. B-splines are invariant to translation,

rotation and scaling, which is a necessary condition for applying

affine transformations as described below.

The estimated shape state vector and the shape mea-

surement vector at time instance are specified by the

control vertices of a B-spline that approximates a closed con-

tour

(6)

(7)

where are estimated and are measured vertices.

Equation (8) characterizes the prediction of the shape vector

from the previous time instance (state update) before

incorporating the measurement, using the matrix

which models the deterministic update of the state:

(8)

...
... (9)

In the next step, the estimated shape vector is calcu-

lated incorporating the measurement vector .

represents the Kalman gain and is calculated taking into account

the statistics of the system state and measurement noise pro-

cesses

(10)

The relation of a contour between consecutive frames is ap-

proximated by an affine transformation. In our scenario vehicle

rotation is in general restricted to rotation around the ground

plane normal vector, which is limited between consecutive

frames. We can, therefore, reduce the affine transformation to

translation and scaling . Other deformations are

modeled as stochastic system input, which is handled robustly

by the measurement update in the Kalman filter framework.

With the center of gravity of a contour we get an update

of vertex positions as

(11)

with being the contour translation and is the scale factor.

With that the motion state vector is given by

(12)

The measurement vector for motion is modeled as

difference of actually measured shape vertices and pre-

viously estimated shape vertices

(13)
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From this, the estimation vector is specified as

(14)

with

...
...

(15)

For initialization of an object, two consecutive frames with

corresponding contours are required. To identify the same con-

tour in both frames, a simple intersection of the frames is ap-

plied. The best fit is marked and recorded in a tracking list. Each

tracked object is assigned with an internal label for its iden-

tification and further processing. This label is kept consistent

for each contour that is tracked by the Kalman filter process

from frame to frame. If an object is temporarily occluded by

other foreground or background objects (e.g., trees, flagpoles,

), its shape and motion will be predicted by the Kalman filter

using previously estimated data. This process continues up to

the point, where the initial object is again visible, its predicted

position lies outside the image or a threshold is reached to re-

strict the number of prediction steps. The associated label is kept

and reassigned, if the object is again visible. Otherwise the label

is deleted from the object label list.

B. 3-D Tracking

The second part contains a common data fusion step fol-

lowed by a Kalman filter for estimating the position and mo-

tion of an object in 3-D. The first task is the recognition of ob-

jects in all views. This is done by evaluating the locations of all

tracked objects in all views using the previously estimated ho-

mography information. For a suitable fusion process we need

to consider, that the initial object segmentation can be distorted

due to shadow misclassification. Therefore, a robust approach

was selected: Let be the number of tracked objects in view la-

beled , and be the number of tracked objects in a second view

labeled . The center of gravity of objects in view is

projected into the second view using the homography between

these views . An error metric being the geometrical distance

of this projected position to the centers of gravity of all objects

in the second view is calculated. This metric is required,

since the centers of gravity were calculated from possibly dis-

torted contours. In our example, a distorted segmentation due to

shadow influences resulted in a deviation of real object center

and the center of the B-Spline contour of up to one third of an

object’s height. Therefore, the resulting projection errors occur

mainly due to such segmentation problems rather than incorrect

homography data. Using an error metric eliminates these pro-

jection errors. For a certain combination of objects , this

metric can be expressed as

(16)

Fig. 9. Centers of gravity of 2-D objects are projected onto lines in 3-D, using
camera calibration information.

This can be combined in an error matrix for all objects

tracked in view labeled in relation with all objects in view

labeled

...
... (17)

To assign objects from one view to another the minimum error

has to be located in each column, taking into account a max-

imum threshold to avoid wrong assignments due to segmenta-

tion and tracking errors. This is repeated for all combinations

of views and the extracted information is integrated. Thus, all

views of an object are associated with one unique object at a

higher semantic level. Due to data fusion of multiple views, ob-

jects can be tracked even if they are occluded in other views.

The next step comprises the location and tracking of objects

in 3-D. To position an object in 3-D the centers of projection

from each available view are projected to lines in 3-D using

camera calibration information [11] as shown in Fig. 9. These

lines intersect the ground plane at certain positions, which

should ideally be identical, but due to segmentation, tracking

and sampling inaccuracies this situation is never given. There-

fore, a simple least squares approach is used to calculate a point

that minimizes the distance to all points of intersection. The

coordinates of this calculated point are assigned to the object

as center of gravity. This procedure is repeated for all objects.

Another linear Kalman filter is used to estimate the 3-D mo-

tion trajectory. The state vector is composed of the position

and the temporal derivatives, whereas the measurement vector

only consists of the calculated position

(18)

(19)
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Fig. 10. (a) Synthetic 3-D object. (b) 2-D image patches obtained in tracking procedure. (c) Reconstructed vehicle placed in the scene background.

Using the temporal derivatives, the direction of movement of

an object can be determined. As mentioned earlier in this paper,

in our scenario the rotation of vehicles is restricted to rotation

around the normal vector of the ground plane. Since we set the

ground plane into the plane , we can neglect and .

C. Dynamic 3-D Object Reconstruction

In the last step we assign a predefined 3-D model from a data-

base to each tracked object. These 3-D models are positioned,

scaled and oriented properly in the 3-D scene and the original

textures from each view are mapped onto them. This yields the

final 3-D representation of dynamic objects.

The position and motion direction have already been deter-

mined by the tracking procedure. We assume that vehicles move

forward between successive frames. Therefore, the predefined

3-D model for a certain object has to be oriented in the same

direction that was estimated in the tracking step. For that the

predefined 3-D model is rotated by a matrix for a given tem-

poral derivative as follows:

(20)

since the ground plane is located in the plane .

The last parameter to be set after position and orientation

have been determined is the proper scale factor. Therefore, the

size of the wire frame model is adjusted by projecting the artifi-

cial model into each view and comparing its 2-D bounding box

with the bounding box of the segmented textures. The model is

rescaled until it fits to the original textures. The last step applies

the ground plane constraint to the 3-D object. Since the position

of the object was calculated from possibly distorted 2-D con-

tours, the position is now adjusted by placing the 3-D model on

the ground plane.

After proper sizing, the original textures are mapped onto the

object. Fig. 10 illustrates the 3-D reconstruction of a moving

object, where a 3-D wire frame model and 2-D texture patches

are connected to create the textured object. This object is fi-

nally integrated into the scene background, considering proper

positioning and orientation on the ground plane. For the final

models, the objective was to preserve original texture infor-

mation. Therefore, lighting enhancement methods, e.g., radio-

metric self-calibration were not applied. This may result in vi-

sual distortion during the automatic interpolation of differently

lighted textures, however the overlap of object textures is lim-

ited due to the camera positions being far apart. On the other

hand objects strongly change their lighting conditions due to

varying reflectance. Depending on the surface characteristics,

strong reflection may suddenly occur in single areas or the en-

tire objects, which would make it difficult to apply radiometric

calibration methods that generate a constantly illuminated ob-

ject texture during scene passage.

In contrast to vehicle modeling in 3-D, cyclists and pedes-

trians are modeled using a simple billboard technique. They are

identified by their limited size and shape in comparison to vehi-

cles, as reported in [20]. The textures from all views are mapped

onto a plane perpendicular to the ground plane. This plane can

only rotate around the -axis as defined in Fig. 9, i.e., remaining

always perpendicular to the ground plane, but facing the actual

point of view in - and -direction. This simple technique can

only be applied to very small objects, e.g., pedestrians or cy-

clists, since it leads to strong visual distortion due to the missing

3-D-information and sparse texture information.
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Fig. 11. Ideal constant render time intervals between two input frames (top) and example for realistic behavior of changing render time between two input frames
(bottom).

VI. 3-D SCENE COMPOSITION

Finally, the 3-D scene is composed of static background and

dynamic objects. The different scene elements have different

timing and complexity requirements. In the following we dis-

cuss the implications for the rendering framework. The scene

consists of the following main elements.

A. Object Position

The position of each foreground object needs to be updated at

each render cycle. This is the most time critical information but

requires only very few parameters, i.e., the 3-D coordinates of

the centers of gravity. A position update is required each render

cycle, which is determined by the display system. The render

cycle should be independent from the camera frame rate, since

this can be very low in surveillance scenarios. A typical camera

frame rate of around 5 Hz, would cause the objects in the 3-D

scene to move rather jerky. Therefore, the position is interpo-

lated for each render cycle between two camera frames. Con-

sider the time between two frames and as and the

time between two render cycles as as shown in Fig. 11 top.

If the render cycle time remains constant, the interval

is split into equally small intervals, where the object position

is interpolated along a spline trajectory at ach time stamp :

with frame

(21)

The problem is that the render time depends on a number

of system parameters, e.g., processor utilization and thus can

vary significantly between two camera frames. In Fig. 11 bottom

a varying render frame rate is shown. Therefore, the above ap-

proach needs to be adapted by introducing a time-varying render

cycle time and the time stamp for object position in-

terpolation is calculated as follows:

with

if (22)

Here, represents all accumulated previous render times

within the current frame interval and the

current render frame time (compare Fig. 11 bottom). Note, that

a new object position at time is only interpolated as long

as the accumulated render frame time , including ,

does not exceed the frame time .

With this adaptation, varying frame rates, as well as render

cycle rates can be handled and a smooth interpolation is pro-

vided.

B. Object 3-D Geometry

A 3-D geometry needs to be assigned, if an object occurs the

first time by either entering the scene or appearing after occlu-

sion. The 3-D model is selected from a limited number of syn-

thetic objects from a database. A further improvement would be

an automatic object selection based on 2-D shape properties of

the segmented object textures from multiple views.

C. Object Texture

A texture needs to be updated, if an object enters the scene or

if significant new information is revealed in case of exposure or

a change of direction. Currently, texture information is only as-

signed when the object occurs the first time. A further improved

algorithm could also analyze the texture of a moving object

during its entire lifetime within the scene to identify, whether

significant new information becomes visible. This situation oc-

curs for example, if a vehicle changes direction at a crossing

and reveals image information that was previously invisible in

a certain camera view.

D. Background

This is the scene part with the least demanding real-time re-

quirements. Only if the whole scene drastically changes, e.g.,

due to strong lighting changes, an update of texture is required.

Therefore, the modeling algorithm can be performed completely

offline. If the topology of the observed scene changes, a new of-

fline modeling has to be performed.
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Fig. 12. 3-D scene views with reconstructed dynamic objects from different directions.

Since only the object position needs to be updated at every

render cycle, more complex algorithms can be applied for pro-

cessing the other scene elements such as 3-D object fitting, tex-

ture adaptation and, most of all, for background modeling. Fur-

thermore, since intermediate object positions are interpolated

from their motion trajectory, the render cycle time becomes in-

dependent of the camera frame rate and the scene can be ren-

dered as fast as possible. The position interpolation for every

render cycle is also useful in cases of jitter of the camera frame

rate. Fig. 12 shows the final scene with three reconstructed cars.

Again the central view is shown in the large image, whereas in

the small images below a viewpoint near the original camera

positions was selected.

Besides the obtained results, there are some drawbacks of

the proposed approach. First, the scene needs to be fully cali-

brated and exact homographies have to be available. Otherwise,

ground planes do not fit correctly, as mentioned in Section III.

One major problem results from incorrect segmentation, espe-

cially from shadows that are segmented as foreground objects

and, therefore, disturb the visual impression of the rendered

textures. Although even strong changes in lighting conditions

have no influence on background processing, however, they in-

fluence the segmentation process by changing shadow appear-

ance. Currently, the segmentation routine cannot separate vehi-

cles moving close together at the same velocity until the Kalman

filter tracking approach splits these objects once an object is cor-

rectly identified.

VII. SUMMARY AND CONCLUSIONS

In this paper we presented a system that allows dynamic 3-D

scene reconstruction from a limited number of input cameras.

To cope with the limitations resulting from such a setup a priori

knowledge about the scene is exploited, such as plane back-

ground areas and ground plane constraint for foreground ob-

jects. Further camera calibration is assumed to be available. The

system includes video transmission from all cameras to a cen-

tral client via a streaming architecture that provides scalability

features and remote control of all camera servers from the cen-

tral client.

After transmission, the video is segmented to extract moving

objects and to create a background image for each view. This
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approach is well suited for the shown traffic surveillance sce-

nario, since static cameras are assumed and, therefore, a sta-

tionary background is obtained. After segmentation, static back-

ground and dynamic foreground are processed separately. From

the background images ground planes and additional side planes

are selected to create the 3-D background geometry. Ground

plane textures are mapped onto a common 3-D plane to create a

multitexture surface, which enables automatic weighting of the

single textures according to the actual viewpoint and direction,

when navigating the scene. This functionality is automatically

performed by the graphics hardware.

Dynamic objects are processed by mapping all textures of an

object onto a common synthetic 3-D model. The model is se-

lected from a database by comparing its 2-D projections into

the initial views with the original textures. For smooth anima-

tion, the object position needs to be updated each render cycle,

which is often much higher than the typical frame rate of the

input surveillance cameras. Therefore, object positions have to

be interpolated along the estimated 3-D motion trajectory. Fi-

nally static and dynamic parts are combined to create the final

scene, which allows free navigation for better traffic investiga-

tion and 3-D analysis.

We created a system with all components for traffic surveil-

lance and 3-D reconstruction from a few cameras and demon-

strated the appropriate operation on today’s hardware platforms.

Further improvement of the component is still possible, in-

cluding better segmentation, automatic 3-D model selection

and dynamic texture updates in case of revealed image content.

The usage of this system is not restricted to traffic surveillance.

In can be used for any application where a reliable dynamic

3-D scene reconstruction from a limited number of original

views is necessary.
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