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We utilize the bibliometric tool of co-word analysis to identify trends in the methods and 
subjects of ecology during the period 1970-2005. Few previous co-word analyses have attempted 
to analyze fields as large as ecology. We utilize a method of isolating concepts and methods in 
large datasets that undergo the most significant upward and downward trends. Our analysis 
identifies policy-relevant trends in the field of ecology, a discipline that helps to identify and frame 
many contemporary policy problems. The results provide a new foundation for exploring the 
relations among public policies, technological change, and the evolution of science priorities. 

Introduction 

Science plays a critical role in identifying and defining many contemporary 
environmental public policy problems. This function may satisfy some who call for 
increasing the role of science in the name of rational decision-making. Much of the 
work completed by sociologists of science from the past several decades, however, has 
used constructivist frameworks to describe the processes by which scientists create the 
information that feeds into policy debates (e.g., [LATOUR & WOOLGAR, 1986]), an 
approach which calls into question basic assumptions of objectivity in science. In this 
view, science is a social process and the truths identified by its practitioners are 
impossible to disaggregate from the values that contribute to their construction. Other 
authors have taken a soft-constructivist approach. For example, HACKING [1999] does 
not question the underlying truths that science reveals, but instead argues that our 
knowledge base would look very different if we had different research priorities. 
Decisions about research priorities made today will shape the very truths that science 
unearths for generations to come. The scientific information that helps to frame policy 
problems, from either viewpoint, is shaped by the societal and cultural setting in which 
it is produced.  
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This insight led Jasanoff and Wynne to argue that: “To question how science 
acquires meaning and stability, by exploring its social commitments, is to question 
policy in the same way” (5). Science and policy are intimately intertwined, and attempts 
to understand either one necessitate investigating the other. The research presented here 
traces research priorities in the discipline of ecology from 1970-2005 using the 
bibliometric tool of co-word analysis. We analyze these trends via quantitative studies 
of research articles published in English in ecology-specific journals. We utilize a 
method for identifying subjects and methods in ecology that have undergone rapid 
change, which allows us to identify important trends regardless of their overall 
magnitude. This research provides important information that enables further 
exploration of the interplay between ecology and the many environmental policy 
problems ecology helps to identify and frame.  

Authors from a variety of disciplines have explored different elements of the history 
of ecology, many with an eye toward the policy and cultural contexts that have led to 
changes in research priorities. KWA [1987, 2005], for example, used interviews to 
examine how the International Biological Program (IBP) and the International 
Geosphere-Biosphere Program (IGBP) influenced research priorities in the field of 
ecology. KOHLER [2002] explored how ecologists adjusted their research to maintain 
and build credibility in the face of pressures from both within and outside of the 
discipline. Other historians have taken a broader look at ecology and the factors that 
shape research priorities [WORSTER, 1994; KINGSLAND, 1995, 2005; COOPER, 2003]. 

Though incapable of capturing the nuance of traditional historical or ethnographic 
methods of studying science, we believe bibliometric analysis is a powerful tool 
because it allows for the investigation of research priorities across an entire discipline, a 
perspective that eludes other forms of inquiry [RIP, 1988]. Our technique allows us to 
track the comparative rise and fall of themes within different subfields and identify 
overarching trends in a way that would be prohibitively time consuming with traditional 
historical tools. As Callon, Law and Rip argue in the early work that laid out the theory 
of co-word analysis, this type of research is an attempt to “pursue the qualitative by 
other means” [CALLON & AL., 1986]. 

Related studies 

Bibliometric analysis 

Before delving into the details of our analysis, we briefly present some background 
information on the methodology that we used to analyze ecological trends over time. 
Bibliometric analysis typically utilizes documents – primarily publications or patents – 
to analyze trends in science and innovation. A variety of data analysis methods are 
employed during bibliometric analysis, including: co-authorship analysis, co-citation 
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analysis (i.e., papers or authors that are often cited in tandem), and co-word analysis 
(i.e., words that are frequently used together in titles, abstracts, or lists of keywords) 
[CALLON & AL., 1986; CALLON & AL., 1991; HE, 1999; LEYDESDORFF, 1997; PETERS & 
VAN RAAN, 1993A, 1993B]. In this paper, we employ the tools of co-word analysis to 
study publication trends in the field of ecology.  

Co-word analysis 

Co-word analysis is based on the theory that research fields can be characterized and 
analyzed based on patterns of keyword usage in publications. As new concepts are 
proposed and new methods employed in a scientific field, authors use new words (or 
new combinations of words) to represent those changes. If the emerging theoretical 
concept or method is accepted by the broader community, those clusters of words that 
represent the concepts or method become ‘obligatory passage points’ for subsequent 
authors who wish to build upon the idea [CALLON, 1986]. Thus, when the scholarly 
literature is analyzed in aggregate through co-word analysis, ideas, concepts and 
methods that have been accepted by the community are identifiable due to the repeated 
use of the obligatory passage point terms in titles, keyword lists, and abstracts. Those 
ideas that are not accepted fade into the background and are not recognized in co-word 
analyses [CALLON & AL., 1986]. 

Most uses of co-word analysis employ multivariate statistical techniques to identify 
clusters of words that appear together commonly in the literature. The source words can 
come from keyword lists, titles, abstracts, or other publication data fields. In past 
studies, researchers have used a variety of techniques to create clusters from 
bibliometric data, including factor analysis [WHITE & MCCAIN, 1998], principal 
component analysis [SALVADOR & LOPEZ-MARTINEZ, 2000], and hierarchical 
clustering [BORNER& AL., 2003; COULTER & AL., 1998; BAUIN & AL., 1991; WHITE & 
MCCAIN, 1998].  

Each of these techniques organizes word groups according to the frequency with 
which they appear together in the database being analyzed. The resulting clusters are 
said to represent themes or concepts in the literature. Clusters can be created for 
successive time periods, allowing researchers to visualize changes in research fields 
over time [DING & AL., 2001; GARFIELD, 1994; HEALEY & AL., 1986; PETERS & VAN 
RAAN, 1993]. The cluster analyses conducted in this study are intended to allow the 
reader to visualize themes within ecology that are dominant at different time periods – 
thus illuminating change over time.  

Previous co-word analyses have faced a number of limitations that we attempt to 
transcend through the methods we employ in this paper. First, previous analyses have 
primarily dealt with scientific fields significantly smaller than ecology. Though smaller 
scale studies offer powerful windows into knowledge production, they are unable to 
elucidate the large-scale trends across several subfields that are of the most interest to 
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policy makers [LAW & AL., 1988] and which are most likely to shape broader policy 
concerns outside of science; our large dataset enables us to accomplish that task. 
Because of our interest in large-scale, policy relevant trends in ecology, our study 
necessarily leaves out fine-grained trends. Secondly, whereas most previous co-word 
analyses have focused only on the most frequently used words in the database(s) of 
interest (e.g. BHATTACHARYA & BASU, [1998]; DING & AL., [2001]), our study utilizes 
both that approach and a technique to identify the most rapidly changing words 
(emerging and declining). This second analysis, similar to that introduced by PETERS & 
VAN RAAN [1993], allows us to isolate rapidly changing topics against the background 
of more stable commonly used terms. In traditional co-word analyses, these stable terms 
would obfuscate rapid changes in less common words. We utilize both approaches: the 
analysis of the most common words to yield a snapshot of the research focus in each of 
the periods of our study and the analysis of rapidly changing words to allow us to 
identify significant trends.  

Utilizing these two approaches provides an internal validity check on our results: we 
are able to identify the most prominent research themes at different times, track how 
those themes have changed in importance to the rest of ecology through strategic 
diagrams (explained later), and validate those trends by comparison with the emerging 
word analysis. An additional and powerful validity check for our results would be to 
compare the results of our co-word analysis to the results from a different approach to 
analyzing our dataset, for example co-citation analysis of highly-cited articles. A study 
of this sort would be a valuable future contribution to the literature. 

Applications within ecology 

A number of studies have used bibliometric techniques to explore trends in a variety 
of ecology-related fields. RIVERA [2003], for example, tracked the growth of the 
‘ecosystem’ paradigm in the United States and Europe by analyzing the contents of 
ecology textbooks. RODRIGUEZ & MOREIRO [1996] analyzed the growth of the field and 
its increasing complexity in Spain and five Spanish speaking Caribbean countries 
through an analysis of ecology dissertations. DUARTE [1999] examined the growth of 
the field of seagrass ecology and explicitly explored the areas within the field that were 
expanding and changing. CARVALHO & AL. [2005] studied citation patterns to assess the 
impact Joseph Felsenstein has had on the field of evolutionary biology. Finally, YOUNG 
& WOLF [2006] used a bibliometric review to evaluate how trends in urban ecology 
research align with professional society and funding agency programmatic statements of 
research goals. While each of these studies has contributed to the understanding of 
specific aspects of ecology as a scientific field, there have been few attempts to use 
the tools of bibliometric analysis to track changes to the field of ecology as a whole, 
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as we do in this paper. There are three major steps to our analysis, including: data 
collection, data cleaning, and data analysis (See Figure 1). These steps are described in 
the sections that follow. 

 

 

Figure 1. Method flow chart 

Data collection and cleaning 

The dataset for this study was constructed from the ISI Web of Science publication 
database. For the purposes of this study, we define the boundary of the discipline of 
ecology by the scholarly articles that are published within the field. To define the list of 
eligible journals, we consulted the Web of Science 2005 Science Edition Journal 
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Citation Reports, which includes a journal subject classification. Within this 
classification system, 112 journals were defined as belonging to the “ecology” field. Six 
journals listed in the classification changed names or are no longer published, and the 
largest number of active journals in any one year was 106 in 2005.  

There are two major caveats associated with defining the field of ecology by the 
Web of Science journal classifications. First, this data source focuses only on published 
research that has been peer-reviewed; thus, the trends in the field that are captured by 
these data are formal, published trends that appear after a publication time lag. The time 
lag portion of this weakness is somewhat mitigated by the fact that we analyze only the 
results through the end of 2005 and data were collected in September of 2006. Second, 
focusing on ecology journals restricts the data to largely disciplinary articles; it does not 
account for articles that appear in more interdisciplinary journals, such as Science and 
Nature.  

There are also strengths, however, to this approach for the data collection. By 
focusing on the peer-reviewed literature in the ecology field, we are ensuring that we 
capture the scholarly trends that have been vetted and accepted by the field as a whole. 
This is a clear strength if we are trying to capture the landscape of trends in the field of 
ecology, which is the focus of this paper. The field of ecology is somewhat 
interdisciplinary by definition so by focusing on the journals that are classified in this 
field, we are not totally eliminating interdisciplinary research from our analysis. 
Furthermore, many of the scientific fields that have emerged from ecology during our 
study period, such as conservation biology and ecological economics, are represented 
by the journals included in our study. Lastly, several previous studies have utilized 
journals and/or journal classification lists to define academic fields for bibliometric 
analysis (e.g., BHATTACHARYA & BASU, 1998; SCHOEPFLIN & GLANZEL, 2001; WHITE 
& MCCAIN, 1998]).  

We exported the publication records for all of the English language research articles 
that were published in these 112 ecology journals between January 1st, 1970 and 
December 31st, 2005. This search, conducted in September 2006, yielded a database of 
159 340 unique research articles for the 35 year time period. The bibliographic records 
for each article were downloaded and imported into the software package VantagePoint, 
version 5.0. This software was then used to verify that there were no duplicate records 
for articles and to generate a comprehensive list of title words. We then used the list 
cleaning and thesaurus features within VantagePoint to combine the plural and singular 
forms of words, words with alternate spellings, and hyphenated words with non-
hyphenated synonyms. The first two thousand word pairings were then manually 
checked to validate the list cleaning methods. Any cleaning errors (such as the improper 
combination of ‘community’ with ‘communication’) were corrected, resulting in a final 
database containing 74 994 unique title words. 
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The unit of analysis  

One key methodological issue in bibliometric analysis is the choice of a unit of 
analysis. In some past co-word studies, authors utilized article keywords or identifiers 
as the unit of analysis to map fields of research. There are, however, several problems 
with this approach. First, the means by which keywords and identifiers are selected for 
articles varies by journal, with some journals requiring that authors provide the 
keywords and other journals assigning the task to editors or indexing services. Given 
this diversity of methods for article keyword selection, there has been some controversy 
about the legitimacy of using keywords and identifiers to map fields of research 
[WHITTAKER, 1989]. A second issue is the availability of keyword data. In our dataset 
only a small fraction of the articles had indexed keywords or identifiers.  

Words derived from article abstracts are another potential unit of analysis for 
bibliometric research [PETERS & VAN RAAN, 1993]. The Web of Science records, 
however, do not reliably include abstracts prior to 1991 (James Rocco, personal 
communication) so we could not use these data to explore trends from 1970-2006. 
Therefore, given the limited set of keyword and abstract data, as well as the caveats 
associated with using keyword data to map fields, we decided to use article title words 
as our unit of analysis. Other authors have successfully analyzed research fields using 
title words [BHATTACHARYA & BASU, 1998]. WHITTAKER [1989] has shown that title 
words and keywords provide similar results when used for co-word analysis, although 
title words tend to provide slightly less detail, a finding confirmed by PETERS & VAN 
RAAN [1993]. Because our study focuses on the field of ecology writ large – and we are 
interested in broad-scale trends – the focus on title words as a unit of analysis allowed 
us to analyze the appropriate breadth of data.  

Data analysis 

In 1970, there were 918 articles in the ISI database of ecology journals; by 2005 the 
annual total was 10 488 articles. Therefore, when we use articles in ISI journals as a 
measure, the field of ecology has grown over 10-fold since 1970 in terms of the number 
of articles published annually. Similarly, the number of journals publishing ecology 
research has undergone rapid growth, increasing from 17 in 1970 to 106 in 2005. In 
addition, there has been a trend toward using more words per title. In our analyses we 
normalize to control for these trends so we can highlight changes in research priorities 
rather than growth in the field (or simply increased title lengths). It is also worth noting 
that there has been an exponential increase in the total number of unique title words 
used over the study period, indicating that authors are using more diverse terms to 
describe their ecology research and/or are addressing more diverse topics than they 
formerly did.  
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Cluster analysis 

We divided the study period into two sub-periods in order to assess change over 
time [DING &AL., 2001]. The first half of the study period (1970–1987; sub-period 1) 
comprises 36 844 articles and 28,842 unique words; the second half (1988–2005; sub-
period 2) comprises 122,496 articles and 62,829 unique words. The most frequently 
used words were identified for the whole period as well as the two sub-periods using 
normalized word usage frequency counts. This normalization was accomplished by 
dividing the number of times each word was used each year by the total number of 
words used in all of the titles for that year. This step corrects for the substantial growth 
both in the number of articles published each year, as well as an observed gradual 
increase in the number of words per title. Thus, this normalization allows us to explore 
more accurately the relative importance of each term to the field of ecology each year.  

Equivalence matrix 

The first data analysis step in co-word research is to calculate a matrix of measures 
of association between words in a dataset [COULTER & AL., 1998]. The association of 
words in co-word analyses is calculated based on the number of times words co-occur 
in individual article titles. A symmetrical co-occurrence matrix was created for each 
study period showing the number of times each of the 150 most frequently used words 
in each period were used with the other 149 words in that list. The most frequently used 
words were based on normalized frequency counts (as described above) but raw counts 
were used as input for the matrix.  

An equivalence index (sometimes called a ‘strength index’ or ‘proximity index’) 
was calculated for each pair of words in each co-occurrence matrix [CALLON & AL., 
1986; WHITTAKER, 1989; COULTER & AL., 1998; CAHLIK, 2000]. The equivalence 
index (Eij) describes the strength of the association between words i and j in each word 
pair ij. It is defined as the square of the count of the number of the times two words co-
occur in a title (Cij)2, divided by the product of the frequencies with which each word 
appears in the dataset (CixCj).  

 ji

ij
ij CC

CE
2

 

Some studies have used another index, inclusion, for this purpose. Inclusion is 
defined as the conditional probability that a document that contains word i will also 
contain word j [CALLON & AL., 1986]. The equation for the inclusion index is:  

 ji

ij
ij CC

CI ,min . 
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The inclusion index is optimal for analyzing fields that are organized hierarchically, 
meaning that one or several high-level concepts encompass all or nearly all of the other 
concepts that appear at lower levels [CALLON & AL., 1986].  

We elected to use the equivalence index (instead of the inclusion index) because it 
allows for analysis of emerging and non-hierarchically organized ‘fringe concepts.’ We 
are interested in the entire field of ecology and its many sub-disciplines, some of which 
may not be organized hierarchically. Additionally, the equivalence index has the 
advantage of normalizing for the frequency with which each word appears in the 
dataset, insuring that both commonly used and less commonly used words appear in the 
resulting clusters [COULTER & AL., 1998; CALLON & AL., 1986]. The equivalence index 
might be critiqued as overemphasizing less frequently used words, but our ‘emerging 
words’ analysis allows us to explore the prevalence and dynamics of both common and 
less common words in greater detail. 

Clusters 

The next step in our analysis was to compute clusters. Clusters for each of the three 
periods (whole, sub-period 1, sub-period 2) were calculated from the equivalence 
matrices using Ward’s agglomerative clustering algorithm [GORDON, 1996; DING & 
AL., 2001] with squared Euclidian distances (as recommended by BACHER, [2002]) 
using the software program SPSS. In order to allow clusters of words to emerge with 
minimal investigator interference, the data were not forced into a predetermined number 
of clusters nor were the number of words per cluster held at a constant level. Ward’s 
method is agglomerative, meaning that each word begins as its own cluster. Words are 
combined to create clusters according to the frequency with which they co-occur in the 
dataset. This form of clustering produces a visual display of the relationships between 
words in the dataset, known as a dendogram. This dendogram displays the steps in the 
clustering process at which individual words are combined to form gradually larger 
clusters. Words that co-occur most frequently in the dataset are clustered early in the 
process and those that co-occur less frequently are clustered progressively later. 
Following BACHER [2002], each dendogram was inspected to identify a natural break in 
the steps at which words were combined into clusters. In all periods there was a natural 
break that resulted in a majority of clusters being between two and nine words in length. 
We selected clusters that were combined below this natural break for further statistical 
analysis.  

Measures of centrality and density 

Post-hoc statistical tests of centrality and density were applied to each of the clusters 
in order to further characterize them [CALLON & AL., 1991; BAUIN & AL., 1991]. 
Centrality is a measure of how often authors throughout ecology’s subfields invoke the 
words in each cluster. It indicates how central the theme represented by a cluster is to 
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the field of ecology as a whole. The equation that we used to calculate centrality is 
given below: 

 nNn

E
C

ijE

E
iw

Cluster
1,1

 

where, 
Ccluster = Centrality of the cluster 
E = Equivalence index of word pair link 
i = First word in the pairing, internal to the cluster 
w = Word in dataset, but not in the cluster 
N = Total number of unique words used in titles in that period 
n = Number of words in the cluster 

Density, the second statistic calculated for each cluster, is a measure of the 
cohesiveness of the theme represented by that cluster. When an author uses one of the 
words in a dense cluster, s/he very frequently uses the other words in that cluster. This 
pattern of word usage suggests that the group of words represents a well-developed 
theory or method and that it has become an obligatory passage point for authors wishing 
to contribute to the literature. The equation that we used to calculate density is given 
below: 

 DCluster

Eij
E1,1

Eij

n! 2! n 2 !
 

where, 
Dcluster = Density of the cluster 
E = Equivalence value of the link 
i = First word in the pairing 
j = Second word in the pairing 
n = Number of words in the cluster 

 
Previous scholars have used a variety of equations to calculate centrality and 

density. For example, CALLON & AL. [1991] calculated centrality as the mean 
equivalence value for the six strongest external links and density as the mean 
equivalence value for the links within a cluster. BAUIN & AL. [1991] defined density as 
the sum of squares of equivalence values of internal links and centrality as the sum of 
squares of external link values. Our method has the advantage of correcting for the 
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possible number of links (i.e., the number of articles and the number of words in titles 
in the dataset for the given period) and analyzes the full number of links rather than just 
the strongest.  

 
Table 1. Period 1 (1970–1987) clusters 

Cluster Words Centrality Density # Words 
1 Population; genetic; dynamics; Drosophila 6.58 0.38 4 
2 Effects; growth; temperature 10.37 2.73 3 
3 Species; New; genus 5.28 1.47 3 
4 Relation; between; interactions 8.37 0.00 3 
5 Ecological; aspects 4.00 1.13 2 
6 Water; plant; desert; succession; annual; California 5.35 0.06 6 
7 Forest; tropical; tree 6.18 1.46 3 
8 Distribution; abundance 5.64 2.25 2 
9 Grass; prairie 5.77 3.16 2 

10 Model; analysis; system; ecosystem; stability 3.87 0.31 5 
11 Soil; vegetation; changes; northern; during; conservation 4.25 0.85 6 
12 Community; structure 8.11 6.95 2 
14 Behavior; foraging; ant 4.11 0.09 3 
15 Selection; habitat 7.21 1.79 2 
16 Study; experimental; field; comparative 3.97 0.89 4 
17 Production; Lake; biomass; phytoplankton 4.18 0.62 4 
18 Predation; prey 6.28 3.59 2 
19 Patterns; spatial 5.07 1.44 2 
20 Reproductive; strategies 4.16 1.27 2 

21 Sex; evolution; environmental; variation; size; morphology;
  determinants; age; variability 3.79 0.09 9 

22 Birds; breeding 4.55 1.36 2 
23 Competition; among 5.73 0.91 2 
24 Seed; dispersal 3.65 2.31 2 
25 Range; grazing; deer; diet; winter 3.49 0.41 5 
26 Rates; estimating; method; survival; measuring 3.04 0.65 5 
27 Factors; affecting 3.48 17.35 2 
28 Nutrient; cycle 4.49 1.34 2 
29 Insect; herbivores 3.72 2.12 2 
30 Parasite; host 3.38 3.94 2 
31 Adaptive; significance 2.00 2.53 2 
32 Small; mammals 2.34 17.87 2 
33 Male; mating 3.15 3.13 2 
34 Leaf; litter 3.89 4.00 2 
35 Site; nest 2.22 0.92 2 
36 Conditions; under 3.37 13.40 2 
 
Each cluster was mapped on a strategic diagram with axes representing centrality (x 

axis) and density (y axis). The axes in the strategic diagrams represent the mean values 
for centrality and density for the period of interest. These statistics and diagrams allow 
for direct comparison of the relative importance of the concepts represented by the 
clusters to the field of study.  

In strategic diagrams, clusters with high centrality and density (quadrant 1 – upper 
right hand quadrant) are considered to be central to the discipline of interest and 
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represent well-developed and cohesive concepts. Clusters with low centrality and high 
density (quadrant 2 – upper left hand quadrant) are said to represent peripheral but well 
developed concepts. Those with low centrality and density represent concepts that are 
peripheral and undeveloped (quadrant 3 – lower left hand quadrant), and those with 
high centrality and low density (quadrant 4 – lower right hand quadrant) are important 
to the field, but comparatively undeveloped [BAUIN & AL., 1991; CALLON & AL., 1991]. 
Thus, strategic diagrams can provide easily comparable visual representations of 
research priorities. We created strategic diagrams for both periods in our study to allow 
for visual analysis of changes in the field. Some word cluster compositions are 
unchanged or relatively unchanged between the two periods, indicating a certain 
amount of disciplinary stability around those concepts. Trends in such concepts are 
traceable through changes in centrality and density.  

Tables 2 and 3 contain the clusters that were created for the two sub-periods,  
1970–1987 and 1988–2005, respectively. The words that comprise the cluster, as well 
as the centrality, density, and total number of words in that cluster, are listed. Figures 2 
and 3 illustrate the strategic diagrams for the two sub-periods in our study. 
 

 

Figure 2. Period 1 (1970–1987) strategic diagram 
(Note: Solid lines depict means for this period; dashed lines are means for the whole period (1970–2005)) 



Scientometrics 80 (2009) 669

NEFF & CORLEY: The evolution of ecology 

Table 2. Period 2 (1988–2005) clusters 
Cluster Word Centrality Density # Words 

1 Effects; growth; rates; survival 10.50 0.75 4 
2 Species; New 11.82 2.28 2 
3 Population; genetic; dynamics 11.47 3.23 3 
4 Forest; tropical 13.86 6.51 2 
5 Plant; diversity 12.01 0.83 2 
6 Model; predicting 7.53 1.75 2 
7 Community; structure 12.25 4.20 2 
8 Fish; Lake; River 4.95 0.77 3 
9 Habitat; associated 6.87 0.41 2 
10 Relation; between; interactions 8.27 0.01 3 
11 Response; different; temperature 6.63 0.35 3 
12 Water; wetland; coastal 4.83 0.54 3 
13 Soil; nitrogen; carbon 6.69 1.19 3 
14 Distribution; abundance 7.60 1.82 2 
15 Patterns; spatial; scale 8.00 0.49 3 
16 Variation; seasonal; among 6.45 0.94 3 
17 Ecological; landscape 6.17 0.40 2 
18 Grass; grazing 7.06 1.65 2 
19 Environmental; variability 5.65 0.83 2 
20 Predation; prey 5.90 3.88 2 
21 South; Island 5.31 0.74 2 
22 Northern; Sea 5.57 0.80 2 
23 Changes; climate 7.05 5.30 2 
24 Birds; breeding 5.87 1.87 2 
25 Influence; composition; diet 5.72 0.10 3 
26 Size; range 5.49 0.42 2 
27 Selection; sex 7.00 2.15 2 
28 Production; biomass 5.35 1.79 2 
29 Study; experimental; test; field 4.36 0.36 4 
30 Conservation; implications 5.29 2.39 2 
31 Reproductive; success 6.10 5.61 2 
32 Analysis; central; Region; land 4.11 0.06 4 
33 Behavior; foraging 4.58 1.83 2 
34 Evolution; adaptive; morphology 2.99 0.28 3 
35 Vegetation; gradient; disturbance 5.19 0.26 3 
36 Ecosystem; management 6.16 0.59 2 
37 Tree; seedling 7.66 1.63 2 
38 Seed; dispersal 4.98 4.01 2 
39 Natural; area 4.32 0.28 2 
40 Food; quality 4.09 0.53 2 
41 Development; system 4.31 0.10 2 
42 Parasite; host 3.74 6.68 2 
43 Impact; assessment 4.33 0.51 2 
44 Competition; resource 4.43 0.47 2 
45 Herbivores; insect 4.07 2.68 2 
46 Western; Mediterranean 3.65 0.32 2 
47 Estimating; comparison; method 3.10 1.28 3 
48 Marine; activity; bacteria 3.27 0.53 3 
49 Nutrient; status 4.01 0.14 2 
50 Microsatellite; DNA 2.45 2.25 2 
51 Role; potential 3.11 0.10 2 
52 During; winter 2.99 0.50 2 
53 Male; female; mating 4.24 4.10 3 
54 Biological; control 2.49 0.65 2 
56 Feeding; larvae 2.59 0.31 2 
57 Density; determinants 3.74 0.06 2 
58 Fire; ant 3.31 0.60 2 
59 Under; conditions 4.04 6.38 2 
61 Stream; small 3.27 0.25 2 
62 Factors; affecting 3.81 5.87 2 
63 Evaluation; approach 3.02 0.22 2 
65 Leaf; beetle 3.17 0.53 2 
66 Nest; site 3.41 0.73 2 
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Table 3. Emerging word clusters 
Cluster Word Centrality Density # Words 

1 Effects; size 8.06 1.06 2 
2 Forest; tropical; rain 9.99 5.51 3 
3 Model; dynamics; predicting; simulation 4.47 1.49 4 
4 Fish; threatened 3.40 1.64 2 
5 Habitat; landscape; fragmentation 6.14 1.66 3 
6 Response; different; disturbance 3.95 0.28 3 
7 Patterns; scale; richness 6.07 0.50 3 
8 Genetic; variation; structure 7.38 1.87 3 
9 Environmental; variability 4.28 0.83 2 
10 Northern; Australia 3.97 0.39 2 
11 Changes; climate 5.61 5.30 2 
12 Spatial; temporal 7.41 7.73 2 
13 Conservation; implications; biodiversity 3.88 1.57 3 
14 Diversity; abundance 4.93 0.36 2 
15 Ecosystem; management; approach 4.42 0.28 3 
16 Tree; seedling; recruitment 4.33 0.13 3 
17 Interactions; parasite; Herbivores 1.99 0.48 3 
18 Impact; assessment 3.60 0.51 2 
19 Sea; Antarctic; Antarctica 1.41 1.09 3 
20 River; USA; riparian 2.51 0.49 3 
21 Microsatellite; characterization; loci 6.02 37.48 3 
22 Carbon; organic; isotope 2.69 3.94 3 
24 Region; local 3.29 1.30 2 
25 Male; female 2.93 9.69 2 
26 Evidence; molecular 1.51 0.42 2 
27 Fire; savanna 2.76 0.86 2 
28 Bacteria; microbial 1.59 0.20 2 
29 Invasion; potential 1.93 0.14 2 
30 Gradient; along 3.82 28.75 2 
31 Wetland; restoration 1.93 1.05 2 
33 Coastal; assemblages 2.75 0.09 2 
34 DNA; mitochondrial 6.06 16.65 2 
35 Mediterranean; Spain 1.79 0.33 2 
36 History; traits 2.13 0.51 2 
37 Quality; indicators 2.02 0.40 2 
38 Case; China; urban 1.77 0.09 3 
39 Importance; patch 1.88 0.05 2 
40 Limitation; constraints 0.80 0.03 2 
41 Status; endangered; endemic 1.69 0.15 3 
42 CO2; elevated 3.55 25.60 2 
43 Agricultural; sustainable 2.57 0.74 2 
45 Longterm; monitoring 1.55 0.12 2 
46 Consequences; individual 1.44 0.04 2 
47 Juvenile; mussel 1.18 0.03 2 
50 Costs; allocation 0.86 0.06 2 
51 Atlantic; Ocean 1.78 0.76 2 
52 Reserve; protected 1.59 0.14 2 
53 National; Park 1.56 57.07 2 
54 Performance; tradeoffs 1.04 0.08 2 
55 Zone; across 2.38 0.20 2 
56 Risk; extinction 1.36 2.00 2 
57 Temperate; Japan 1.94 0.16 2 
60 Africa; semiarid 1.74 0.49 2 
61 Amazonian; Brazil 2.19 0.90 2 
63 Integrated; clonal 1.51 0.47 2 
66 Phenotypic; plasticity 1.33 14.57 2 
71 Perspective; historical 1.07 0.19 2 
73 Phylogeography; inferred 3.22 0.28 2 

 
The solid-line axes for these diagrams are the mean centrality and density for the 

sub-period of interest. When the means for the whole period differ from the sub-period 
means, the means for the full period are presented as dotted lines. Clusters that contain 
more than ten words and single-word clusters were left out of the analysis as outliers. 
The exclusion of these outliers results in a cluster label scheme which occasionally 
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skips numbers, as may be observed in the tables and figures. The tables can be used as 
keys to the figures. For example, in sub-period 1 we can see that cluster number 2 is 
composed of three words: effects, growth, and temperature. This cluster is located in the 
bottom right hand corner of Figure 2 (and is represented with a ‘2’). 

The strategic diagram for sub-period 1 (1970–1987; Figure 2) illustrates that during 
this time period there were few well-developed concepts that were central to the field. 
There are only three clusters located in quadrant 1, the quadrant that contains concepts 
that are well developed and central to the whole discipline. Listed from highest to 
lowest centrality, they are cluster numbers 12 (community, structure), 18 (predation, 
prey), and 9 (grass, prairie). Using means for the whole period (1970–2005) to  
define the axes, the number of clusters in quadrant 1 increases to include clusters 15 
(selection, habitat), 8 (distribution, abundance) and 2 (effects, growth, temperature). 
 

 

 

Figure 3. Period 2 (1988–2005) strategic diagram 
(Solid lines depict means for this period; dashed lines are means for the whole period (1970–2005)) 
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The clusters with the highest densities (i.e., those representing well developed concepts) 
tended to have low centrality during sub-period 1, meaning that they are unimportant to 
the field of ecology on the whole. They also contain fairly general terms. Examples 
include clusters 27 (factors, affecting) and 36 (conditions, under). Cluster 32, containing 
the words ‘small’ and ‘mammals’ is the single densest cluster in this sub-period, 
meaning that when an author uses one of these terms s/he very frequently uses the other. 
The centrality for this cluster, however, is near the low for that sub-period suggesting 
that it is comparatively unimportant field of ecology on the whole.  

The strategic diagram for sub-period 2 (1988–2005; Figure 3) reveals significant 
changes from the first. Perhaps the most immediately obvious change is that there are 
13 clusters in quadrant 1 for this time period, compared with three from the previous 
sub-period. The number increases by two when the axes are defined by the whole-
period means. The single most central cluster in sub-period 2 comprises the words 
‘forest’ and ‘tropical.’ The density of this cluster is the second highest for the period, 
indicating that the tropical forest research theme is extremely well developed and 
important to many authors in the field of ecology.  

Emerging and declining concepts 

The clustering method described above is a powerful tool for identifying dominant 
research themes and characterizing change over time. However, this technique only 
allows for the analysis of a limited number of words, reducing its usefulness for 
identifying research themes that are undergoing rapid change. Concepts that are not 
adequately described by the 150 most commonly used words in any period are excluded 
from the above analysis. Other authors have similarly limited previous co-word 
analyses to the most commonly used words, and their analyses suffer from the same 
shortcoming (e.g., [BHATTACHARYA & BASU, 1998; DING & AL., 2001]). 

We believe that identifying emerging themes within a rapidly growing and changing 
field like ecology may provide valuable insights into how and why disciplines evolve. 
For that reason, we apply a method similar to that used by PETERS & VAN RAAN [1993] 
to identify and analyze words that have undergone the most significant changes in usage 
patterns. These words are then clustered to illustrate visually the concepts they 
represent. To identify emerging and declining words, annual word usage counts were 
normalized by dividing the number of appearances of each word each year by the total 
number of title words for the year. This normalization, which was also used to identify 
the most frequently used words for the above described clustering, corrects for the 
rapidly increasing number of articles published as well as an observed trend toward 
using longer titles in our study period.  

The normalized values for each word were summed for each of the two sub-periods 
of our study, 1970-1987 and 1988-2005, and the difference between those sums was 
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then calculated. We ranked the values of those differences to identify the words that 
have undergone rapid upward and downward trends1. The 150 words that increased the 
most and the 150 words that declined the most were then subjected to cluster analyses 
as described above. Emerging words were clustered according to their co-occurrence 
patterns in the second sub-period because the concepts represented by those took shape 
in that period. By that same logic, declining words were clustered according to their co-
occurrence in sub-period 1. Emerging word clusters are shown in Table 3; declining 
word clusters are shown in Table 4.  

 
Table 4. Declining word clusters 

Cluster Word Centrality Density # Words 
2 Species; genus; notes; description 2.77 1.52 4 
3 Grass; prairie 5.33 3.16 2 
4 Production; primary 5.16 8.05 2 
5 Competition; interspecific 1.99 5.60 2 
6 Foraging; optimal 3.00 3.74 2 
7 Rates; estimating; method; measuring 2.45 0.65 4 
8 Grazing; cattle 4.65 3.54 2 
9 Deer; whitetailed; Mule 3.29 19.06 3 

10 Control; erosion; herbicide; MESQUITE 1.31 0.87 4 
11 Western; Norway 2.56 6.53 2 
12 Litter; fall 1.66 2.58 2 
13 Photosynthesis; net 3.73 4.62 2 
14 Reference; special 1.19 34.52 2 
15 Big; sagebrush 1.32 28.52 2 

 
The resultant clusters were subjected to analysis of centrality and density and then 

mapped on strategic diagrams. The emerging word strategic diagram, Figure 4, reveals 
that two general themes have become increasingly important to the field of ecology. 
First, there are three different clusters with above average centrality containing words 
related to genetic research: number 8 (genetic, variation, structure); number 34 (DNA, 
mitochondrial); and number 21 (microsatellite, characterization, loci). The fact that 
three separate clusters relating to a group of techniques each have above average 
centrality indicates that genetics and related tools have increased in importance to the 
field of ecology over the study period and are now heavily used by the authors of 
ecology journal articles. Similarly, there are two separate clusters with above average 
centrality with words related to climate change: cluster 11 (changes, climate); and 

                                                           
1 Our technique privileges words that are used most frequently to the possible exclusion of words undergoing 
more rapid change but which are used comparatively infrequently. Had we chosen to do so, this bias could 
have been eliminated by dividing the calculated difference between the normalized word usage in period 1 
and 2 by the total normalized frequency count for that word overall. Alternatively, we could have used a mean 
comparison t-test (following [PETERS & VAN RAAN, 1993]) or used the Pearson correlation coefficient 
between year and word usage counts to identify words that have undergone statistically significant changes. 
We chose not to normalize in those manners, however, because we are most interested in large-scale changes 
to the field of ecology rather than rapid but comparatively smaller scale trends. 
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cluster 42 (CO2, elevated). The cluster containing ‘forest,’ ‘tropical,’ and ‘rain’ 
(number 2) is the most central cluster among those constructed from the emerging word 
list.  

To explore these trends further, we subjected the individual words comprising these 
clusters to further analysis. The trends of the individual words that make up clusters 
number 34 and 21 are shown in Figure 5. From this finer analysis it becomes clear that 
the words that comprise cluster 34 are quite new to the field of ecology, with the word 
‘DNA’ gaining popularity in the late 1980s and ‘mitochondrial’ rising in importance 
beginning in the mid 1990s. The trends are similar but more pronounced for the words 
in cluster 21: ‘microsatellite,’ ‘characterization,’ and ‘loci’ all experienced a rapid 
increase in usage beginning in the mid 1990s. The word ‘microsatellite,’ a genetics term 
associated with heredity and population studies, was unknown to the lexicon of ecology 
until that time.  

 

 

Figure 4. Emerging words strategic diagram 
(Solid lines depict means for emerging word clusters; dashed lines are means for period 2 (1988–2005)) 

 



Scientometrics 80 (2009) 675

NEFF & CORLEY: The evolution of ecology 

 
Figure 5. Normalized Word Use Frequencies for Emerging Words: Clusters 21 

(microsatellite, characterization, loci) and 34 (DNA, mitochondrial) 

 
Figure 6. Normalized word use frequencies for emerging words: Clusters 42 (CO2, elevated)  

and 11 (climate, changes) 
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The trends of words from the two clusters related to climate change are shown 
together in Figure 6. There is noticeable annual variability in the usage of each of these 
terms, but there is a marked increase in frequency of each beginning in the late 1980s 
and early 1990s.  

Clusters were calculated from the list of words showing the most dramatic 
downward usage trends as well. These clusters are displayed in Table 4 (mentioned 
earlier) and Figure 7.  

There are markedly fewer clusters in this sub-period because many of the words 
clustered together in a single cluster of 115 words (excluded from the analysis as an 
outlier). This large cluster emerged because there are no strong co-occurrence patterns 
of the words therein. The only cluster in the quadrant indicating strong concept 
cohesion and importance to the field of ecology as a whole (quadrant 1) is number 9 
(deer, whitetailed, mule). Two related clusters (number 4: production, primary; and 
number 13: photosynthesis, net) have above average centrality. Articles related to each 
of these themes became progressively less common over the study period.  

 

 

Figure 7. Declining words strategic diagram 
(Solid lines depict means for declining word clusters; dashed lines are means for period 1 (1970–1987)) 
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Limitations of the approach 

In our analysis, co-word techniques allowed us to gain traction in the problem of 
understanding trends in the large and dynamic discipline of ecology – a phenomenon of 
significant policy relevance. As CALLON & AL. [1986] suggest, it provides a way of 
doing qualitative research by other means and open up policy relevant research 
questions that are not amenable to other approaches. That said, however, the literature 
on co-word analysis has identified a number of limitations to the approach. We are able 
to mitigate several of those limitations, such as the limited number of words that can be 
analyzed at any given time, through deliberate selection of methods. Our analysis 
complimented a standard co-word analysis of the most commonly used words with an 
analysis of words undergoing rapid change. In this section, we discuss another 
significant challenge to the co-word approach and our response to those critiques. 

Several authors have suggested that co-word analysis is weakened by the plurality of 
meanings of any given word at a single point in time and is vulnerable to changes in the 
meaning of words over time. In a 1997 study, Leydesdorff utilized co-word analysis to 
study the ways in which words were used in individual papers and concluded that 
language is too dynamic for co-word analysis to be an effective way of mapping 
changes in science. While the changing nature of language over time and the variety in 
ways in which individual words are used at any given time are significant concerns for 
co-word analysis generally, we feel that these problems are most formidable when the 
techniques are applied to finer-scaled analysis of smaller disciplines or sub-disciplines. 
The large-scale trends that we are able to identify, such as the rapidly growing 
importance of genetic techniques across ecology’s subdisciplines, are robust to the 
multiple meanings of a given genetics-related term and slight changes in the meanings 
and uses of those terms over time. We are not aware of other techniques that would 
enable analysis of trends across a discipline of this size.  

Some observations in this study clearly capture changing scientific diction, but 
changes in language in our field are interesting in and of themselves because of their 
implications for environmental and other policies. Biodiversity is a concept that came 
into common usage during our study period. ‘Biodiversity’ was never discovered; 
rather, it is a word that was invented to encapsulate a variety of other concepts and 
ethical norms [TAKACS, 1996]. Its rapid rise to prominence within ecology might 
therefore be best described as a linguistic change, and even though its meaning clearly 
has changed over the past several decades, the ascension of ‘biodiversity’ as a concept 
within ecology marks one of the most significant trends in that field and one that has 
been mirrored by significant attention in the broader policy world.  
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We agree with Leydesdorff’s proposition that the variety of ways in which words 
are used in different contexts complicates attempts at linguistically-based artificial 
intelligence, but we do not feel it seriously limits the utility of co-word analysis to 
identify broad-scale changes in a research field over time in the aggregate. In this paper, 
we are not interested in subtle changes in the definitions of words; rather, we are 
interested in changes in the themes of research because that is what is most relevant to 
policy research [LAW & AL., 1988], and because of the course-grain of our investigation 
we believe it to be less susceptible to subtle changes in word usage than are smaller 
scale studies interested in fine-grain trends.  

A related phenomenon that can potentially hinder attempts to use title words to 
characterize scientific disciplines is the fact that authors can use title words (and indeed, 
any words in a text) strategically to tie the article to a hot topic, thereby attempting to 
make the article more likely to be published, read, and cited. Although this ‘re-labeling’ 
can be seen as disguising the true content of the article, such a move would simply 
serve to reify and reinforce the importance of the concept (the obligatory passage point) 
that author was using to bolster his or her chances of being published and read. The 
obligatory passage point is thereby made more obligatory for future authors, thereby 
hastening actual change in research priorities. 

Discussion and conclusions 

To conclude our paper, we return to our original research question: “How have 
research priorities within the field of ecology changed over the past three decades?” 
Historian Donald Worster remarked that in the postwar years: 

“Ecology achieved intellectual sophistication, academic prominence, and 
financial security [...] but also lost much of its coherence. It broke down into 
a cacophony of subfields, including ecosystematists, populationists, 
biospherians, theoretical modelers, forest and range managers, 
agroecologists, toxicologists, limnologists, and biogeographers.” [1994] 

While the context of this quote suggests that his point is that ecology lacks a unitary 
policy voice, an argument we do not address, he makes a broader claim about the 
structure and evolution of ecology, which can be treated as a hypothesis that we have 
tested here. Our analysis supports the first part of his claim: Ecology has grown 
immensely since 1970, possibly because of the increasing prominence and financial 
security he describes. In our analysis that growth is most visible in terms of the number 
of ecology journals and the articles they publish. The evidence on the second part of his 
claim is mixed. On one hand, several of the themes that now dominate ecology cut 
across the ‘cacophony of subfields’ he describes, suggesting some growing 
methodological unity in the field. On the other hand, there has been a proliferation of 
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ecology journals over the past 35 years, each of which specializes in different aspects of 
ecology. We explore the dominant trends that emerge from our analysis, their 
correspondence with Worster’s claims, and their importance below.  

The field of ecology has matured and developed significantly since the 1970s and 
early 1980s. For example, the strategic diagram for the first period (1970–1987) 
illustrated that there were only three central and well-developed clusters within the 
research literature in the field of ecology before 1988. This lack of well-developed and 
central research foci indicates that the discipline was comparatively undifferentiated 
during that period and that few themes had emerged as important across ecology. The 
strategic diagram in the second period (1988–2005) showed a significant increase in the 
number of central and well-developed clusters in the field. Whereas there were three 
such clusters in the first time period, there were thirteen well-developed and central 
clusters within the field of ecology during the second time period of our analysis. While 
the conclusions that we can draw about these changes are somewhat general, the results 
do indicate a proliferation of comparatively well-developed concepts over time. 

Some of the clusters from the second study period appear to more or less correspond 
to the subfields Worster describes. For example, period 2 cluster 3 (population, genetic, 
dynamics) and 14 (distribution, abundance) can be associated with populationists. 
Among other examples, period 2 cluster 6 (model, predicting) can be linked to his 
subfield ‘theoretical modelers.’ These results seem to support Worster’s suggestion that 
ecology has split into a cacophony of subfields. The high centrality of these clusters 
suggests, however, that these concepts and methods are used by authors across all of 
ecology. These central clusters are evidence of some level of conceptual and 
methodological unity in ecology. 

Additionally, the emerging word analysis that we utilize shows that the maturation 
of ecology has included an increasing focus on subjects such as climate change and 
genetics that cut across established ecology subfields. Some of these emerging 
crosscutting trends are enabled by new technologies. For example, genetics-related 
terms in clusters that are related to new technologies (cluster 21: microsatellite, 
characterization, loci; cluster 34: DNA, mitochondrial) have undergone much more 
rapid change than those that are less technology-dependent (cluster 8: genetic, variation, 
structure). Based on the fact that there are two clusters with high centrality that are 
closely linked with genetic technologies, we can assert that researchers across ecology’s 
subfields utilize these technologies. Though these findings do not contradict Worster’s 
claim that ecology has splintered into ‘a cacophony of subfields,’ they do suggest that 
these subfields share interest in subjects such as climate change and the technology-
oriented methods of genetics.  

These trends, while interesting on their own, are critical background information for 
future efforts to understand the factors that shape research priorities. As argued in the 
introduction, science plays a significant role in identifying and framing environmental 
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problems. Because the research that is conducted influences the types of problems 
science identifies, knowledge of how research priorities emerge is critically important to 
any understanding of the role that science plays in society. Sociologists and 
anthropologists of science have explored the factors that shape individual researchers’ 
choices of research problems [ZUCKERMAN, 1978; ZIMAN, 1987; GIERYN, 1978], but 
there have been inadequate efforts to explore the factors that shape entire disciplines 
[KLEINMAN, 1991]. The work presented here, with its approach to identifying emerging 
trends in ecology, provides necessary background information for further exploration of 
questions such as: 1) What role do funding agencies play in generating scholarly 
interest in new subjects and methods? 2) How do technological change, research 
priorities, and policy changes interact? 3) How do political trends (e.g., interest in 
tropical forests and endangered species), research funding, and research relate to each 
other over time? 4) Are there common traits to the trends that emerge? For example do 
they begin in certain journals? Or, are they nurtured by particular funders or 
universities? Our analysis and the database we have constructed allows us to further 
explore these questions. Research like that presented in this paper, which could be 
conducted on any discipline with readily available publication records, opens up 
numerous other studies to better understand research processes and the policies that 
impact research priorities.  
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