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Abstract. Kidney segmentation is a key step in developing any non-
invasive computer-aided diagnosis (CAD) system for early detection of
acute renal rejection. This paper describes a new 3-D segmentation ap-
proach for the kidney from computed tomography (CT) images. The
kidney borders are segmented from the surrounding abdominal tissues
with a geometric deformable model guided by a special stochastic speed
relationship. The latter accounts for a shape prior and appearance fea-
tures in terms of voxel-wise image intensities and their pair-wise spatial
interactions integrated into a two-level joint Markov-Gibbs random field
(MGRF) model of the kidney and its background. The segmentation ap-
proach was evaluated on 21 CT data sets with available manual expert
segmentation. The performance evaluation based on the receiver operat-
ing characteristic (ROC) and Dice similarity coefficient (DSC) between
manually drawn and automatically segmented contours confirm the ro-
bustness and accuracy of the proposed segmentation approach.

1 Introduction

Kidney segmentation from abdominal CT images is an essential step for many
high-level processing tasks, such as localization of pathology, radiotherapy plan-
ning, and computer-integrated surgery. However, due to image noise, acquisition
artifacts, gray level inhomogeneities, and similar visual appearances of adjacent
structures, accurate segmentation of the kidney still remains a challenge [1].
In recent years, many automated and semi-automated approaches have been
developed to address these challenges. In particular, Pohle and Toennies [2]
developed an automatic region-growing algorithm for segmenting anatomical
structures. Their approach estimated the homogeneity criterion from the char-
acteristics of the images to be segmented. However, due to gray level similarities
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between the kidney and the abdominal tissues, as well as sensitivity to initial seed
point locations, region growing-based approaches are not effective for CT kidney
segmentation.

Wang et al. [3] proposed a constrained optimization deformable contour
method in which the degree of contour interior homogeneity is computed as
an extra constraint within the level set energy minimization framework. How-
ever, deformable models fail in the case of noise, spurious edges, poor image
resolution, diffused boundaries, or occluded shapes if they do not include a pri-
ori knowledge to constrain the contour deformation within an admissible range.
Tsagaan et al. [4] proposed an automatic deformable model-based approach to
segment the kidney from CT images. Their method is based on a non-uniform
rational B-spline surface representation and statistical shape information of the
kidney, which is then incorporated into the objective function as an additional
energy term. Their results, evaluated on 33 CT images, seem reasonable in some
cases, but differ markedly from the manually segmented results in others.

Recently, Huang et al. [5] proposed a multiphase level set approach with
multi-dynamic shape models to segment the kidneys on abdominal CT images.
Spiegel et al. [6] proposed a kidney segmentation framework based on the ac-
tive shape model (ASM) that was combined with a curvature-based non-rigid
registration approach to solve the point correspondence problem of the train-
ing data. In general, knowledge-based approaches are computationally intensive,
and their accuracy depends on the size of the training data. Freiman et al. [7]
proposed a model-based kidney segmentation approach from CT images based
on maximum a posteriori-Markov random field (MAP-MRF) estimation of the
current image. The MAP-MRF estimation is obtained by using the graph min-
cut technique. Campadelli et al. [8] proposed an automatic, gray-level based
segmentation framework based on a multiplanar fast marching method. Their
segmentation performance was evaluated based only on visual assessment.

To overcome the aforementioned limitations, we introduce a 3-D extension of
our previous 2-D stochastic guiding force presented in [9] to guide the evolution
of a 3-D geometric deformable model to extract the kidney region from CT
images. The proposed 3-D stochastic guiding force accounts for a 3-D shape
prior, 1st-order intensity model, and a 3-D 2nd-order spatial interaction model
between the kidney voxels and its background.

2 The Proposed Level Set-Based Segmentation Approach

In recent years, level set-based deformable models have been applied to med-
ical image segmentation with considerable success because of the flexibility of
the evolving boundary and the lack of need for parameterizations. The object-
background boundary at each moment t is represented by a zero level φt(x, y, z) =
0 of an implicit level set function, namely a distance map φt(x, y, z) of the signed
minimum Euclidean distances from every voxel to the boundary (negative for
interior and positive for exterior voxels). The distance map is evolved iteratively
with the evolution being guided by a speed function Vn(x, y, z) [10]:
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φn+1(x, y, z) = φn(x, y, z) − τVn(x, y, z)|∇φn(x, y, z)| (1)

where n indicates the time instant t = nτ (taken with a step τ > 0), and
∇φn = [∂φn

∂x ,
∂φn

∂y ,
∂φn

∂z ] is the gradient of φn(x, y, z). Conventional speed func-
tions accounting for image intensities, object edges, gradient vector flow, etc.,
are unsuccessful on very noisy images with low object-background intensity gra-
dients. The results are improved by involving shape priors (e.g., [5,6,11]). To
obtain more accurate results, our stochastic speed function accounts for both
the shape prior and appearance features associated with image intensities and
their spatial interactions integrated into a 3-D two-level joint MGRF model.

Shape-Appearance Guided Evolution: Let Q = {0, 1, . . . , Q− 1} and L =
{0, 1} denote a finite set of integer gray values and a binary set of object (“1”) and
background (“0”) labels, respectively. Let R denote a 3-D arithmetic (x, y, z)-
lattice that supports a given grayscale CT data g : R → Q to be segmented and
its goal binary “object - background” region map m : R → L. The image g, being
co-aligned to a shape prior, and its map m are described with a joint probability
model P (g,m) = P (g|m)P (m) combining a 2nd-order MGRF P (m) of region
labels with the shape prior and a conditionally independent random field P (g|m)
of image intensities given the map. The map model P (m) = Ps(m)Ph(m) has
two parts: (i) a shape prior probability Ps(m) and (ii) a 2nd order MGRF model
Ph(m) of a spatially homogeneous region map m for the image g.

Conditional Intensity Model: To build an initial map m, we need to estimate
the marginal intensities distribution for the object (i.e., kidney) and background.
The empirical gray level distribution, P (g) =

∏
(x,y,z)∈R pmix(gx,y,z), is sepa-

rated into object and background components , (p(q|λ) : q ∈ Q); λ ∈ L, by
close approximation with a linear combination of discrete Gaussians (LCDG)1,
a modified version of our previous linear combination of continuous Gaussians
probabilistic model [12]. This approximation adapts the segmentation to chang-
ing appearance, such as non-linear intensity variations caused by patient weight
and data acquisition system (scanner type and scanning parameters). The LCDG
separates each factor of the empirical gray level distribution more accurately than
conventional mixtures of only positive Gaussians, thus yielding a better initial
region map formed by voxel-wise classification of the CT images gray values.

Spatial Voxel Interaction Model: To smooth the evolution of the level set
and get more accurate segmentation, spatially homogeneous interactions be-
tween the region labels are modeled with a generic MGRF of a region map
that accounts only for 3-D voxelwise interactions between each region label and
its characteristic neighborhood. For simplicity, we restrict the interaction struc-
ture to the nearest voxel 26-neighbors (Fig. 1). By symmetry considerations, we
assume that the potentials are independent of the relative orientation of each
voxel pair and depend only on whether the labels are equal or not. Under these

1 For complete details, please see: https://louisville.edu/speed/bioengineering/
faculty/bioengineering-full/dr-ayman-el-baz/supplemental-materials

https://louisville.edu/speed/bioengineering/faculty/bioengineering-full/dr-ayman-el-baz/supplemental-materials
https://louisville.edu/speed/bioengineering/faculty/bioengineering-full/dr-ayman-el-baz/supplemental-materials
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Fig. 1. Pairwise voxel inter-
action for the 26 neighbors in
a 3-D MGRF image model

(a) (b) (c)

Fig. 2. 3D kidney shape model projected onto 2D
axial (a), coronal (b), and sagittal (c) planes for
visualization

restrictions, it is a 3-D extension of the conventional auto-binomial, or Potts
model, differing only in that the potentials are estimated analytically.

The 26-neighborhood has three types of symmetric pairwise interactions spec-
ified by the absolute distance a between two voxels in the same and adjacent
CT slices (a = 1,

√
2, and

√
3, respectively): (i) the closest pairs with the inter-

voxel coordinate offsets N1 = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}; (ii) the farther diago-
nal pairs with the offsets N√

2 = {(0, 1,±1), (1, 0,±1), (1,±1, 0)}; and (iii) the
farthest diagonal pairs with the offsets N√

3 = {(1,±1,±1)}. The potentials
of each type are bi-valued because only the coincidence of the labels is taken
into account: Va = {va,eq; va,ne} where va,eq = γ if l = l′ and va,ne = −γ
if l �= l′; a ∈ A = {1,√2,

√
3}. Let N = {Na, a ∈ A} and fa,eq(m) de-

note the relative frequency of the equal label pairs in the equivalent voxel pairs
{((x, y, z), (x+ξ, y+η, z+ζ)): (x, y, z) ∈ R; (x+ξ, y+η, z+ζ) ∈ R; (ξ, η, ζ) ∈ N},
then the MGRF model is:

Ph(m) ∝ exp
∑

(x,y,z)∈R

∑

(ξ,η,ζ)∈N

Va(mx,y,z,mx+ξ,y+η,z+ζ) (2)

The initial region map results in the approximate analytical maximum likeli-
hood estimates of the potentials2: va,eq = −va,ne ≈ 2feq(m) − 1; that allow for
computing the voxel-wise probabilities ph:x,y,z(mx,y,z = λ) of the labels; λ ∈ L,
at each step of the boundary evolution.

Probabilistic Shape Prior: To enhance the segmentation accuracy, the ex-
pected shape of the goal object is constrained with a probabilistic shape prior
(Fig. 2). A training database collected from different subjects are co-aligned
by rigid, namely affine, 3-D transformations maximizing their mutual informa-
tion(MI) [13]. The shape prior is a spatially-variant independent random field
of region labels Ps(m) =

∏
(x,y,z)∈R ps:x,y,z(mx,y,z) for the co-aligned, manually

segmented training CT images. The factors are the empirical voxel-wise object

2 For complete proof, please see: https://louisville.edu/speed/bioengineering/
faculty/bioengineering-full/dr-ayman-el-baz/supplemental-materials

https://louisville.edu/speed/bioengineering/faculty/bioengineering-full/dr-ayman-el-baz/supplemental-materials
https://louisville.edu/speed/bioengineering/faculty/bioengineering-full/dr-ayman-el-baz/supplemental-materials
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ps:x,y,z(1), and background ps:x,y,z(0) = 1 − ps:x,y,z(1) probabilities. Each CT
data to be segmented is initially co-aligned to the training database.

Stochastic Speed Function: All of the above models contribute to the voxel-
wise guidance of the evolving level set. Let κ be the mean contour curvature.
Let ϑ(x, y, z) specify the evolution magnitude and direction:

ϑ(x, y, z) =
{−P1:x,y,z if P1:x,y,z > P0:x,y,z

P0:x,y,z otherwise (3)

where P1:x,y,z = Ω1:x,y,z

Ω1:x,y,z+Ω0:x,y,z
and P0:x,y,z = 1 − P1:x,y,z. Here, Ω1:x,y,z =

p(q|1)ph:x,y,z(1)ps:x,y,z(1); Ω0:x,y,z = p(q|0) (1 − ph:x,y,z(1)) (1 − ps:x,y,z(1)), and
ph:x,y,z(1) is the probability of the object label in the Potts model Ph(m). The
stochastic speed function in Eq. (1) is defined as in [9]: V (x, y, z) = κϑ(x, y, z).
The steps of our segmentation approach are summarized in Algorithm 1.

Algorithm 1. Key Steps for Level Set Segmentation

1. Construct the probabilistic shape prior from the training data sets.
2. Approximate the empirical gray level distribution by using the LCDG with two

dominant Gaussian modes.
3. Form an initial region map m using the estimated LCDG models.
4. Find the Gibbs potentials for the MGRF model from the initial map.
5. Find the stochastic speed function defined in Eq. (3).
6. Evolve the level set using the determined speed function.

3 Experimental Results

The proposed approach has been tested on in-vivo 3-D CT kidney data sets (7
for training and 14 for testing and performance evaluation). The images were
acquired by a GE light speed plus scanner (General Electric, Milwuakee, USA)
using the following parameters: 120 KV, 250 mA, slice thickness of 0.9 mm,
and FOV of 360 mm. To minimize the effect of inter-observer variations, each
CT data is segmented by three independent experts and the “ground truth”
is considered as the common segmented part of their segmentations. The CT
images have marginal intensity distributions that are mixtures of two dominant
modes: one mode for the kidney object and another mode for the background.
Basic density estimation steps using the LCDG models are illustrated in Fig. 3
and Fig. 5 demonstrates the results of kidney segmentation.

The performance of our segmentation approach is evaluated based on the
voxel-based overlap measured by using the Dice similarity coefficient (DSC) [14]
and the average perpendicular distance (APD) between the automatic segmen-
tation (C) and the ground truth (G). To measure the distances, one has to
accurately co-locate the point-to-point correspondences between the borders. In
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(a) (b)

(e) (f)

Fig. 3. LCDG-based modeling of the marginal probability
distribution: (a) typical CT image, (b) its gray level den-
sity estimation (the final estimated density (brown) for the
empirical density (green)), (c) sign-alternate LCDG com-
ponents, and (d) final estimated LCDG for each class

Fig. 4. 2-D illustration
of the correspondences
found by the solution
of the Laplace equation
between the ground
truth G (manual ex-
pert segmentation) and
automatic segmenta-
tion C obtained by the
proposed segmentation
approach

this paper, the correspondences, or matches between the borders’ points (see
e.g., Fig. 4), are found by solving the Laplace equation:

∇2ψ =
∂2ψ

∂2x2
+
∂2ψ

∂2y2
+
∂2ψ

∂2z2
= 0 (4)

for a scalar potential field ψ. Table 1 represents the DSC and APD statistics
obtained for all test data sets.

To highlight the advantages of our approach, we compared it to the shape-
based approach proposed in [11] based on the average volumetric error Er =
1
G (FP + FN), where FP and FN are the false positive and false negative seg-
mentation errors, respectively. Table 2 compares the segmentation results over
all the test data sets for our approach and the shape-based approach proposed
in [11] with respect to the radiologist’s segmentation. Differences between the av-
erage volumetric errors for our approach and the shape-based approach [11] are
statistically significant by the unpaired t-test (the two-tailed P -value is ≤ 10−4).
The final 3-D kidney segmentations for two of the test data sets and their asso-
ciated FP and FN errors are shown in Fig. 6.

Another major metric to test the performance of our segmentation approach
is to compute the receiver operating characteristic (ROC). Each point on the
graph is generated by using a different cut point (i.e., classification threshold).
Figure 7 shows the ROC curves of our three feature approach, intensity-based
only (I), the intensity and spatial interactions-based (I + S), and the intensity
and shape-based (I+P ) level set segmentation. The figure clearly demonstrates
that the area under the ROC curve is greatest for our approach (Az = 0.9423).
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Table 1. Segmentation
accuracies over all test
data sets. Note that
APD values are in mm.

DSC APD

Min. 0.950 0.00
Max. 0.993 3.12
Mean 0.970 1.25
Std. 0.019 0.68

Table 2. Comparative
segmentation accuracy
over all test data sets.

Algorithm

Er, % Our [11]

Min. 1.26 6.76
Max. 7.72 20.08
Mean 3.71 13.95
Std. 2.18 5.96

A

C

S
(a) (b) (c) (d)

Fig. 5. 3-D kidney segmentation projected onto 2-D axial
(A), coronal (C), and sagittal (S) planes for visualization:
(a) 2-D CT images, (b) our segmentation (red) compared
with the ground truth (blue), (c) the segmentation with the
algorithm in [11], and (d) the associated FP (green) and FN
(yellow) errors of our segmentation w.r.t. the ground truth

Fig. 6. 3-D visualization
for the segmented kidneys
using the proposed seg-
mentation approach for
two of the test data sets
and their associated FP
(pink) and FN (yellow)
errors

Fig. 7. The ROC curves for different level set-based
segmentation guided by: the intensity information only
(I ; red), the combined intensity and spatial interac-
tions features (I + S; black), the combined intensity
and shape features (I + P ; blue), and the integrated
three features (our; green). Note that Az stands for
the area under the curve.

4 Conclusions

This paper has presented a novel and automated 3-D approach for the segmenta-
tion of the kidney from abdominal CT images. Incorporation of the CT images’



594 F. Khalifa et al.

features, namely the 3-D probabilistic shape, the 1st-order intensity, and the 2nd-
order spatial interaction into the speed function notably improves the level set
evolution and increases the segmentation accuracy and robustness based on both
ROC curves and Dice similarity coefficient metrics. Experimental results showed
that the proposed segmentation approach outperformed other methods for kid-
ney segmentation. We plan to ultimately include this segmentation method in
a kidney-dedicated CAD system designed for the early detection of acute renal
rejection and treatment planning.
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