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Abstract. Cast shadows are an informative cue to the shape of objects. They are particularly valuable for discov-

ering object’s concavities which are not available from other cues such as occluding boundaries. We propose a new

method for recovering shape from shadows which we call shadow carving. Given a conservative estimate of the

volume occupied by an object, it is possible to identify and carve away regions of this volume that are inconsistent

with the observed pattern of shadows. We prove a theorem that guarantees that when these regions are carved away

from the shape, the shape still remains conservative. Shadow carving overcomes limitations of previous studies on

shape from shadows because it is robust with respect to errors in shadows detection and it allows the reconstruction

of objects in the round, rather than just bas-reliefs. We propose a reconstruction system to recover shape from sil-

houettes and shadow carving. The silhouettes are used to reconstruct the initial conservative estimate of the object’s

shape and shadow carving is used to carve out the concavities. We have simulated our reconstruction system with

a commercial rendering package to explore the design parameters and assess the accuracy of the reconstruction.

We have also implemented our reconstruction scheme in a table-top system and present the results of scanning of

several objects.

Keywords: shape recovery, shape from shadows, 3D reconstruction, computer vision, shape from silhouettes,

shape from contours

1. Introduction

A number of cues, such as stereoscopic disparity, tex-

ture gradient, contours, shading and shadows, have

been shown to carry valuable information on surface

shape, and have been used in several methods for 3D

reconstruction of objects and scenes. Techniques based

on shadows have the advantage that they do not rely on
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correspondences, on a model of the surface reflectance

characteristics, and they may be implemented using

inexpensive lighting and/or imaging equipment. Past

methods to recover shape from shadows, however, have

proven to be sensitive to errors in estimating shadow

boundaries. Moreover, their are mostly restricted to ob-

jects having a bas-relief structure.

We propose a novel 3D reconstruction method for

using shadows that overcomes previous limitations. We

assume that we have, as a starting point, a conserva-

tive estimate of object shape; that is, the volume en-

closed by the surface estimate completely contains the

physical object. We analyze images of the object illu-

minated with known light sources taken from known

camera locations. We assume that we are able to obtain

a conservative estimation of the object’s shadows—

that is, we are able to identify image areas that we

are certain to be in shadow region, and do not attempt

to find exact shadow boundaries. We do not make as-

sumptions about the surface topology (multi-part ob-

jects and occlusions are allowed), although any tangent

plane discontinuities over the objects surface are sup-

posed to be detected. Our basic idea is that we compare

observed shadows to those expected as if the conserva-

tive estimate were correct and adjust the current shape

to resolve contradictions between the captured images

and the current shape estimate. In this process, we in-

crementally remove (carve out) in a conservative way

volume from the current object estimate in order to re-

duce the inconsistencies. Thus, a closer objects shape

estimate is computed at each step. We call this novel

procedure shadow carving. We provide a proof that the

carving process is always conservative.

Shadow carving improves previous results on shape

from shadows in two main aspects: (i) it is more robust

with respect to the classification of shadow regions;

(ii) it gives the possibility of recovering objects in the

round (rather than just bas-reliefs).

Our motivation for pursuing this work relies in appli-

cations where the user often has a very limited budget,

and is primarily concerned with visually, rather than

metrically, accurate representations. Furthermore, be-

cause users are often not technically-trained, the scan-

ning and modeling systems must be robust and require

minimal user intervention.

We validate our theoretical results by implement-

ing a scanning system based on shape from silhouettes

and shape from shadows. First, the silhouettes are used

to recover a conservative estimate of the object shape.

Then, a series of images of the object lit by an array of

Figure 1. Setup for shape from self-shadowing: using each of sev-

eral lights in turn, and a camera in front, allows multiple sets of

shadow data to be obtained for each object position.

light sources are recorded with a setup shown schemati-

cally in Fig. 1. Such images are examined and the shad-

ows that the object casts on itself are detected. The cur-

rent shape estimate is then refined by the shadow carv-

ing procedure. Eventually, the improved estimate of

shape can be further refined by methods that work well

locally, such as photometric stereo (Horn and Brooks,

1989).

Our system is designed to be inexpensive as other

recently proposed schemes (Rocchini et al., 2001;

Bouguet and Perona, 1999; Andreetto et al., 2004). It

uses a commodity digital camera and controlled light-

ing systems composed of inexpensive lamps. More-

over, since our method relies on substantial variations

in the intensities in acquired images, it does not re-

quires precise tuning, hence it minimizes the user in-

tervention. Finally, since our technique progressively

improves conservative estimates of surface shape, it

prevents small errors from accumulating and severely

deteriorating the final results.

The rest of this paper is organized as follows: we

begin by reviewing previous work on shape from shad-

ows and identifying the strengths and weaknesses of

these methods in Section 2. We present the geometry

of our approach and demonstrate that it always pro-

duces a conservative estimate of the object shape in

Section 3. We propose our prototype system for shape

recovery from silhouettes and shadows in Section 4.

We test the performance of the method with different

configurations of lights and camera positions and as-

sess the accuracy of the reconstructiondue to error in
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the shadow estimates in Section 6.1. Finally, we present

results we have obtained from a small table-top imple-

mentation of our system in Section 6.2.

2. Brief History of Shape-from-Shadows

Computing shape from shadows—or shape from dark-

ness—has a long history. Shafer and Kanade (1983)

established fundamental constraints that can be placed

on the orientation of surfaces, based on the observa-

tion of the shadows one casts on another. Hambrick

et al. (1987) developed a method for labelling shadow

boundaries that enables inferences about object shape.

Since then, several methods for estimating shape from

shadows have been presented. Because we aim at de-

signing a 3D scanner, we focus on reconstruction

schemes where the light source position is known,

rather than the case of unknown light source direc-

tion (e.g., Kriegman and Belhumeur, 2001). Also, we

limit our analysis to methods using self-shadows (i.e.,

shadows cast by the object upon itself) rather than shad-

ows cast by external devices as in Bouguet and Perona

(1999). Hatzitheodour and Kender (1988) presented a

method for computing a surface contour formed by

a slice through an object illuminated by a directional

light source casting sharp shadows. Assuming that the

contour is defined by a smooth function—and that the

beginning and end of each shadow region can be found

reliably—each pair of points bounding a shadow region

yields an estimate of the contour slope at the start of

the shadow region, and the difference in height between

the two points as shown in Fig. 2. The information for

shadows from multiple light source positions is used to

obtain an interpolating spline that is consistent with all

the observed data points.

Figure 2. Shape from Shadows: for terrain surfaces f (x) and a

known light source direction θ, f ′(xb) = tanθ , and f (xb)− f (xe) =

f ′(xb)(xe − xb). Using data for many angles θ an estimate of the

continuous function f (x) can be made.

Raviv et al. (1989) developed an extended shape

from shadows method. The object is set on a known

reference surface with a camera directly above. A se-

ries of images is captured as a collimated light source

moves in an arc over the surface. For the 2D reference

surface, a volume of data is then obtained with the third

coordinate being the angle of the light source to the ref-

erence surface, and the volume recording whether the

reference surface was in shadow for that angle. A slice

through this volume is referred to as a shadowgram.

Similar to Hatzitheodorou and Kender, by identifying

beginning and ending shadow points for each light po-

sition, the height difference between the points can be

computed. Also, by observing the change in shadow lo-

cation for two light source positions, the height between

the start of the shadow at one position relative to the

other can be found by integration. As long as shadow

beginnings and endings can reliably be detected, the

top surface of the object can be recovered as a height

field. Furthermore, by detecting splits in the shadow-

gram (i.e., positions that have more than one change

from shadowed to unshadowed), holes in the surface

below the top surface can be partially recovered.

Langer et al. (1995) extended the method of Raviv

et al. for computing holes beneath the recovered height

field description of the top surface for two dimensions.

They began with the recovered height field, an N × N

discretization of the two dimensional space, and the

captured shadowgram. Cells in this discretization are

occupied if they are in the current surface description.

Their algorithm steps through the cells and updates

them to unoccupied if a light ray would have to pass

through the cell to produce a lit area in the captured

shadowgram.

Daum and Dudek (1998) subsequently developed a

method for recovering the surface for light trajectories

that are not a single arc. The estimated height field

description is in the form of an upper bound and lower

bound on the depth of each point. The upper and lower

bounds are progressively updated from the information

obtained from each light source position.

All of these methods rely on accurate detection of

the boundaries of shadow regions. This is particularly

problematic for attached shadows that are the end of

a gradual transition of light to dark. Height estimates

that use gradients derived from the estimate of the

start of attached shadows are particularly prone to er-

ror. Yang (1996) considers the problem of shape from

shadows with error. He presents a modified form of

Hatzitheodorou and Kender approach, in which linear



Savarese et al.

programming is used to eliminate inconsistencies in

the shadow data used to estimate the surface. While

the consistency check does not guarantee any bounds

on the surface estimate, it does guarantee that the

method will converge. He shows that the check for in-

consistences is NP-complete. While more robust than

Hatzitheodorou and Kender’s method when applied to

imperfect data, Yang’s technique is still restricted to

2.5D terrains. Finally, Yu and Chang (2005) give a new

graph-based representation for shadow constraints.

Our method does not require a restriction to 2.5D

terrains. Rather, it allows a fully 3D reconstruction

of the object. Moreover, we do not rely on knowing

the boundaries of shadow regions to compute surface

shape. Similar to Yang’s approach, we use the idea

of consistency to avoid misinterpreting data. However,

rather than comparing multiple shadow regions for con-

sistency, we check that observed shadow regions are

consistent with our current surface estimate.

Our proposed approach—shadow carving—is simi-

lar in spirit to the space carving approach of Kutulakos

and Seitz (1999). Our approach differs from Kutulakos

and Seitz (1999) in that we consider consistency be-

tween a camera and light views, rather than multiple

camera views. Consistency can be tested robustly by

detecting shadows, without requiring the hypothesis

of Lambertian surface. We begin with a conservative

surface definition, rather than a discretized volume. In-

consistent regions can be carved out by moving surface

points at the resolution of the captured images, rather

than being limited to a set of fixed resolution voxels.

Most importantly, we provide a proof of correctness

that well defined portions of volume can be removed in

a conservative manner from the current object estimate,

instead of iteratively removing single voxels until all

the inconsistencies are solved.

This paper gathers our own previous work (Savarese

et al., 2002, 2001) and presents an extended experi-

mental analysis in that: (i) performance of the method

with different configurations of lights and camera posi-

tions is tested; (ii) accuracy of the reconstruction due to

errors in the shadow estimates is assessed; (iii) through-

out experiments with real objects are shown.

3. Shadow Carving

We introduce a formal definition of shadow carving

and present its main property of yielding conservative

object estimates in Section 3.1. Then we show a sim-

ple example of shadow carving in the context of the

epipolar slice model described in Sections 3.2 and 3.3.

Finally, we prove that shadow carving always yields

conservative estimates in Sections 3.4, 3.5, 3.6 and 3.7.

3.1. The Shadow Carving Theorem

Consider an object in 3D space and a point light source

L illuminating it. See Fig. 3 . One or more shadows are

cast over the object by parts of the object itself. The

scene is observed by a pin-hole camera whose center

is located in Oc. Let us introduce the following defini-

tions:

Definition 3.1. A conservative object estimate is any

volume R̂ that contains the object R.

Definition 3.2. A portion of a surface is visible from

a point X if every point of the portion of the surface

can be connected to X without intersecting the surface

itself.

Notice that in this definition the surface may be either

the surface of the object or the surface of the conserva-

tive object estimate. Furthermore, the point X may be

either the center of the camera Oc or the light source

L .

Definition 3.3. A shadow is a portion of the surface

of the object that is not visible from the light source L .

Definition 3.4. The shadow volume Vo is the set of

lines through the center of the camera projection Oc

and all of the visible points (from Oc) of the object’s

surface that are in shadow.

Definition 3.5. The inconsistent shadow is the portion

of the surface of the conservative object estimate R̂ that

intersects Vo and is visible from the camera and the light

source.

Definition 3.6. The light volume VL is the set of lines

through the light source L and the points of the incon-

sistent shadow.

Notice that VL is dependent on the particular choice

of R̂.

Definition 3.7. The carvable volume VC is Vo ∩ VL ∩

R̂.
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Figure 3. Example of shadow carving in 3D.

Theorem 3.1. If the object surface is smooth, R̂ mi-

nus VC is a conservative object estimate.

Notice that all the quantities (i.e., L , Oc, R̂ and the

image points of the object’s surface that are in shadow)

are available either from calibration or from measure-

ments in the image plane. Therefore Theorem 3.1 sug-

gests a procedure to estimate the object incrementally:

(i) start from a conservative object estimate; (ii) mea-

sure in the image plane all of the visible points of the

object’s surface that are in shadow and compute the

shadow volume; (iii) compute the corresponding incon-

sistent shadows; (iv) compute the corresponding light

volume; (v) intersect the conservative object estimate,

the shadow volume and the light volume and calculate

the carvable volume; (vi) remove the carvable volume

from the conservative object estimate to obtain an new

object estimate. Theorem 3.1 guarantees that the new

object estimate is still a conservative object estimate.

The process can be iterated by considering a new light

source or by viewing the object from a different van-

tage point. This procedure will be developed in details

in Section 4.

As we shall see in Section 3.4, the theorem still holds

if there are errors in detecting the visible points of the

object’s surface that are in shadow. These errors, how-

ever, must be conservative; namely, a piece of shadow

can mislabeled as non-shadow, but a non-shadow can-

not be mislabeled as a shadow.

3.2. The Epipolar Slice

In order to prove Theorem 3.1 we examine the problem

in an appropriately chosen 2D slice of the 3D space,

the epipolar slice. As we shall discuss in more details
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in Section 3.6, the results that we prove for a given

slice hold in general and do not depend on the specific

choice of the slice. Thus, the extension to the 3D case

is immediate by observing that the epipolar slice can

sweep the entire object’s volume.

Consider the family of planes �L passing through

Oc and L (see Fig. 4). Each plane πL ∈ �L , inter-

sects the image plane πi and the object. In other words,

each πL defines an epipolar slice of 3D space. For

each slice, we have the image line (i.e., the intersec-

tion of πi with πL ), the image shadow segment (i.e.,

the intersection of the estimated image shadow with

πL ), the object contour P (i.e., the intersection of the

object’s surface with πL ) and the conservative object

contour P̂ (i.e., the intersection of the conservative sur-

face estimation with πL ). Additional quantities are the

object area AP (that is, the area bound by P) and the

conservative object area A P̂ (that is, the area bound

by P̂).

Figure 4. Top: an object in 3D space and a point light source L

illuminating it. The scene is observed by a camera whose center is

located in Oc and whose image plane is called πi . Bottom: the plane

πL defines an epipolar slice of 3D space.

3.3. Example

Figure 5 shows an example of shadow carving in the

epipolar slice model. The shadow s̄ is cast by the object

contour P over itself. s is the image of s̄. The shadow

area Ao is the set of lines through Oc and all of the

points along s that are visible from Oc. The portion of

P̂ that is visible from the camera and the light, and in-

tersects Ao is the inconsistent shadow ŝ. This shadow

is called inconsistent because it is visible from the light

source L . Thus, the conservative estimate P̂ has to be

re-adjusted in order to explain this inconsistency. The

light area AL is the set of lines through L and all of

the points on ŝ. Finally, Ao ∩ AL ∩ A P̂ gives the area

AC which we call the carvable area (i.e., cross-hatched

area in the figure). AC can be removed from A P̂ , gen-

erating an improved conservative approximation of P .

Notice that the new conservative estimate is consistent

with the observed shadow s and with the light source

position. Thus, no additional carving is required. Fi-

nally, notice that AC can be removed in one shot rather

than by means of an iterative process as in Kutulakos

and Seitz (1999).

Many questions arise and we may wonder what hap-

pens if (i) the topology of P is more complex; (ii) the

shadow is occluded by other object parts; (iii) multi-

ple shadows are imaged by the camera; (iv) the object

surface contains low-albedo regions that do not allow

a correct or complete estimate of the shadows. Can we

still define a carvable area? Can we guarantee that the

carvable area is always outside the object (i.e., the new

estimate is still conservative)?

In Section 3.4, we address these questions; we first

introduce the definition of atomic shadow and then de-

scribe how the measured shadow can be decomposed

into atomic components. Given such decomposition,we

formally define the carvable area AC and prove that AC

is always outside the object area (Sections 3.5 and 3.6).

As we shall see, no hypothesis on the topology of object

is made. However, an hypothesis on the smoothness of

the object surface is required and is discussed at the

end of Section 3.4.

3.4. Decomposing the Shadow

Let us consider an epipolar slice of a 3D object. In

general, the object’s contour P on the epipolar slice

might comprise more than one separate contour com-

ponents. For instance, the body and the handle of the

bucket (Fig. 4-top) may yield two separate contours
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Figure 5. Example of shadow carving.

(Fig. 4-bottom). Thus, depending on the object’s topol-

ogy and the light source position, there will be a certain

shadow distribution. Furthemore, some portions of a

given shadow might be occluded from the camera view

by other parts of the object. A portion of shadow which

is visible from the camera (i.e., from the center of pro-

jection) is called unoccluded. Figure 6 shows examples

of unoccluded shadows: the unoccluded shadows are

indicated with the black bold lines; the occluded por-

tions of shadow are indicated with black dashed lines.

It is clear that whether a shadow is occluded or not

only depends upon the contour topology as well as the

camera position.

Let us suppose that we have a technique to detect sha-

dows. It is a reasonable assumption that such a shadow

detection technique is always conservative. That is, a

shadow may not be detected, but whatever is labeled as

shadow is indeed a shadow. See Section 4.4 for details.

Thus, a portion of contour is called undetectable if, ac-

cording to the shadow detection technique, it cannot

be classified either as a shadow or as not a shadow. We

call detectable a shadow which does not lie within an

undetectable portion of contour. Figure 7 shows exam-

ples of detectable shadows and undetectable portions

of contours: the detectable shadows are indicated in

bold black; the undetectable portions of contours are

indicated in gray.

Definition 3.8. A maximal connected portion of

shadow which is both unoccluded and detectable is

called atomic.

An atomic shadow is indicated with the symbol ā

and its corresponding perspective projection into the

image line is indicated by a. We call a an atomic im-

age shadow. As a result, any shadow s̄ j can be decom-

posed into its atomic components ā j,1, ā j,2 . . . ā j,k . See

Fig. 8 for an example: the atomic shadows (indicated

in bold black) within s̄1 are ā1,1, ā1,2, ā1,3 and ā1,4. The

perspective projection of the atomic shadows into the
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Figure 6. Example of occluded and unoccluded shadows.

Figure 7. Example of detectable shadows. Undetectable portions of contours are indicated in bold gray. Detectable shadows are indicated in

bold black. Shadows within undetectable portions of contours are indicated in black dashed.

image line yields the atomic image shadows a1,1, a1,2,

a1,3 and a1,4. Occluded shadows and shadows falling

into undetectable portions of contour are indicated in

dashed bold black.

We assume that the shadow detection technique

gives us an estimation eu of the perspective projection

into the image line of the complete set of unoccluded

shadows and an estimation ed of the perspective pro-

jection of the complete set of detectable regions. The

intersection of eu with ed gives the estimated shadow

distribution e along the image plane of both unoccluded

and detectable shadows. The estimated shadow e can

be described as the union of maximal connected com-

ponents which we call estimated shadow component

ei . It is easy to show that there is no unique corre-

spondence between estimated shadow components and
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Figure 8. Example of atomic shadows.

atomic image shadows. For instance, see Fig. 8. The es-

timated shadow component e3 corresponds to atomic

image shadows a2,1 and a1,3.

Lemma 3.1. If the object contour’s first order deriva-

tive is continuous (i.e., the object’s contour is smooth)

and if the shadow detection is conservative (i.e., a piece

of shadow can be mislabeled as non-shadow, but a

non-shadow cannot be mislabeled as a shadow), an

estimated shadow component is always a lower bound

estimation of either an atomic image shadow or the

union of two or more atomic image shadows.

Proof: The lemma just follows from the definitions.

An example is shown in Fig. 8: the estimated

shadow e within the image line can be decomposed

into its estimated shadow components e1, e2, e3 and

e4. In particular, e1 is a lower bound estimation of

a1,1. e3 is a lower bound estimation of the union of

a1,3 and a2,1. Notice that e3 appears as a connected

shadow component, although a1,3 and a2,1 are the im-

ages of atomic shadows generated over two different

contours.

In the following we want to show that if the hy-

pothesis of smoothness is removed, Lemma 3.1 is no

longer verified. Let us consider the example depicted

in Fig. 9. The surface P casts two shadows over P it-

self. ā1 and ā2 are the corresponding atomic shadows.

In particular, ā1 is cast by the point p̄. Hence, p̄ can-

not be in shadow. Furthermore, p̄ is visible from Oc.

Thus, the corresponding atomic image shadows a1 and

a2 do not constitute a connected component. However,

if the edge is sharp enough, the camera might not be

able to resolve p̄, which will be estimated as being

in shadow. The shadow decomposition fails; the esti-

mated shadow component is no longer a lower bound

conservative estimate of a1 and a2. In other words, a1

and a2 are estimated to be a unique connected compo-

nent instead of two disconnected shadow components

e1 and e2. As a result, Lemma 3.1 does not necessarily

hold when the contour smoothness hypothesis is not

verified.

We can remove the hypothesis of smoothness if we

suppose that we have available a technique to identify

points whose first order derivative is not continuous.

We call such points singular and we label them as un-

detectable. Let us consider again the example of Fig. 9.

If p̄ can be identified as singular and therefore its image
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Figure 9. Contour with singular point.

p labeled as undetectable, a1 and a2 are no longer esti-

mated as a unique shadow component, but as two dis-

connected estimated shadows components e1 and e2.

The shadow decomposition is again conservative and

Lemma 3.1 is verified. From now on, we assume either

to deal with smooth contours or to have a technique to

identify singular points so that we can use the property

stated in Lemma 3.1.

In the next section we formally define the carvable

area and prove that each carvable area attached to a

generic ei does not belong to the object area (conserva-

tive carving). By means of Lemma 3.1 we decompose

the problem into two cases: an estimated shadow com-

ponent corresponds to an atomic image shadow; an

estimated shadow component corresponds to the union

of two or more atomic image shadows.

3.5. Atomic Shadow

Let us consider an estimated shadow component e and

let us assume that e is exactly the atomic image shadow

a (see Fig. 10). We call ā the corresponding atomic

shadow over the object contour. Let Ao be the area de-

fined by the set of lines through Oc and e. The following

lemma holds:

Lemma 3.2. Given an estimated shadow component

e and the corresponding area Ao, all the points belong-

ing to P and within Ao either belong to ā or are not

visible from Oc. In particular, if there is a point p ∈ P

and ∈ Ao not visible from Oc, there must exist at least

one point q ∈ ā between p and Oc.

Proof: The lemma follows from the definition of

atomic shadow and Lemma 3.1.

Given Lemma 3.2, Ao is the 2D slice of the shadow vol-

ume Vo in Definition 3.4 and it is called shadow area.

In the following, we introduce additional geometric

quantities that will lead to the definition of carvable

area. Let P̂ be the current conservative contour estima-

tion and let ê (light gray line in Fig. 10) be the projective

transformation (centered in Oc) of e onto the conserva-

tive contour P̂ closest to Oc.1 Since P̂ is a conservative

estimation of the real P , ê is closer to Oc then ā. Let v̂

(black line in Fig. 10) be the portion of ê whose points

can be connected by a line segment to L without in-

tersecting P̂ . Thus, any point ∈ v̂ must be visible from

L . v̂ corresponds to the inconsistent shadow in Defi-

nition 3.5. Let Al be the area defined by the family of

lines passing through L and any point along v̂. Al is

the 2D slice of the light volume VL in Definition 3.6

and it referred as light area.

Definition 3.9. We define the carvable area AC as

the area obtained by the intersection of the estimated

object area (bounded by P̂), the light area Al and the

shadow area Ao.

The carvable area corresponds to the cross-hatched area

in Fig. 10 and is the 2D slice of the volume VC in

Definition 3.7. The key result in this section is stated

in the following lemma:

Lemma 3.3. The carvable area AC does not intersect

the real object contour P.
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Figure 10. The atomic shadow case.

Proof: Suppose, by contradiction, that there is a por-

tion q of the object contour P within AC . There are two

possible cases: q is fully included within the atomic

shadow ā (case 1); q is not fully included within ā

(case 2). Let us start with case 1. It is easy to conclude

that, since AC is defined by v̂ (which is fully visible

from L), there must exist at least one point p ∈ q ⊆ ā

visible from L . The contradiction follows from the def-

inition of shadow. Consider case 2: let qp be a portion

of q not included in ā. Since ā is atomic, by Lemma 3.2,

qp must eventually be occluded by a portion āp of ā.

But since ê is closer to Oc than ā and since qp belongs

to AC , āp must lie within AC . Hence we can apply case

1 to āp achieving again the contradiction. The lemma

is fully proved.

Lemma 3.4. The carvable area AC cannot com-

pletely lie within the object.

Proof: The lemma holds because, by definition, ê is

closer to Oc then ā.

Proposition 3.1. Any point within a carvable area

cannot belong to the actual object area.

Proof: The proposition follows from Lemmas 3.3

and 3.4.

3.6. Composite Shadow

The composite shadow case arises when e is not neces-

sarily attached to a single atomic shadow (see Fig. 11).

Let us assume that e is actually composed by the union

of J atomic image shadows a1, a2, . . . aJ . The corre-

sponding atomic shadows lying over the object contour

are ā1, ā2, . . . āJ , respectively. The area Ao is defined

by e as in the atomic case. Lemma 3.2 can be modified

as follows:
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Figure 11. The composite shadow case.

Lemma 3.5. Given an estimated shadow component

e and the corresponding shadow area Ao, all the points

belonging to P and within Ao either belong to one of

the atomic shadows ā1, ā2, . . . āJ or they are not visible

from Oc. In particular, if there is a point p ∈ P and

∈ Ao not visible from Oc, there must exist at least one

point q ∈ {ā1, ā2, . . . āJ } between p and Oc.

Proof: The lemma directly follows from the defini-

tions of atomic shadows, Lemma 3.1 and the assump-

tion that e is a connected shadow component.

We can define ê as in the atomic case. The difference

here is that ê may be decomposed into K different com-

ponents ê1 . . . êK located in different positions within

Ao, depending on the topology of P̂ . For each k, we

can define v̂k as the portion of êk whose points can be

connected by a line segment to L without intersecting

P̂ . Furthermore, for each v̂k we define a corresponding

Alk
as in the atomic case.

Finally:

Definition 3.10. We define the set of carvable areas

AC1
, AC2

, . . . ACK
attached to the estimated shadow

component e as the set of areas obtained by the

intersection among the estimated object area (bounded

by P̂), the shadow area Ao and the set of light areas

Al1
, Al2

, . . . AlK
, respectively.

Proposition 3.2. Any point within the set of carvable

areas AC1
, AC2

, . . . ACK
cannot belong to the actual

object area.

Proof: The proposition follows from Lemma 3.5 and

by modifying accordingly Lemma 3.3, Lemma 3.4 and

the corresponding quantities.

Propositions 3.1 and 3.2 guarantee that points taken

from any of the carvable areas, are always outside the

real object area. The extension to the 3D case is im-

mediate by observing that: (i) the epipolar slice can

sweep the entire object’s volume; (ii) the interplay of

light and geometry take place within each slice and is

independent of the other slices. Thus, Theorem 3.1 is

fully proven.

Notice that Theorem 3.1 holds under the hypothesis

of Lemma 3.1: (i) the actual object’s contour is smooth

(or a technique is available to identify points whose first

order derivative is not continuous—see Section 3.4);

(ii) the shadow detection technique is conservative—
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that is, a shadow may not be detected but whatever is

labeled as shadow is indeed a shadow.

3.7. Effect of Errors in the Shadow Estimate

What happens when errors in the shadow estimation

occur? We proved Proposition 3.1 with the assumption

that an estimated shadow component is equivalent to

an atomic image shadow (or the union of two or more

atomic image shadows). In the presence of a conser-

vative error in the shadow estimation, the estimated

shadow component is always included in the atomic

image shadow. Thus, the corresponding carvable ar-

eas will be a subset of those obtained from the full

atomic shadow. In the limit case where no shadows

are detected, no volume is removed from the object.

As a result, we still perform a conservative carving.

This property makes our approach robust with respect

to conservative errors in identifying shadows.

However, if a non-conservative error in the shadow

estimation occurs, the estimated shadow components

may not necessarily be included in the corresponding

atomic image shadows. As a result, some carvable areas

may be contained within the actual object’s boundaries.

The shadow carving procedure is no longer conserva-

tive. In Section 6, we will show an example of non

conservative carving due to non conservative errors in

the shadow estimate.

As a conclusion, an estimated carvable area is always

guaranteed to be outside the actual object boundaries

as long as errors in the shadow estimation are conser-

vative and singular points along the object contour are

detectable.

4. Shape from Silhouettes and Shadow Carving

In this section, we present the design of a system for re-

covering shape from shadow carving. The system com-

bines techniques of shape from silhouettes and shadow

carving. We first briefly review techniques based on

shape from silhouettes in Section 4.1. Then we present

our implementation of shape from silhouettes. We de-

scribe a new hardware configuration that tackles the

difficult problem of extracting the object image silhou-

ette in Section 4.2. The outcome of shape from silh-

ouettes is an initial conservative estimate of the object.

We review hybrid approaches in Section 4.3 and show

that the initial estimate can be refined by shadow carv-

ing in Section 4.4.

4.1. Brief History of Shape-from-Silhouettes

The approach of shape from silhouettes—or shape from

contours—has been used for many years. An early

shape from silhouette method was presented by Martin

and Aggarwal (1983) and has subsequently been re-

fined by many other researchers. The approach relies

on the following idea. The silhouette of the object in

the image plane and camera location for each view

forms a cone containing the object. See Fig. 12. All

space outside of this cone must be outside of the ob-

ject, and the cone represents a conservative estimate

of the object shape. By intersecting the cones formed

from many different viewpoints, the estimate of object

shape can be refined. Different techniques for com-

puting the intersection of cones have been proposed.

Martin and Aggarwal considered a volume containing

the object and uniformly divided such volume in sub-

volumes. For each view, each sub-volume—or voxel—

is examined to see if it is outside of the solid formed

by the silhouette and the view point. If it is outside,

the voxel is excluded from further estimates of the ob-

ject shape. Subsequent research has improved on the

efficiency of this approach by alternative data struc-

tures (Szeliski, 1993) for storing the in/out status of

voxels. Standard surface extraction methods such as

Figure 12. Shape from Silhouettes: The silhouette and camera lo-

cation for each view forms a cone containing the object. The inter-

section of multiple cones is a conservative estimate of object shape.
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Marching Cubes (Lorensen and Cline, 1987) can be

used to compute the final triangle mesh surface. It is

also possible to model the cones directly as space en-

closed by polygonal surfaces and intersect the surfaces

to refine the object estimate, similar to the method used

by Reed and Allen to merge range images (Reed and

Allen, 1999).

Laurentini (1995) introduced the idea of visual hull,

i.e., the closest approximation to the object surface that

can be estimated from n views. He also showed that

the accuracy of a shape from silhouettes approach is

limited. For instance, some concavities in the object

are never observed from the silhouettes. Koenderink

(1984) studied the differential properties of occluding

contours and the relationship between contours and lo-

cal shape. Such analysis was extended by Giblin and

Weiss (1986), and Vaillant and Faugeras (1992). In par-

ticular, the idea of using a series of silhouettes obtained

from very small angular rotations of the object was ex-

plored. As illustrated by Cipolla and Blake (1992), and

Zheng (1994), the depth of a point on the silhouette

can be computed by analyzing the change in silhou-

ette for a small change in orientation. The set of 3D

points obtained from many views form a cloud that can

be integrated into a single surface mesh. The method

presented by Zheng has the advantage of the unob-

served areas that have unmeasured concavities being

identified automatically. It has the disadvantage that

many more silhouettes are required to estimate the ob-

ject shape. The method is also not as robust as the cone

intersection methods, because reconstruction errors in-

herent in meshing noisy points may result in holes or

gaps in the surface. Major recent contributions on shape

from silhouettes are Lazebnik et al. (2001), Fitzgibbon

et al. (1998), Boyer and Berger (1997) and Sullivan and

Ponce (1998).

Because they are robust and conservative, volume-

based space carving techniques similar to Martin and

Aggrawal’s original method have found success in

low-end commercial scanners. The shape error caused

by concavities not apparent in the silhouettes is often

successfully masked by the use of color texture maps

on the estimated geometry.

Although they are simple and relatively robust, shape

from silhouettes approaches fail when they are unable

to accurately segment the object from its background.

Many systems use a backdrop of a solid, known color—

i.e., the backdrops used in chroma-key systems for

video compositing. This approach can fail when the

object itself has the same color as the background.

More frequently, it fails for objects with some specu-

larity that reflect the backdrop into the direction of the

camera view. Diffuse white objects may also reflect the

color of the backdrop towards the camera through mul-

tiple self-inter-reflections. This reflection of the back-

drop color can cause the segmentation to fail in two

ways. The object boundary may be estimated as en-

tirely inside the actual boundary, resulting in a general

shrinkage. Areas in the middle of the object may be

classified as backdrop. This results in the more serious

error of tunnels in the object. A simple approach to

correct tunnelling errors is to have the user inspect the

images being segmented, and paint in areas that have

been misclassified. Another approach is to use a large,

diffusely emitting light source as the backdrop. This

can often prevent areas in the middle of the object from

being misclassified, but does not guarantee that areas

near the silhouette edge that scatter light forward will

be properly classified. It also prevents texture images

from being acquired simultaneously with the silhouette

images.

Recently, Leibe et al. (2000) developed a shape from

silhouettes approach that avoids the segmentation prob-

lem by using cast shadows. A ring of overhead emit-

ters cast shadows of an object sitting on a translu-

cent table. A camera located under the table records

the shadow images. The emitter positions and shad-

ows form the cones that are intersected to form a

crude object representation. Because only one object

pose can be used, the representation cannot be refined.

The crude representation is adequate, however, for the

remote collaboration application being addressed by

Liebe et al..

To avoid the segmentation problem inherent in many

shape from silhouette systems, we adopt an approach

similar to that of Leibe et al. (2000). We rearrange the

set up, however, to allow for multiple object poses and

better refinement of the object shape.

4.2. First Phase—Shape from Silhouettes

Our proposed new set up for shape from silhouettes

is shown in Fig. 13. A point light source is placed in

front of the object to be measured sitting on a turntable,

casting a shadow on a translucent panel. A camera on

the opposite side of the panel records the image of the

shadow cast on the panel. The locations of the camera,

light source, and panel relative to a coordinate system

fixed to the turnable are found by calibration. In order
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Figure 13. A novel setup for shape from silhouettes: A camera

observes the shadow cast by a point light source on a translucent

panel.

to be considered a “point” light source, the lamp simply

needs to be an order of magnitude or more smaller than

the object to be measured, so that the shadow that is

cast is sharp. The lamp needs to have an even output,

so that it does not cast patterns of light and dark that

could be mistaken for shadows. The translucent panel

is any thin, diffusely transmitting material. The panel

is thin to eliminate significant scattering in the plane

of the panel (which would make the shadow fuzzy)

and has a forward scattering distribution that is nearly

uniform for light incident on the panel, so that no im-

ages are formed on the camera side of the panel except

for the shadow. The positions of the light source and

camera are determined by making sure that the shadow

of the object falls completely within the boundaries

of the translucent panel for all object positions as the

turntable revolves, and that the camera views the com-

plete translucent panel.

By using a translucent panel, the camera views an

image that is easily separated (e.g., by performing a

k-means clustering) into two regions to determine the

boundary intensity value between lit and unlit areas.

Because the camera and panel positions are known,

the shadow boundary can be expressed in the world

coordinate system. The cone that fully contains the

object is formed by the light source position and the

shadow boundary. A volume can be defined that is ini-

tially larger than the object. Voxels can be classified as

in or out for each turntable position. This classifica-

tion can be done by projecting the voxel vertices along

a line starting at the point light source onto the plane

of the panel and determining whether they are in or out

of the observed shadow. Voxels for which the result of

this test is mixed are classified as in.

A more accurate estimate of the surface can be

obtained by computing the actual crossing point for

each in-out edge.

By using the projected shadow, problems such as

the object having regions the same color as the back-

ground, or reflecting the background color into the di-

rection of the camera are eliminated. The configuration

also allows for some other interesting variations. Mul-

tiple light sources could be used for a single camera

and panel position. One approach would be to use red,

green and blue sources, casting different color shad-

ows. In one image capture, three shadows could be

captured at once. Another approach would be to add a

camera in front, and use several light sources. For each

turntable position, several shadow images could be cap-

tured in sequence by the camera behind the translu-

cent panel, and several images for computing a detailed

texture could be captured by the camera in front. See

Fig. 14.

Either configuration for using multiple light sources

would give information equivalent to using multiple

camera views in a traditional shape from silhouettes

set-up. The result of this is a more complete object

description from each full rotation of the turntable, and

a reduction in the number of positions of the object

required to obtain a well-defined surface.

Figure 14. Alternative setup for shape from silhouettes and shape

from self-shadowing: shadow images on the translucent panel are

obtained for multiple point light sources in front of the object and

captured by a camera placed behind the translucent panel. At the

same time a camera in front of the object is used to take images of

the front of the object and the shadows it casts onto itself from the

same light sources.
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4.3. Combining Approaches

It has become evident that to produce robust scanning

systems it is useful to combine multiple shape-from-X

approaches. A system is more robust if a shape es-

timated from shape-from-A is consistent with shape-

from-B. An example is recent work by Kampel et al.

(2002) where cues from silhouettes and structured

light are combined. An alternative approach is photo-

consistency, as introduced by the work of Seitz and

Dyer (1997), Kutulakos and Seitz (1999) and numerous

extensions and/or alternative formulations (Broadhurst

and Cipolla, 2001; Bhotika et al., 2002; Szeliski and

Golland, 1999; de Bonet and Viola, 1999; Eisert et al.,

1999; Slabaugh et al., 2004; Treuille et al., 2004). The

philosophical importance behind this work is summa-

rized by the idea that a surface description is acceptable

only if it is consistent with all the images captured of

the surface. We use this basic concept in combining

shape from silhouettes with shape from shadows. We

refine our initial shape estimate obtained from shape

form silhouettes with the conservative removal of ma-

terial to generate shapes that are consistent with images

of the object that exhibit self-shadowing.

4.4. Second Phase—Shadow Carving

As discussed in Section 4.1, shape from silhouettes

cannot capture the shape of some concave areas which

never appear in object silhouettes. The new configura-

tion described in Section 4.2 does not overcome this

limitation. Object concavities, however, are revealed

from shadows the object casts on itself. In our sec-

ond phase of processing, we analyze the object’s self-

shadowing and use shadow carving to adjust our sur-

face estimated in the first phase.

Our implementation of shadow carving is organized

in three parts: shadow detection, check for contradic-

tion, and adjustment to resolve contradiction. First of

all, we need to obtain multiple images with poten-

tial self-shadowing. We propose a hardware set up as

shown in Fig. 1. A camera in front of the object is

used to take images of the object and the shadows it

casts onto itself from an array of light sources. We

use these images to refine the object estimate. An al-

ternative hardware configuration is shown in Fig. 14.

Shadow images on the translucent panel are obtained

for an array of light sources located in front of the object

and captured by a camera placed behind the translucent

panel. At the same time, a camera in front of the object

is used to take images of the object and the shadows it

casts onto itself from the same light sources. While all

of the front and back images are taken in the same ro-

tation of the turntable, the translucent panel images are

processed first to obtain a first surface estimate (shape

from silhouettes). We use the images obtained by the

front camera in a second phase to refine this estimate

(shadow carving).

Detecting shadows is not easy. In objects that have

significant self-inter-reflection and/or spatially varying

surface albedo, lit portions of the object often have low

intensities—sometimes even lower than those attached

to portions that do not have a direct view of the light

source—but are lit by inter-reflection. A full solution

to the shadow detection problem is not the objective

of this work. In fact, it is permissible with our ap-

proach to avoid finding the exact shadow boundaries—

we can misclassify shadow pixels as lit without jeop-

ardizing the conservative property of our estimate. See

Section 3.4. Our goal then is to identify areas we are

very certain to be in shadow region. At that end we

make use of multiple light sources for each object po-

sition. We combine the images captured with these dif-

ferent light positions into a unique reference image by

taking the maximum value for each pixel. Each image

is then analyzed for areas that are dark, relative to the

reference image, and also have an intrinsic low value

of intensity. We select a threshold value that gives an

estimation safely within the dark region for all of the

images. The rest of our method is designed to make use

of these conservative shadow estimates to continue to

refine our initially conservative object estimate.

In the next step, we test whether the shadow regions

thus identified can be explained by the current object

estimate (check for contradiction). Notice that not all

shadows observed on an object indicate that the initial

surface estimate is incorrect. Consider the case of a

coffee mug shown in Fig. 15. Two shadows would be

observed: the attached shadow B and the shadow cast

by the handle C . Ray-tracing would show that both of

these shadows are explained by the current surface. A

ray to the light source in the attached area B would

immediately enter the object itself, indicating the light

source is not seen. A ray from area C would intersect

the handle before reaching the source.

The problem remains of what to do to resolve unex-

plained shadows (adjustment to resolve contradiction).

The surface estimate is conservative, so we cannot add

material to the object to block the light source. We can
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Figure 15. Not all shadows on an object indicate a contradiction

with the current object estimate. For the mug, the shadow C cast

by the handle and the attached shadow B are both explained by the

current object estimate.

only remove material. Removing material anywhere

outside of the unexplained shadow will not form a block

to the light source. The only option is to remove ma-

terial from the unexplained shadow region. This can

be done to the extent that the surface in that region is

pushed back to the point that its view of the light source

is blocked as explained in Theorem 3.1.

As a final remark, in order for shadow carving to

work, we assume that there are no features smaller

than our image pixel size. See Section 3.4 for details.

As noted in Raviv et al. (1989), and Hambrick et al.

(1987), this interpretation of shadow fails when there

are features sharper than the image resolution.

5. Implementation

We have built a table-top system to test our approach.

Our modeling software has two major components:

space carving using the silhouette images and shadow

carving using the images acquired with an array of light

sources.

5.1. Hardware Setup

Our table-top setup is shown in Fig. 16. The system

is composed of a Kaidan MC-3 turntable, a removable

translucent plane, a single 150 W halogen light source

on the back of the object. Behind the movable panel, a

rigid panel contains a Fuji FinePix S1 Pro digital cam-

era, an array of five halogen light sources surround-

ing the camera and a ShapeGrabberT M laser scanner

which was used to obtain a ground truth. We capture

1536×2304 resolution images and crop out the central

1152×1728 region from each image. Control software

allows us to automatically capture a series of N steps of

Figure 16. Setup of our proposed system. The system is composed

of a turntable, a removable translucent plane, a single 150 W halogen

light source on the back of the object. Behind the movable panel, a

rigid panel contains a digital camera, an array of five halogen light

sources surrounding the camera and a laser scanner. Notice that the

laser scanner is only needed to acquire a ground-truth model of the

object and is not required for our reconstruction algorithm.

images in rotational increments of 360/N degrees and

turn the light sources on and off when necessary. The

single halogen light source on the back of the object

is used to project the shadow on the translucent plane.

The translucent plane can be removed when necessary.

It is made of frosted glass standing on a rigid support.

A sheet of copier paper sandwiched between panes of

glass can be used as well. For additional information

about the setup and how to obtain the ground truth see

(Farouk et al., 2003).

The camera is calibrated with respect to a coordinate

system fixed to the turntable using a calibration artifact

attached to the turntable and a Tsai camera calibration

algorithm (Tsai, 1987). The location of laser scanner

is calculated by scanning the artifact used to calibrate

the camera. The location of the translucent panel and

the position of the back light source are measured us-

ing the laser scanner. This is done for convenience—

alternative calibration algorithms may be used as well.

Since the panel surrounding the camera has known ge-

ometry, the location of the array of five light sources is

known as well.

Because we use a single camera system, we need

to take data in two full rotations of the turntable. In

the first rotation, the translucent panel is in place and

the silhouette images are obtained. These data are used

by the space carving algorithm. In the second rotation

of the turntable, the panel is removed without moving

the object, and the series of five images from the five
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Figure 17. Sample data from table-top system: Shadow panel im-

age on the left, and self-shadow image on the right.

camera-side light sources are captured. These data are

used by the shadow carving algorithm.2

Cropped images from the sample data acquired by

our system are shown in Fig. 17. The left image shows

the shadow cast by the object on the translucent panel

when it is lit by the back light. The right image shows

one of the five self-shadowing images captured for one

object position. Even if the original images are cap-

tured in color, shadow carving method only requires

gray scale. Color images can be used if a final texture

mapping step is needed.

5.2. Software—Space Carving

Our goal is to recover the shape of the object from

the silhouettes of the shadows cast into the translucent

panel. Thus, the first step is to extract such shadow

silhouettes. This task is very simple. We begin by doing

k-means analysis on the images to determine the pixel

intensity value dividing the lit and unlit regions for the

images of the panel. The boundary of each shadow is

then computed with sub-pixel accuracy. The estimation

of the shadows is slightly dilated to account for errors in

the calibration of the camera (e.g., errors in estimating

the camera center and back light position).

After that the silhouettes are extracted, the space

carving algorithm is organized as follows. A single vol-

ume that completely encloses the working space of the

acquisition system is defined. In order to accelerate the

computation, an octree scheme is used as proposed by

Szeliski (1993), and Wong (2001). The initial volume is

subdivided in eight parts (voxels), each one marked as

containing the surface of the object (boundary label).

Each boundary voxel is projected into every shadow

image. If there is at least one projection in which the

voxel lies completely outside a shadow image than the

corresponding voxel is marked as being outside the

object (out label). If all the projections of a voxel lie

completely inside the corresponding shadow images

then the voxel is classified as being inside the object

(labeled as in).

If some projections of a voxel partially overlap the

shadow edges and some are fully inside other shad-

ows, then the voxel keeps the boundary label. After

all the voxels are inspected, those labeled out are dis-

carded, those labeled in are kept but processed no fur-

ther, and each boundary voxel is subdivided into eight

new sub-voxels. All of the new voxels are processed as

before to improve the estimate of the object volume.

When a suitable subdivision level is reached, each

vertex of each boundary voxel is projected into the

shadow images and classified as being in or out of the

object. Moreover, all of the voxels that were labeled

as in are subdivided to the finest level, and their ver-

tices are labeled as in. Finally, all of the boundary and

in voxels are saved to a file that provides the volume

description used for the shadow carving algorithm.

5.3. Software—Shadow Carving

Our implementation of the shadow carving algorithm

consists of three steps: shadow detection, test for con-

tradiction, and surface update. These three operations

are performed for each camera position, with the cu-

mulative results for all positions k − 1 carried forward

to the processing of position k. The pseudocode of the

algorithm is in Fig. 18. At the end of the processing for

the k−1 position, the object is represented in two ways:

as a voxel data structure, that describes its volume,

and as a triangle mesh, that describes its surface and

Figure 18. Skeleton of the shadow carving algorithm.
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Figure 19. At the start of a shadow carving step, the current object estimation is represented by both a volumetric description (left), and a

triangle mesh (right). The voxels of the volume are marked as inside (green), boundary (red), and outside (blue).

is extracted from the current volume using the March-

ing Cubes algorithm (Lorensen and Cline, 1987). The

voxel data structure maintains information for classi-

fying voxels as completely inside, completely outside,

or containing the surface of the object (see Fig. 19).

We have implemented the algorithm in C++ using the

OpenGL library as rendering engine.

Step 1—Shadow detection. Because a full solution

to the shadow detection problem is not the object of this

investigation, we use a simple approach in this imple-

mentation. We combine the images captured with five

different light positions into a unique reference image

by taking the maximum value for each pixel. Each im-

age is then analyzed for areas that are dark relative

to the reference image, and also have an intrinsic low

value of intensity. We select a threshold value that give

an estimation safely within the dark region for all of the

images: the goal is to guarantee a conservative estima-

tion of the shadows. Because we acquired objects with

uniform albedo, we simply use the same threshold val-

ues across all the images of the same object. Examples

are shown in Fig. 20.

Step 2—Test for contradiction. The next step is

to test for whether points in observed shadow regions

are in contradiction with our initial surface or not. We

begin by rendering a depth image of our current sur-

face estimate. This is done by simply reading back the

depth-buffer after rendering the mesh of triangles that

describes the object surface using OpenGL. The depth

image has the same resolution as our captured shadow

images. An example of depth image is presented in

Fig. 21. Higher values of intensity correspond to closer

parts of the surface.

We then process each image for each view. For each

pixel in the detected shadow region that has a non-

background depth, we test if the ray from the corre-

sponding point on the surface to the light source is

blocked by the object. We call this test the contradic-

tion test. If the ray is not blocked by the object than

the shadow pixel is in contradiction and we need to

update its depth value. Once that the depth value of

every pixel in contradiction is updated, we obtain a

new depth image which is consistent with the shadow

image.

The algorithm that implements the contradiction test

is described in Fig. 22. The algorithm takes as input the

current depth map, the shadow image as well as the co-

ordinates of the pixel in shadow we want to test. Call p

the point on the surface whose projection into the im-

age plane gives the pixel in shadow we want to test. The

point p is moved toward the light and projected into im-

age plane (first while loop). This loop is repeated until

the projection of p into the image plane falls outside

the shadow region. Then the pixel corresponding to this

projection is saved, and the algorithm keeps on mov-

ing p toward the light (second while loop). If p reaches

the light without intersecting the object—i.e., the depth

value of the projection of p is always smaller than the

corresponding value of the depth map—then there is a

contradiction. 3 The algorithm returns the saved value

of the last pixel in shadow and a flag value indicating

that the depth map can be updated. If p intersects the
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Figure 20. In the first step of shadow carving, shadows are identified in a set of four images all taken from the same viewpoint, but with

different light positions (first 4 images in the top row). The reference image is obtained by combining these 4 images into a new one by taking the

maximum value for each pixel (right most image). The areas classified as shadow are superimposed in white over the original images (bottom

row); the original intensity of the images is modified to highlight the detected shadows.

Figure 21. The surface estimate from the k − 1 step is rendered as

a depth image from the same viewpoint as the shadow images from

the k step. The background pixels, in black, are set to the furthest

possible depth value.

object then there is no contradiction and no need to

update the depth map for the investigated pixel.

Step 3—Surface update. To resolve a pixel in con-

tradiction for a given shadow region, the pixel’s height

in the depth map is adjusted according to the following

Figure 22. Contradiction test algorithm.

algorithm. Consider the 2D slice shown in Fig. 23. Call

first unexplained pixel the last pixel in shadow returned

by the contradiction test. Call q its projection into the

surface. The depth of each pixel in contradiction is then

adjusted along the line of sight from the current cam-

era view point and increased to the point it reaches

the ray from the light source through q . This step can

be repeated for each pixel in contradiction for a given
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Figure 23. Adjustment of the position of a surface point when a

contradiction is detected.

shadow region. A new depth map is thus produced.

The difference between the new and the old depth map

corresponds (in the 2D slice) to the carvable areas in-

troduced in Section 3. Proposition 3.1 guarantees that

the depth map adjustment is always conservative.

After resolving all the pixels in contradiction for each

shadow region for a given shadow image we obtain

a new depth image. The new depth image is used to

process the next shadow image acquired from the same

viewpoint. The final depth map for the current camera

view represents the adjustments for all shadow images

from that viewpoint.

The last step for a camera view is to update the vol-

ume representation of the surface, so that a new full

object representation can be extracted to carry forward

to the next view. We test the voxel vertices to see if

they lie in front of or behind the depth map surface and

update the labeling of vertices which have been carved

out. We use these updated values in the Marching Cubes

processing to produce a new full surface representation.

The surface representation can be rendered into a new

depth map for the next camera view.

5.4. Software—Post Processing of the Surface

The final surface may be affected by small artifacts

created during the reconstruction. These artifacts may

be removed through a final postprocessing step. The

post-processing is carried out by low-pass filtering the

surface using the algorithm proposed by Taubin (1995)

and Taubin et al. (1996). The filter parameters are cho-

sen in order to remove the artifacts while preserving the

geometry and the features of the model. In Section 6.1,

we will address this issue in more details.

6. Experimental Results

We evaluate the performance of the space and shadow

carving algorithms with both synthetic and real objects.

As we shall discuss in Section 6.1, a commercial ren-

dering package is used to simulate our system. This

allows to test the correctness of the algorithms under a

controlled environment, evaluate the performance with

different configurations of lights and camera positions,

and assess the accuracy of the reconstruction due to er-

rors in the shadow estimates. In Section 6.2, we show

examples of reconstruction of real world objects.

6.1. Experiments with Synthetic Objects

We have simulated our acquisition system discussed

in Section 5 with a commercial rendering package,

3ds Max 5.1. The advantage of such experimental

methodology is that an exact ground-truth is available

for all of the geometrical quantities involved in the re-

construction process: the shape of the object we wish

to scan, the object’s silhouettes and the self-shadows.

Thus, errors due to the calibration and misclassification

of shadow boundaries are ruled out. Since the virtual

setup is more flexible and the experiments faster to

run, such tests are also useful to study the effects of the

light sources and camera configuration over the quality

of the final reconstruction.

The simulated setup is similar to the scheme depicted

in Fig. 16. Two different configurations are tested: the

number of camera views (or, equivalently, the number

of rotation steps of the turntable) are either 24 or 72;

the number of light sources used to cast self-shadows

are either 4 or 8. The configuration with 72 views cor-

responds to an angular rotation step of 5 degrees. Every

image is rendered at a resolution of 640 × 480 pixels.

The configuration with 24 camera views and 4 lights

is similar to the one in Section 5. Notice that since

each silhouette needed for space carving can be eas-

ily extracted from a rendered image of the object, the

translucent board to help silhouettes segmentation be-

comes superfluous. Finally, the shadow detection step
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Figure 24. Top: Three views of a synthetic cube. Bottom: Results of shadow carving. 24 views and 4 lights are used in this experiment.

Figure 25. (a) Cross-sections of the real object (red); cross-sections of the result of space carving (blue); cross-sections of the result of

shadow carving (black). (b) The progression of the approximations as we increased the number of viewpoints used for the reconstruction: red

(8 viewpoints), blue (16) and black (24).

(Section 5.3) is unnecessary since the ray-tracing al-

gorithm allows to identify correctly all of the object’s

self-shadows in the images.

The first synthetic object used for the experiments is

a simple cube with a cavity on one side, as shown in the

first row of Fig. 24. The object was reconstructed us-

ing 24 views and 4 lights. The reconstruction is shown

in the second row of Fig. 24. Notice that a portion of

volume is removed from the cavity and that the new sur-

face is still a conservative estimate. However, several

visual artifacts are clearly visible. This problem stems

from the limited number of views and lights used for

carving.

In Fig. 25 a cross section of the original object is

presented. The cross section is defined by a horizon-

tal plane passing through the center of the object and

is depicted in red. The contours showing the estimate

obtained by space carving and shadow carving are su-

perposed in blue and black, respectively. Notice that

shadow carving yields an improvement both in the con-

cavity (as expected) and along the side planes of the

cube.



3D Reconstruction by Shadow Carving

Figure 26. Top row: Three views of the second synthetic object. Central row: Results of shadow carving when 24 viewpoints and 4 lights are

used. Bottom row: results of shadow carving when 72 viewpoints and 8 lights are used. Notice that the artifacts (e.g., see central concavity)

dwindle away as the number of viewpoints and lights increase.

Figure 27. Two cross-sections of the actual object (red); cross-sections of the result of space carving (blue); cross-sections of the result of

shadow carving (black). 24 viewpoints and 4 lights are used is this experiment.

In the right side of Fig. 25, sections corresponding

to partial improvements produced by shadow carving

are presented: the red contour is obtained with 8 views

(out of 24), the blue contour is obtained with 16 views

(out of 24), the black contour corresponds to the final

estimation.

The second synthetic object is a combination of

cubes with a non-symmetric cavity on one side and
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Figure 28. Two cross-sections of the actual object (red); cross-sections of the result of space carving (blue); cross-sections of the result of

shadow carving (black). 72 viewpoints and 8 lights are used is this experiment. No post-processing filtering is applied. Since the artifacts’ size

is smaller the smallest feature of the object, post-processing filtering may be useful to remove the artifacts. See Fig. 29.

Figure 29. Cross-sections of the object in Fig. 28 after the post-processing filtering.

Figure 30. Examples of non-conservative shadow estimates. Upper row: Examples of self-shadows cast over the surface of a sphere. Lower

row: The corresponding shadow estimates are shown in black; the lit areas misclassified as shadows are in gray.
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Figure 31. The effect of non-conservative estimate of the shadow.

Figure 32. Left: Captured image of the dog. Center: Results of space carving. Right: Results of shadow carving with 4 lights and 24 views.

Figure 33. Comparative results: Each row shows a different cross-section of the model of the dog reconstructed with the laser scanner (red),

space carving (blue) and shadow carving (black). From left to right: Progression of the approximations as we increased the number of viewpoints

used for the reconstruction (8, 16 and 24 viewpoints respectively).

few “extrusions” on the other ones. See the first row of

Fig. 26. With only 24 views and 4 lights, shadow carv-

ing recovers the concavities only partially as shown

in the second row of Fig. 26 and in Fig. 27. Artifacts

are left along the two sides of the main body of the

object. Notice, however, that the estimation is still con-

servative and no volume is removed from the actual

object.

A more accurate estimate can be obtained by in-

creasing the number views from 24 to 72 and the num-

ber of lights from 4 to 8. The results are reported in

the last row of Fig. 26. Notice that the volume has

been almost completely removed from the cavity and

the artifacts are greatly reduced in size and number.

The cross sections of the reconstructed object with

and without post-processing filtering (see Section 5)



Savarese et al.

Figure 34. Upper row: Two views of the fireman. Middle row: Results of space carving. Bottom row: Results of shadow carving.

are shown in Figs. 29 and 28 respectively. Notice that

since the artifact’s scale (size) is smaller than the small-

est feature of the object, we can filter out the arti-

facts while preserving the conservative property of the

reconstruction.

The simulated setup is also useful to study the ef-

fects of errors in detecting self-shadows. As predicted

by our theory, if we violate the hypothesis that any lit

pixel is not misclassify as shadow (see Proposition 3.1),

the final reconstructed surface is not guaranteed to be
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Figure 35. Details of the fireman. Upper row: Two views of the original object. Middle row: Results of space carving. Bottom row: Results of

shadow carving.

conservative, i.e., portion of the actual object’s volume

can be carved out by the shadow carving algorithm.

To test this possibility we increased the size of the

estimated shadows. The upper row of Fig. 30 shows

examples of self-shadows cast over the surface of a

sphere; the lower row shows the corresponding shadow

estimates in black. The lit areas misclassified as shad-

ows are in gray. As a result of such a misclassification,

the algorithm starts carving out portions of the actual

volume as shown in Fig. 31, most left panel. As shadow

carving keeps on processing the next shadow images,

the errors increase more and more. See remaining pan-

els in Fig. 31.

6.2. Experiments with Real Objects

We have tested the carving hardware setup presented

in Section 5 and used our shadow carving algorithm to

scan several objects. Image resolution was 1152×1728

pixels. Our experiments were designed to test whether

conservative estimates, as promised by Theorem 3.1,

may be obtained in a practical setting with noisy images

and uncertain shadow detections.

Left panel of Fig. 32 shows the first object we

reconstructed—a small sculpture of a dog. The cen-

tral panel shows the results of shape from silhouettes.

Notice that the algorithm fails at reconstructing the
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Figure 36. Comparative results: Each row shows a different cross-section of the model of the fireman reconstructed with the laser scanner

(red), space carving (blue) and shadow carving (black). From left to right: Progression of the approximations as we increased the number of

viewpoints used for the reconstruction (8, 16 and 24 viewpoints respectively).

Figure 37. Reconstruction with texture mapping: The object’s textures are added to the model captured with shadow carving.

concavities of the object. The right panel shows re-

sults of shadow carving. Portions of the concavities

are carved out although some artifacts are still visible.

These are due to limited number of lights and view-

points used to carve the model.

To assess the accuracy of our results, we have used

the laser scanner to capture the 3D shape of the object.

Such reconstructed models are visualized as a cloud of

points rather than a triangulated mesh. Reconstruction

results of space and shadow carving are shown for three

different cross sections in Fig. 33.

The second object—a sculpture of a fireman—

reconstructed by our carving system is presented in

the upper row of Fig. 34. The corresponding results

of space carving and shadow carving are shown in

the middle and lower rows, respectively. Details of the

reconstruction (Fig. 35) highlight the improvement of

shadow carving over space carving. The cross-sections
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Figure 38. Comparison of the reconstruction with texture mapping. Left: The object’s textures are added to the model captured with space

carving. Right: The object’s textures are added to the model captured with shadow carving.

Figure 39. Upper left: Image of the vase. Upper right: Results of space carving. Lower left: Results of shadow carving. Lower right: Textured

model.

(Fig. 36 from left to right) show the progressive im-

provement obtained by shadow carving.

In the left and right panels of Fig. 37 the recon-

structed models (obtained by shadow carving) are

rendered from two camera views. A texture is super-

imposed to the models (texture-mapping). Figure 38

shows a comparison between the results of space carv-

ing and shadow carving with texture mapping. Notice

that the model obtained by shadow carving is visually

more compelling than the one by space carving.

A third example of reconstruction is presented in

Fig. 39.
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6.3. Discussion

Our experiments show that the theoretical framework

we proposed and analyzed in Section 3 yields a prac-

tical algorithm which can improve upon the well-

known space carving methods by carving into con-

cavities of the object. Theorem 3.1 guarantees that

the sequence of estimates produced is conservative

and our experiments show that this is achievable in

practice.

From our experiments it is evident that most con-

cave areas have been carved only partially. This is due

to two main reasons. Firstly, we used a small number

of views and lights. This was predicted by our exper-

iments with synthetic objects: the reconstruction ob-

tained with 72 views and 8 lights is significantly more

accurate than the one with 24 views and 4 lights only.

Finding the optimal number and distribution of lights

and views is clearly an important open problem. Sec-

ondly, our simple and overly conservative shadow de-

tection algorithm reduces the amount of information

available to the shadow carving algorithm. The recon-

struction in Fig. 39 is an example. Detecting shad-

ows in the vase’s concavities is very hard: the edge

are smooth, the concavities are brighter due to inter-

reflections and some areas have a darker albedo. As a

result only few shadows are detected and the shadow

carving ability to remove volume is severely impaired.

Detecting shadows accurately and yet preserving the

conservative property is clearly another important open

problem.

7. Conclusions

We presented an analysis of the problem of refining a

conservative estimate of an objects shape by observing

the shadows on the object when it is lit by a known point

light source. We showed that a well defined portion of

volume can be removed from the current object esti-

mate. We proved a theorem that guarantees that when

this portion is carved away from the shape, the shape

still remains conservative. We demonstrated that this

insight leads to an algorithm that can work correctly

on real images. We called this method shadow carv-

ing.

Our main assumption is that one can estimate shad-

ows conservatively—i.e., a shadow may not be de-

tected but whatever is labeled as shadow is indeed a

shadow. No assumptions about the object topology are

necessary. Tangent plane discontinuities over the ob-

ject’s surface have been supposed to be detectable.

We showed that shadow carving improves previous

work on shape from shadow in that it is more ro-

bust with respect to the classification of shadow re-

gions and is not restricted to 2.5D terrain surfaces, but

rather it may be applied to measuring the objects in the

round.

In order to validate our theory, we have imple-

mented a reconstruction system that combines infor-

mation from silhouettes and shadows. The new sys-

tem uses inexpensive digital cameras and lamps. Our

experiments with real and synthetic objects confirms

that the property of conservative carving is achiev-

able in practice and show that shadow carving pro-

duces a much better surface estimate than shape from

silhouettes alone. This improved estimate is suitable

for further refinement by any shape estimation method

that works well in local regions of the surface. Future

research directions include finding the optimal con-

figuration of lights and cameras that maximizes the

amount of volume that can be carved away at each

iteration.

Notes

1. We define a segment ŝ (e.g., a portion of the conservative esti-

mate of object contour) to be closer than another segment s̄ (e.g.,

a portion of object contour) with respect to a point Q, as follows.

Let p̂ be a point belonging to ŝ. If the line through Q and p̂ inter-

sect s̄, the intersection defines a point p̄ on s̄. If distance(Q, p̂)

≤ distance(Q, p̄) for any p̂ ∈ ŝ, then ŝ is defined to be closer to

Q then s̄. Finally, we define a segment ŝ to be the closest to Q if

ŝ is closer to Q than any other segment (or point) s̄ in the plane.

2. A two camera system (one located behind the translucent panel

and other one located, for instance, on the back—see Fig. 14)

is more expensive but presents some advantages: (i) only one

rotation is needed, and the user is not required to step in and

remove the panel; (ii) it is possible to acquire many objects with

the same calibration data.

3. Alternatively, for the contradiction test we could render a shadow

map (i.e., a scene rendered from the light as if it was a camera)

and save the depth map. Once the point in shadow is projected

into the shadow map, the check would be if the point is further

away than the closest value in the shadow map. The value of the

last pixel in shadow has to be computed as in the previous case.
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