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Abstract Timepix3 detectors are the latest generation of

hybrid active pixel detectors of the Medipix/Timepix fam-

ily. Such detectors consist of an active sensor layer which

is connected to the readout ASIC (application specific inte-

grated circuit), segmenting the detector into a square matrix

of 256 × 256 pixels (pixel pitch 55 µm). Particles inter-

acting in the active sensor material create charge carriers,

which drift towards the pixelated electrode, where they are

collected. In each pixel, the time of the interaction (time res-

olution 1.56 ns) and the amount of created charge carriers

are measured. Such a device was employed in an experi-

ment in a 120 GeV/c pion beam. It is demonstrated, how

the drift time information can be used for “4D” particle

tracking, with the three spatial dimensions and the energy

losses along the particle trajectory (dE/dx). Since the coordi-

nates in the detector plane are given by the pixelation (x ,y),

the x- and y-resolution is determined by the pixel pitch

(55µm). A z-resolution of 50.4 µm could be achieved (for

a 500 µm thick silicon sensor at 130 V bias), whereby the

drift time model independent z-resolution was found to be

28.5µm.

1 Introduction

The Timepix3 [1] is the latest development in the series of

hybrid active pixel detectors of the Medipix/Timepix family,

which – in contrast to its predecessors – allows a simultane-

ous measurement of the time and the energy in each pixel.

Detectors of the Timepix [2] technology have been employed

in various applications, which include life science (imaging,

hadron therapy, ...) [3,4], the measurement of angular corre-

lation functions [5], space weather analyses [6], the determi-
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nation of trapped particle directions in the radiation belts [7],

or the study of the antiproton annihilation [8]. In particular

Timepix detectors with a CdTe or CdZnTe sensor layer have

been considered for double beta decay experiments [9]. A

majority of these applications would profit significantly from

a determination of the interaction depth in the active sensor,

e.g. by improving particle discrimination, background event

suppression, annihilation vertex reconstruction, or impact

angle determination.

Filipenko et al. [10] presented a method for a 3D track

reconstruction and achieved a z-resolution of 60µm utiliz-

ing a Timepix chip attached to a 1 mm thick CdTe sensor.

However, due to the limited time resolution of the Timepix

chip, they had to use the sensor at very low bias, thus los-

ing charge due to recombination. Additionally, they had to

deal with the problem of not measuring directly the energy,

which is needed for a proper time assignment. The Timepix3

readout chip’s improved time resolution and its capability of

measuring the energy and time simultaneously in each pixel

overcomes both issues. Turecek et al. [11] and Pacifico et

al. [8] recently presented 3D reconstructions of particle tra-

jectories with the Timepix3 readout chip attached to silicon

sensors. It is the aim of the presented work to follow up on

this by further improving and standardizing the methods for

the z-reconstruction, and by presenting a detailed study of the

achievable z-resolutions.

The article is structured as follows. The Timepix3 detector

technology and its working principle are described in Sect. 2.

In Sect. 3 a drift time model is derived and the time stamp

correction is outlined. In Sect. 4, the presented drift time

model is validated by data measured in a 120 GeV/c pion

beam and the z-resolution is determined. Before the results

are discussed in Sect. 6, in Sect. 5 3D reconstructed pion

(120 GeV/c) and muon (from the natural background) events

are illustrated.
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2 The Timepix3 detector

2.1 Basic facts

Timepix3 devices are state-of-the art hybrid active pixel

detectors, developed within the Medipix3 Collaboration as

the successors of the Timepix. They consist of an active sen-

sor layer, which is bump-bonded to the readout ASIC. The

readout chip is designed in 130 nm CMOS technology and

segments the active sensor layer into 256 × 256 pixels with

a pixel-to-pixel distance (pixel pitch) of 55 µm. It can be

used in a data-driven readout scheme measuring simultane-

ously the time of an interaction with 1.56 ns resolution and

the energy deposit in each pixel. The dead time per pixel is

475 ns for hit rates of up to 40 Mhits cm−2s−1. The Ethernet

embedded readout interface for the Timepix3, the “Kathrine

readout”1, developed in the Institute of Experimental and

Applied Physics in cooperation with the Faculty of Electrical

Engineering of the University of West Bohemia (in Pilsen),

was used for detector control.

2.2 Working principle

Upon the interaction of ionizing radiation in the sensor layer,

electron hole pairs are created. Due to an applied electric field

these charge carriers drift towards either of the electrodes. In

the silicon sensor, used in this work, the holes drift towards

the pixelated cathode, the electrons towards the common

anode (a further discussion is given in Sect. 3). During drift

and collection, the created charge carriers induce currents,

which are converted into voltage pulses, in the pixel elec-

trodes nearest to their current position. After the amplifica-

tion and shaping, the voltage pulses are compared to a thresh-

old level (THL), which is adjusted to a global value after a

per-pixel threshold equalization. The threshold is needed to

provide a noiseless operation in the presence of the electronic

noise of the readout chip. The minimal threshold required

depends on the characteristics of the particular chip. For the

Timepix3 with proper cooling a minimal threshold of 1.8 keV

could be achieved. However, for the presented experiment it

was set conservatively to 3 keV. One inherent consequence

of using a comparator with an adjustable, non-zero threshold

for signal discrimination is the so-called time-walk effect,

which is addressed in Sect. 3.2.

In Fig. 1 the processing in the analog part of the pixel

electronics is illustrated. The preamplifier output signal is

modeled by a triangular pulse (black line). As the pulse of

the amplifier traverses the preset threshold, both, the energy

1 The contribution “Katherine: Ethernet Embedded Readout Interface

for Timepix3” was accepted for the 19th International Workshop on

Radiation Imaging Detectors and will be published in the conference

proceedings in the Journal of Instrumentation.

Fig. 1 Principle of the time and energy detection of a Timepix3 readout

chip

(the so-called time-over-threshold, ToT) as well as the time-

of-arrival (ToA) are initiated. In order to provide a highly

accurate ToA information the current Timepix3 chip features

a 640 MHz clock which is started upon the signal crossing

the threshold in addition to the 40 MHz base clock. By this

the time resolution of 1.56 ns is achieved. The ToT measure-

ment on the other hand employs the base clock of 40 MHz

to sample the time during which the signal stays above the

threshold, resulting in an energy resolution comparable to the

previous generation of the chip. The energy dependence of

the ToT response can be calibrated using photons of known

energy, e.g. x-ray fluorescence lines [12].

3 Reconstruction method

To obtain 3D information, the Timepix3 detector is used sim-

ilarly to a time projection chamber (TPC) [13,14]: The spatial

coordinates in the x- and y-plane are given by the pixelation

of the the sensor layer, whereas the z-coordinate is recon-

structed from the time the charge carriers (in our case holes)

need to drift towards the pixel electrodes. This section out-

lines the track reconstruction procedure and the necessary

time-walk correction.

The analysis presented here considers the relative change

of the drift times along a particle track. Therefore, it should

be noted, that currently absolute depth information cannot be

obtained for particles, which do not penetrate the sensor layer

completely, as this would require a reference time signal. A

possible solution is discussed in Sect. 6.

3.1 Drift time model

Charge carriers created in the sensor material by an ionizing

particle drift through the sensor material due to the applied

voltage difference between the unpixelated back side con-
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tact (z = d, d: thickness of the sensor) and the pixelated

cathode (z = 0). The drift velocities of the charge carriers

(electrons, holes) are determined by their mobilities µe, µh

and the electric field according to

ve,h = μe,hE. (1)

In a homogeneously doped sensor, the electric field as a func-

tion of sensor depth z can be described by:

E =
UB

d
+

2 UD

d2

(

d

2
− z

)

ez (2)

with the sensor thickness d, the depletion voltage UD, and the

bias voltage UB [15]. Since a p-on-n (p+ contact on a high

resistivity n+ bulk) silicon sensor was used, the measured

signal is created by the positive charge carriers (i.e. holes).

Inserting Eq. (2) into Eq. 1, we obtain the differential equation

v =
μh UB

d
ez +

2 μh UD

d2

(

d

2
− z

)

ez =
dz

dt
ez, (3)

which is solved by the ansatz

z(t) =
d

UD
(UD + UB)

[

1 − exp

(

2 UD μh

d2
t

)]

. (4)

Likewise, the z dependence of the drift time is

t (z) = −
d2

2 UD μh
ln

(

1 −
2 UD

UD + UB

z

d

)

. (5)

3.2 Time-walk correction

Since the amplifier employed in the front-end electronics of

the chip features a fixed signal rise time of less than 25 ns,

whereas the signal height corresponds linearly to the charge

deposited within the pixel, the rising signal of the preampli-

fier intersects the THL level at a different times for different

pulse heights. As illustrated in Fig. 2, an event with a higher

final signal height intersects the THL at an earlier time than a

signal featuring a lower signal height. This behavior is known

as time-walk effect.

To correct the measured time stamps for the time-walk,

we used the experimental approach described in [11]. The

detector was irradiated by 59.6 keV gamma-rays from an
241Am-source. Upon interaction with the sensor material

these photons create free charge carriers in a small volume.

Thus, these interactions are mostly observed as single-pixel

clusters. However, due to charge-sharing, photons hitting the

pixelated sensor at the edges of pixels result in clusters with

up to 4 pixels.

Fig. 2 Illustration of the time-walk effect: a low energy signal, occur-

ring in the same time as a higher energy signal is assigned to a later

time stamp
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Fig. 3 Typical 4-pixel cluster as seen in a measurement with an 241Am

source (photon energy 59.6 keV)

For the time-walk correction, such 4-pixel clusters with

one of the pixels measuring 30–32 keV, were selected. A typ-

ical 4-pixel cluster is shown in Fig. 3.

The pixel with the 30–32 keV measurement determines

the reference time stamp tref , defining the rising edge’s slope

of a high energy signal. For each of the 3 remaining pixels, the

unwanted delay due to the time-walk ti,time-walk is obtained

by subtracting the pixel’s time stamp from the reference time:

ti,time-walk = ti − tref .

The energy dependence of ti,time-walk can be studied using

the per pixel energy information Ei . Figure 4a shows the

scatter plot of measured pixel energies Ei versus their time

delays ti,time-walk for 803,950 events. The width of the time-

delay distributions increases for energies close to the thresh-

old. As illustrated in Fig. 2, this can be explained by the fact

that fluctuations of the THL (σTHL) have a bigger effect on

the measurement of the THL crossing times for lower signal

heights: �t (E1) < �t (E2), for E1 < E2. To avoid unre-

liable depth reconstructions, the time stamps of pixels with

energies below 4 keV were omitted for the z-determination.

To obtain the time-walk correction function, the medians

of the time delay distributions for each energy channel are

calculated (see Fig. 4b) and fitted by the function

ttime-walk(E) =
a

(E − b)c
+ d, 4 keV < E < 30 keV. (6)

123



421 Page 4 of 9 Eur. Phys. J. C (2017) 77 :421

Energy (keV)

10 20 30

 (
n

s
)

ti
m

e
-w

a
lk

t

0

20

40

60

0

1000

2000

3000

4000

5000

6000

7000

8000

(a)

Energy (keV)

0 5 10 15 20 25 30

 (
n

s
)

ti
m

e
-w

a
lk

,m
e

d
ia

n
t

0

2

4

6

8

10

12

14

 + dc
(E-b)

a(E) = 
time-walk
t

 0.0225±a = 18.9 
 0.00236±b = 2.11 

c = 1 (fixed)
 0.00181±d = -0.912 

(b)

Fig. 4 a Scatter plot of delays due to the time-walk effect in depen-

dence of the energy of pixels in a 4-pixel cluster with one pixel measur-

ing 30–32 keV. The detector was irradiated by 59.6 keV gamma rays; b

delay due to time-walk as a function of energy measured in the pixels.

The subtraction of the value calculated for the pixel energy according

to the fit curve corrects for the time-walk. Deviations of the data points

from the fit are significantly smaller than the granularity of the time

measurement (i.e. 1.56 ns). The fit is also indicated by the red line in a

With a fixed value c = 1, we find the parameters a = (18.9±

0.02) ns keV, b = (2.11 ± 0.002) keV, and d = (−0.912 ±

0.002)ns. The corrected time ti,corr. in each pixel was then

given by:

ti,corr. = ti − max ({ttime−walk(Ei ), 12.5 ns}) . (7)

4 Experimental results

An experiment to validate the drift time model and to deter-

mine the achievable z-resolutions was performed at the SPS

(super proton synchrotron) at CERN. A Timepix3 with a

500µm thick silicon sensor was irradiated by 120 GeV/c

pions at the angles � = 60◦ (angle to the sensor normal)

and ϕ = 0◦ (angle to the x-axis). An illustrative set of 50

measured tracks is shown in Fig. 5.

For the following analyses, we define a prototypical event

as a track containing 15 or 16 pixels, which is oriented par-

allelly to the x-axis, and select them by the criteria: �y = 0

(maximal difference of row number) and Npixels ∈ [15; 16].

Since, at the given angle of 60◦ a straight track of this length

and orientation fully traverses the sensor in vertical direction,

the z-coordinate zi, trajectory in each pixel i can be obtained

geometrically when interpolating between the entry (sensor

top) and exit point. Hereby, we have defined the entrance

point as the rightmost pixel of the track (pixel with highest

x value). For the exit point determination the pixel with the

lowest measured time xtmin and its relative position within

the track were of interested. Three cases were defined:

– Case 1: The pixel with the lowest measured time xtmin is

the leftmost pixel xleft. In this case this pixel is defined

as the exit point.

– Case 2: The pixel with the lowest measured time xtmin

is next to the leftmost pixel xleft: xleft = xtmin − 1. This

typically happens when a particle leaves the sensor at

the edge of a pixel. Some charge is then leaking into the

neighboring pixel, which typically registers a higher time

stamp. In this case the exit point was defined as the energy

weighted average xexit =
xtmin

E(xtmin
)+xleft E(xleft)

E(xtmin
)+E(xleft)

.

– Case 3: The pixel with the lowest measured time is at any

other position. In this case the track was neglected for the

analysis.

4.1 Drift time

The drift time distributions were accumulated in 15 equally

distant interaction depth bins. For each bin the average drift

time of the set of prototypical events is calculated. For a

model verification, it is shown as function of the interaction

depth for different bias voltages and compared to the theo-

retical predictions (Eq. (5)) in Fig. 6.

Overall, a good agreement of model prediction and mea-

surement was found. An underestimation of the drift times

for small z values is discernible, which is possibly due to

the inhomogeneity of the electric field, which is stronger for

lower z, as the electric field lines are bent towards the pixel

electrodes [16].

4.2 z-resolution

The z-resolution was determined by comparing zi,rec. (cal-

culated according to Eq. (4)) with zi,trajectory.

The evaluation procedure is shown for a single track in

Fig. 7.

For a more comprehensive study, the differences

zi,trajectory − zi,rec. are calculated for every pixel of the prese-

lected prototypical tracks and sorted into 15 depth bins. The
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Fig. 5 A set of 50 tracks from the measurement in a 120 GeV/c pion beam. The Timepix3 measures the energy deposit in every pixel (left) and

the time of the interaction (right). The bias voltage was 130 V
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Fig. 6 Comparison of measured and drift times calculated according

to Eq. (5) with the parameters given in Table 1 for different bias voltages

Table 1 Overview of silicon sensor related values used for calculating

the drift times

Parameter Description Value

UD Depletion voltage 100 V

μh Mobility of holes 450 cm2

V s
[15]

μe Mobility of electrons 1350 cm2

V s
[15]

d Thickness of the active sensor 500µm

resulting distributions are given in Fig. 8. The deviations of

the mean values from 0 can be interpreted as the inaccuracy

of the drift time model. We thus considered them as the sys-

tematic uncertainty �zsyst.. The widths σz of each distribu-

tion describes the dispersion of the measured points around
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Fig. 7 Comparison of the reconstructed zi,rec. and “real” z-coordinate

(obtained from the interpolation of entry and exit point) for a single

track. The bias was 130 V

their mean values due to the granularity of the time mea-

surement. We refer to them as the intrinsic uncertainty of the

z-determination. It is model independent and remains, even

if the drift time could be modeled with absolute accuracy.

The total resolution �ztotal was estimated conservatively by

adding the systematic and intrinsic uncertainties according

to

�ztotal = σz + �zsyst.. (8)

Figure 8 shows the above defined resolution and uncertainties

as a function of the interaction depth z for the investigated

bias voltages. The following observations can be made:

– The best resolution was achieved for the measure-

ment with 130 V bias, where the total z-resolutions are

≤50.4 µm and the intrinsic z-resolutions are ≤28.5 µm.

– The systematic uncertainties �zsyst. are bigger for low z-

values and higher bias voltages. To calculate the drift time

model, we have assumed a linear electric field through-

out the whole sensor depth. This would only be true if the
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Fig. 8 Depth dependent study of the deviations of the reconstructed from the “real” z-coordinate (upper plots) and the z-resolutions as defined in

the text (lower plots) for the investigated bias voltages: 130 V (a), 150 V (b), 175 V (c), and 230 V (d)

cathode contact was continuous. Since the cathode con-

tact is pixelated, the electric field lines are bent towards

the pixel electrodes, thus locally creating a stronger elec-

tric field for low z values. For the measurements with

the bias voltages 175 and 230 V, the drift time model

additionally underestimates the measurement at high z,

indicating that the real electric field is lower than in the

linear model.
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– The intrinsic resolution σz decreases with increasing z

and increasing bias. As seen in Fig. 6 the gradient of the

drift time curve increases for higher z. Thus, the same

drift distances �zdrift yield higher time differences �tdrift

at high z than at low z: �tdrift(zhigh) > �tdrift(zlow) so

that the z determination is less prone to inaccuracies aris-

ing from the granularity of the time measurement. The

same argumentation holds for higher bias voltages, since

a higher bias voltage results in smaller drift time differ-

ences.

5 Reconstructed particle trajectories

In the following section, tracks are reconstructed regardless

of their orientation and size. However, to avoid tracks with an

origin inside the sensitive volume (e.g. electrons after gamma

ray interactions) and tracks entering at an undefined height

from the side, a minimal time difference amongst the clus-

ter pixels’ timestamps to allow a full particle penetration

through the sensor was required. The input data sets were

the measurements at the SPS, and an overnight measure-

ment in the laboratory. The reconstruction outputs are shown

for 120 GeV/c pion tracks with long outgoing delta rays in

Figs. 9, 10, 11 and 12. Since the pion tracks, fully pene-

trating the sensor layer, define the reference time frame, the

randomly scattered delta electron tracks can be reconstructed

three dimensionally.

Figure 13 depicts a straight cosmic muon track from

the natural background radiation in Prague (approximately

190 m above sea level). The track was fitted by a 3D line

(Fig. 13b). As depicted in Fig. 13c the absolute distances from

Fig. 9 3D reconstructed 120 GeV/c pion track with outgoing delta ray

from the measurement with 130 V bias. The primary pion track passes

through the sensitive volume almost undeflected, whereas the secondary

electron undergoes multiple scattering along its path. The energy depo-

sition in each pixel is indicated by color and corresponds linearly to

the radius of the circles. The projection in the xy-plane depicts the

z-coordinate in gray scale. To better illustrate the dimensions of the

tracks, the sensitive volume was cropped to the region of interest and

relative coordinates were calculated

Fig. 10 Same as Fig. 9, but for a track from the measurement with

150 V bias. The secondary particle’s track ends in a fork like structure

with three prongs

Fig. 11 Same as Fig. 9, but for a track from the measurement with

175 V bias

Fig. 12 Same as Fig. 9, but for a track from the measurement with

230 V bias

each reconstructed point to the fit curve can be described by

a gaussian distribution with a width of σxyz = 54.5µm, indi-

cating the 3D tracking precision. When sampling the energy

losses along the particle trajectory in Fig. 13d, a peak due to

a delta ray motion towards either of the contacts is observed.

As only 2D projections of each track are measured, the delta

ray track is masked by the primary track, so that its trajectory

cannot be reconstructed.
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Fig. 13 Cosmic muon track measured in the laboratory. The bias voltage was set to 230 V. a The energy projection; b a fit to the reconstructed

particle trajectory; c the distances of each point to the fit; d the energy depositions along the track

6 Discussion

The presented work described the application of a hybrid

active pixel detector (Timepix3) as a 3D particle tracker,

which, by providing information of ionizing energy losses

in terms of dissipated energy as well as the time of the inter-

action, allows a comprehensive analysis of particle tracks.

A z-resolution of 50.4µm could be achieved by utilizing

the charge carrier drift time information. With an improved

description of the drift time dependence on z, the z-resolution

could be increased to 28.5µm. The presented analysis con-

sidered the relative difference of the drift time along a particle

trajectory. For this reason an absolute depth-determination

can only be provided for particles penetrating the sensor

almost completely. However, such events can be extracted

reliably by requiring a minimal drift-time difference amongst

the pixels of a certain cluster.

A future version of the readout could utilize the electronic

signal on the back side contact. The (faster) drift times of

the electrons would define a reference time to be used for an

absolute determination of the interaction depth. Being chal-

lenging due to the high noise level, the feasibility of ana-

lyzing the back-side pulse signal was shown in [17] for a

detector of Timepix technology. By this, a fully voxelized

3D volume would be created, also allowing a precise recon-

struction of the interaction depths of neutral particles (e.g.

neutrons, gamma rays, or photons), particles absorbed in the

sensor (or entering from the side), and electrons. This devel-

opment would be valuable in particular for the experiments

measuring the angular correlation functions, the double beta

decay rates, and could be exploited for the application of a

Timepix3 in a Compton camera.
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