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ABSTRACT

Irregular topography can cause strong scattering and defocusing of propagating surface

waves, so it is important to account for such effects when inverting surface waves for the shal-

low S-velocity structures. We now present a 3D surface-wave dispersion inversion method

that takes into account the topographic effects modeled by a 3D spectral element solver.
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The objective function is the frequency summation of the squared wavenumber differences

∆κ(ω)2 along each azimuthal angle of the fundamental mode or higher-order modes of

Rayleigh waves in each shot gather. The wavenumbers κ(ω) associated with the dispersion

curves are calculated using the data recorded along the irregular free surface. Numerical

tests on both synthetic and field data demonstrate that 3D topographic wave equation dis-

persion inversion (TWD) can accurately invert for the S-velocity model from surface-wave

data recorded on irregular topography. Field data tests for data recorded across an Arizona

fault suggest that, for this example, the 2D TWD can be as accurate as the 3D tomographic

model. This suggests that in some cases the 2D TWD inversion is preferred over 3D TWD

because of its significant reduction in computational costs. Compared to the 3-D P-wave

velocity tomogram, the 3D S-wave tomogram agrees much more closely with the geological

model taken from the trench log. The agreement with the trench log is even better when

the Vp/Vs tomogram is computed, which reveals a sharp change in velocity across the fault.

The localized velocity anomaly in the Vp/Vs tomogram is in very good agreement with the

well log. Our results suggest that integrating the Vp and Vs tomograms can sometimes

give the most accurate estimates of the subsurface geology across normal faults.
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INTRODUCTION

Irregular topography is known to have a significant impact on the amplitudes and phases

of propagating surface waves (Snieder, 1986; Fu and Wu, 2001). Ignoring topography in

surface wave inversion can lead to significant errors in the inverted model. Moreover, it is

expected that the 2D assumptions about the subsurface model cannot fully approximate

wave propagation in the presence of significant 3D variations in topography. In these cases,

it is important to employ a 3D surface-wave inversion method that fully accounts for wave

propagation along irregular topography.

Eguiluz and Maradudin (1983) and Mayer et al. (1991) analytically studied the ef-

fect of surface roughness on the dispersion relations of a Rayleigh wave propagating in an

isotropic medium with randomly rough surfaces. For significant topographic variations on

a wavelength scale, they showed that the relief of the free surface induces attenuation of

amplitudes, reduces the phase velocity (Eguiluz and Maradudin, 1983) and generates both

Love waves and higher-order modes of Rayleigh waves (Mayer et al., 1991). These authors

argued that these waves sense the uppermost part of the model as an upper layer with a

reduced effective velocity.

When the wavelength is much smaller than the characteristic length scale of the topo-

graphic relief, the source-receiver distance factor may play a significant role. The is espe-

cially true for the fundamental mode of the Rayleigh waves whose propagation is strongly

influenced by the free surface (Köhler et al., 2012). Köhler et al. (2012) empirically investi-

gated the effect of topography on the propagation of short-period Rayleigh waves by elastic

simulations with a spectral element code and a 3-D model with significant topographical

variations. They showed that topography along a profile could result in an underestimation
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of the phase velocities associated with the surface waves.

Accounting for topography is also essential for full waveform inversion (FWI) of surface

waves (Borisov et al., 2018). Nuber et al. (2016) and Pan et al. (2018) use simulations to

demonstrate that even minor topographic variations of the free surface will have a significant

effect in the accuracy of FWI. They found that neglecting topography with an elevation

fluctuation greater than half the minimum seismic wavelength leads to significant errors in

the inverted image (Nuber et al., 2016).

Li and Schuster (2016) developed a wave equation dispersion inversion (WD) method for

inverting dispersion curves associated with surface waves. Li et al. (2019a) applied WD to

Love waves and Liu et al. (2019) extended it to the 3D case, which includes the multi-scale

and layer-stripping WD proposed by Liu and Huang (2019). Empirical evidence suggests

that WD has the benefit of robust convergence compared to the tendency of FWI (Groos

et al., 2014; Pérez Solano et al., 2014; Dou and Ajo-Franklin, 2014; Yuan et al., 2015; Groos

et al., 2017) to getting stuck in a local minimum. It has the advantage over the traditional

inversion of dispersion curves (Haskell, 1953; Xia et al., 1999, 2002; Park et al., 1999) in

that it does not assume a layered model and is valid for arbitrary 2D or 3D media. Later,

Li et al. (2017b, 2019b) developed 2D topographic WD (i.e., topographic WD, also denoted

as TWD) which incorporates the free-surface topography into the finite-difference solutions

of the elastic wave equation. Our new paper now extends 2D TWD to the 3D case. To

account for strong variations in topography, we use the elastic modeling code SPECFEM3D

based on the spectral-element method (SEM) (Komatitsch and Vilotte, 1998; Komatitsch

and Tromp, 1999). The inversion algorithm is written in the format of SeisFlows, an open

source Python package that can interface with SPECFEM3D (Modrak et al., 2018).
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After the introduction, we describe the theory of 3D TWD and its implementation. We

also discuss how to calculate the source-receiver offset distance along a 3D irregular surface,

which is used to calculate the dispersion curves of the data recorded on the irregular surface.

Numerical tests on synthetic data are presented in the third section to validate the theory.

The field data test is for 3D vertical-component data recorded over a normal fault located

near the Arizona-Utah border. Finally, the discussion and conclusions are given in the

fourth and last sections.

THEORY

We first present the mathematical theory for 3D TWD, following the derivation of Liu

et al. (2019), except it is for a 3D irregular surface. Then, we show how to calculate the

source-receiver distance on a 3D irregular surface. Finally, the workflow of 3D TWD is

given.

Theory of 3D TWD

The basic theory of 3D TWD is the same for 3D WD (Liu et al., 2018, 2019), except a

3D topographic surface is now included in the formulation. The wave-equation dispersion

inversion method inverts for the S-wave velocity model to minimize the dispersion objective

function

ε =
1

2

∑
ω

∑
θ

[

residual=∆κ(θ,ω)︷ ︸︸ ︷
κ(θ, ω)pre − κ(θ, ω)obs]

2, (1)

where κ(ω, θ)pre represents the predicted dispersion curve picked from the simulated spec-

trum along the azimuth angle θ, and κ(ω, θ)obs describes the observed dispersion curve

obtained from the recorded spectrum along the azimuth θ. In the 2D case, the azimuthal
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angles have only two values: 0◦ and 180◦, corresponding to the left and right directions,

respectively.

The gradient γ(x) of ε with respect to the S-wave velocity vs(x) is given by Liu et al.

(2018, 2019):

γ(x) =
∂ε

∂vs(x)
= −

∑
ω

4vs0(x)ρ0(x)R

{
backprojected data=Bk,k(x,ω)

∗︷ ︸︸ ︷∫ ∑
θ

1

A(θ, ω)
∆κ(θ, ω)D̂(g, θ, ω)∗obsG3k,k(g|x)dg

source=fj,j(x,ω)︷ ︸︸ ︷
Dj,j(x, ω)

backprojected data=Bn,k(x,ω)
∗︷ ︸︸ ︷

−1

2

∫ ∑
θ

1

A(θ, ω)
∆κ(θ, ω)D̂(g, θ, ω)∗obsG3n,k(g|x)dg

source=fn,k(x,ω)︷ ︸︸ ︷[
Dk,n(x, ω) +Dn,k(x, ω)

]}
, (2)

where vs0(x) and ρ0(x) are the reference S-velocity and density distributions at location x,

respectively, and A(θ, ω) is given in Liu et al. (2019). Di(x, ω) denotes the ith component

of the particle velocity recorded at x resulting from a vertical-component force. Einstein

notation is assumed in equation 2, where Di,j = ∂Di
∂xj

for i, j ∈ {1, 2, 3}. The 3D harmonic

Green’s tensor G3j(g|x) is the particle velocity at location g along the jth direction resulting

from a vertical-component source at x in the reference medium. The term fi,j(x, ω) for i

and j ∈ {1, 2, 3} represents the downgoing source field at x, and Bi,j(x, s, ω) for i and

j ∈ {1, 2, 3} denotes the backprojected scattered field at x. D̂(g, θ, ω)∗obs represents the

weighted conjugated data defined as

D̂(g, θ, ω)∗obs = 2πig · neig·n∆κ

∫
C
D(g′, ω)∗obsdg

′, (3)

where n = (cos θ, sin θ) and C is the line (g′ − g) · n = 0. The above equation indicates

that the gradient is computed using a weighted zero-lag correlation between the source and

backward-extrapolated receiver wavefields.

The optimal S-wave velocity model vs(x) is obtained using the steepest-descent formula
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(Nocedal and Wright, 2006)

vs(x)
(k+1) = vs(x)

(k) − αγ(x), (4)

where α is the step length and the superscript (k) denotes the kth iteration. In practice a pre-

conditoned conjugate gradient method can be used for faster convergence
::::::::::::::::::::::::::
(Nocedal and Wright, 2006).

Source-receiver Distance on a 3D Irregular Surface

When the wavelength is smaller than the characteristic wavelength of the topographical

relief, the source-receiver distance factor will play a significant role in the accuracy of the

final tomogram (Köhler et al., 2012). Thus, we should calculate the source-receiver offset

distance along the actual irregular surface instead of assuming it to be a flat surface.

For the flat free surface shown in Figure 1a, the source-receiver offset l along the surface

is the length of the line segment sr1, which is the same as the Euclidean distance le between

the source at s and the receiver at r1. When the surface is irregular as shown in Figure 1b,

the source-receiver offset l along the surface is the length of the segment of a curve on the

surface, which is larger than the Euclidean distance le. The source-receiver offset distance

along the irregular surface is called the “geodesic distance”, which is the shortest route

between two points on the surface. Appendix A introduces the method for calculating the

geodesic distance on a triangular mesh surface.

Figure 2 shows the offset L and azimuth θ associated with the source at s to the receiver

at r on an irregular surface. Here, the azimuth is along the direction from s′ to r′, where s′

and r′ are the perpendicular projections of points s and r on the plane z = 0, respectively.

Once we get the offset and azimuth for the receivers, we can calculate the dispersion curve of

the shot gather by applying to the common shot gather (CSG) the discrete Radon transform
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in the frequency domain as presented in Appendix B.

[Figure 1 about here.]

[Figure 2 about here.]

Workflow of 3D TWD

The workflow for implementing 3D TWD is summarized by the following steps.

1. Remove the first-arrival body waves and higher-order modes of the Rayleigh waves in

the shot gathers (Li et al., 2017a).

2. Determine the source-receiver offset along the irregular surface, and the range of the

dominant azimuth angles θ for each shot gather. The dominant azimuth angle is

defined in Liu et al. (2019).

3. Apply a discrete Radon transform followed by the temporal Fourier transform of

the predicted and observed common shot gathers to compute the dispersion curves

κ(θ, ω) and κ(θ, ω)obs along each azimuthal angle θ. Calculate the sum of the squared

dispersion residuals in equation 1.

4. Calculate the weighted data D̂(g, ω)∗obs according to equation 3. The source-side and

receiver-side wavefields in equation 2 are computed by the SEM solution to the 3D

elastic wave equation.

5. Calculate and sum the gradients for all the shot gathers. The source illumination is

sometimes needed as a preconditioner (Plessix and Mulder, 2004).
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6. Calculate the step length and update the S-wave tomogram using the steepest-descent

or conjugate gradient methods. In practice, we use a preconditioned conjugate gradi-

ent method.

NUMERICAL RESULTS

The effect of topography on the calculation of the dispersion curves is first tested for data

computed over a homogeneous half-space model with an irregular free surface. Then the

effectiveness of 3D TWD is evaluated with synthetic and field data examples. The data are

associated with 1) a simple checkerboard model, 2) the complex 3D Foothills model and a

surface seismic experiment carried out in the Washington fault zone of northern Arizona,

U.S..

In the synthetic examples, the observed and predicted data are generated by a spectral-

element solver SPECFEM3D (Komatitsch and Vilotte, 1998; Komatitsch and Tromp, 1999).

The mesh is generated by the software package CUBIT, which is a software toolkit for

robust generation of two- and three-dimensional finite element meshes (grids) and geometry

preparation. For 3D TWD, only the S-wave velocity model is inverted and the true P-wave

velocity model is used for modeling the predicted surface waves. The density model is

homogeneous with ρ =2000 kg/m3 for all synthetic data tests. The source wavelet is a

Ricker wavelet.

Homogeneous Half Space

The topography shown in Figure 2 is used for testing the effect of topography on the

calculation of the dispersion curves associated with Rayleigh waves. The study area is 150
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m in the x-direction and 220 m in the y-direction. The maximum elevation difference of the

topography is 36 m. We choose a homogeneous medium (vs=1 km/s, vp =
√
3vs, ρ =2300

kg/m3) with a free surface on the top. There are 1024 receivers represented by the red dots

in Figure 3a, which are arranged in 32 parallel lines where each line has 32 receivers. A

vertical-component shot is fired at the location A in Figure 3a. The peak frequency of the

source wavelet is 30 Hz.

The data recorded by the receivers within the yellow area in Figure 3a are chosen for

analysis, and the geodesic paths from the source at A are shown Figure 3b. Figure 3c shows

the differences between the geodesic and Euclidean distances for these receivers, which

indicates that the source-receiver distance errors introduced by assuming a flat surface

are up to 12 m for the far-offset receivers. Such source-receiver distance errors will lead

to inaccurate estimates of the phase velocity of surface waves, which can be seen in the

following tests. The seismograms recorded from these receivers are displayed as the red

wiggles in Figure 3d, where the seismograms from the flat-surface model (blue) are displayed

for comparison.

We apply the discrete Radon transform in the frequency domain to the seismograms in

Figure 3d to get their dispersion images shown in Figure 4. We then pick the dispersion

curves shown as the red curves in Figure 4. Here, the Euclidean and geodesic distances are

used in Figures 4a and 4b, respectively, and the theoretical dispersion curves are represented

by the green curves. The dispersion image computed from the data recorded in the flat-

surface model is shown in Figure 4c for comparison. We can see that the dispersion curves

calculated by using the geodesic distances are more accurate than those calculated by the

Euclidean distances.
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Figure 5 shows the dispersion curves for the azimuths ranged from 0◦ to 360◦ computed

from the CSGs recorded in the flat-surface model, where the black dashed lines represent

their contours which are the reference contours. The cyan dash-dot and red lines in Figure 5

represent the contours of the dispersion curves from the topographic model calculated by

the Euclidean and geodesic distances, respectively. The contour calculated by the geodesic

distance is much closer to the reference contour compared to the ones computed by the

Euclidean distance, especially for the frequencies between 35 and 60 Hz.

[Figure 3 about here.]

[Figure 4 about here.]

[Figure 5 about here.]

Checkerboard Test

The 3D checkerboard model is shown in Figure 6a, and its vertical slices at y = 80 m and

160 m are shown in Figures 7a and 7c, respectively. We use the same topography and

acquisition geometry as those used in the homogeneous half-space test. The values of the

high and low S-velocities are 1100 m/s and 900 m/s, respectively. The initial S-velocity

model is homogeneous with vs = 1000 m/s and the P velocity is set to be vp =
√
3vs.

Eighteen vertical-component shots are distributed on the free surface which are marked as

the red stars in Figure 3a. The peak frequency of the source wavelet is 30 Hz. There are

two levels of parallelization, one for the sources and one for domain decomposition, and the

total recording time is 0.32 s with a 0.08 ms time step.

The observed dispersion curve is first picked from the spectrum computed by the Radon
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transform in the frequency domain. Each trace of the CSGs is compensated for attenuation

and only the traces with their offsets less than 80 m are used. The fundamental dispersion

curves for each CSG are picked along the dominant azimuths from 0◦ to 360◦ with an

interval of 5◦. For example, Figure 8 shows the observed dispersion curves from the CSGs

with their sources located at points A and B indicated in Figure 3a, where the black dashed

lines represent the contours of the observed dispersion curves. The cyan dash-dot lines in

Figure 8 represent the contours of the initial dispersion curves.

3D TWD is then used to invert the picked dispersion curves for the S-velocity tomogram.

Figure 6b displays the inverted S-wave velocity model after 15 iterations, and its associated

vertical slices at y = 80 m and 160 m are shown in Figures 7b and 7d, respectively; these

results agree well with the true model. The contours of the predicted dispersion curves for

the sources located at points A and B are represented by the red lines in Figure 8, which

correlate well with the contours of the observed dispersion curves.

[Figure 6 about here.]

[Figure 7 about here.]

[Figure 8 about here.]

3D Foothills Model

The topography of the 3D Foothills model shown in Figure 9 is extracted from the 3D SEG

Advanced Modeling (SEAM) phase II foothills model (Oristaglio, 2012), where the red

lines are the geodesic paths on the triangular mesh for the source marked as the red star.

The maximum elevation difference of the topography is 1.2 km. The 3D Foothills S-wave
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velocity model shown in Figure 10a is modified from the 2D Foothills model in Figure 2a of

Brenders et al. (2008). The P-wave velocity is defined as vp =
√
3vs and the physical size of

the velocity model is 7 km and 3.5 km in the x and y directions, respectively, and is 2 km

deep in the z-direction. The mesh used in the SPECFEM3D is shown in Figure 10b. The

initial S-velocity model is shown in Figure 10c. Figure 11 shows the acquisition geometry for

this experiment, where 2312 geophones are distributed on the surface, which are arranged in

17 parallel lines along the x-direction, and each line has 136 receivers. The in-line and cross-

line receiver intervals are 50 m and 190 m, respectively. There are 80 vertical-component

shots distributed on a 10×8 grid with source intervals of 750 m and 380 m in the x and y

directions, respectively. The peak frequency of the source is 5 Hz and the observed data

are recorded for 2.40 seconds with a 0.8 ms sampling rate.

The fundamental dispersion curves for each CSG are picked for the frequencies from 2

to 9 Hz along the dominant azimuths from 0◦ to 360◦ with an interval of 5◦. For example,

Figure 12 shows the observed dispersion curves calculated from the CSGs for the sources

located at points A, B, C and D indicated in Figure 11, where the black dashed lines

represent the contours of the observed dispersion curves. The cyan lines represent the

contours of initial dispersion curves.

3D TWD is then used to invert for the S-velocity tomograms. Figure 10d displays the

inverted S-wave velocity model. The vertical slices for the true, initial and inverted models

are shown in Figures 13a, 13b and 13c, respectively, where the black- and white- dashed

lines indicate the large velocity contrast boundaries and the boundaries 0.5 km below the

free surface, respectively. The depth slices 300 m below the free surface for the true, initial

and inverted models are shown in Figures 14a, 14b and 14c, respectively. We can see that

the S-velocity model is significantly updated in the shallow part, where most updates are
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confined to the region within 0.5 km from the surface. The overall velocity structure is well

recovered, even though some small-scale features are still missing, which might be caused

by the limited frequency content in the data.

The contours of the predicted dispersion curves for the sources located at points A, B,

C and D in Figure 11 are represented by the red dash-dot lines in Figure 12, which agree

well with the contours of the observed dispersion curves. Figure 15 compares the observed

(red) and synthetic (blue) traces at the far source-receiver offsets predicted from the initial

and inverted models for (a) and (b) with the CSG at B, and (c) and (d) with the CSG

at C. Figure 16 shows the common offset gathers (COGs) with offset 2.85 km, which are

retrieved from the traces located at the green rectangles in Figure 11 of the CSGs with the

sources located at the green stars in Figure 11. Here the red and blue wiggles represent the

observed and predicted COGs, respectively. It can be seen that the synthetic waveforms

computed from the 3D TWD tomogram closely agree with the observed ones.

[Figure 9 about here.]

[Figure 10 about here.]

[Figure 11 about here.]

[Figure 12 about here.]

[Figure 13 about here.]

[Figure 14 about here.]

[Figure 15 about here.]
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[Figure 16 about here.]

Washington Fault Seismic Data

A 3D seismic survey was conducted across the Washington fault zone of northern Arizona

in 2008 (Figure 17a) and then the Utah and Arizona Geological Surveys (UGS) excavated

three trenches over that area (Figure 17b). The 3D acquisition geometry consists of six

parallel lines and each line has 80 receivers with a 1 m spacing near the fault scarp and a 2

m spacing far away from the fault scarp. The length of each line is 119 m and the cross-line

spacing is 1.5 m. The seismic source is a 10-lb sledgehammer striking a metal plate on the

ground. Shots are activated at every other geophone and the experiment geometry is shown

in Figure 18. One of the CSGs (# 87) is shown in Figure 19, where the observed data are

recorded for 0.5 seconds with a 0.25 ms sampling rate.

[Figure 17 about here.]

[Figure 18 about here.]

[Figure 19 about here.]

The 3D data set was impacted by an unpredictable time delay between the source

initiation time and the onset of the data recording. This issue was identified by non-zero

amplitudes at the zero time for the near-offset trace. To correct this hardware error, the

traces in the shot gather of the 3D data set were advanced by a constant time value t̃(s). To

correct for this timing error, the timing error t̃(s) is obtained by minimizing the summation
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of the picked traveltime differences,

t̃(s) = argmin
t̃(s)

∑
i

(t̃(s) + t(gi, s)− t(s, gi))
2, (5)

where t(gi, s) is the traveltime picked from the trace located at gi of the CSG with the source

located at s. Figure 20 shows the picked traveltime matrices of traveltime picks for all the

shot gathers on line #4 before and after correction. After correction, the picked traveltimes

are more continuous in the common receiver gathers. Continuity in the arrival times is

more important than absolute times in order to compute the correct moveout velocity of

the surface waves.

[Figure 20 about here.]

The data are processed before the calculation of the dispersion images. Each trace is

normalized to compensate for the effects of attenuation and geometrical spreading. We

only include the fundamental-mode Rayleigh waves in the CSG by a muting window. For

each shot gather, only receivers within the distance r1 = 35 m from the source are used

to calculate the dispersion curves
::
in

::::::
order

::
to

::::::
make

:::::
sure

:::::
that

:::::::
TWD

::::
has

:::::::::
sufficient

:::::::
depth

:::::::::::
penetration

::::
and

:::::::
lateral

::::::::::
resolution

:::::::::::::::::
(Liu et al., 2019). The dominant azimuth angles defined

in Liu et al. (2019) for most of the CSGs are approximately 0◦ and 180◦ because of the

narrow acquisition geometry. Thus, the fundamental dispersion values are calculated along

the azimuthal angles 0◦ and 180◦. The frequency range in the inversion is from 20 Hz to 60

Hz,
:::::::
which

::
is

::::
the

::::::::::
dominant

::::::::::
frequency

::::::
range

::
of

::::::::
surface

::::::
waves

:::
in

:::
the

:::::
data. Figures 21a and

21b show the picked dispersion values for CSGs along line #4 with the azimuthal angles

θ = 0◦ and θ = 180◦, respectively; here, the black dashed lines denote the contours of the

observed dispersion curves. At certain frequency ranges, it is difficult to pick the dispersion

16



curves because of the low signal-to-noise ratio of the data so that some dispersion curves

are missing.

We first approximate an initial model from the picked dispersion curves, which is called a

“pseudo 1D S-velocity model” in Liu et al. (2019). That is, the depth z and S-wave velocity

vs of the initial model are calculated by scaling the wavelength λ and phase velocity c with

factors of 0.5 and 1.1, respectively. The 1D depth profile is assumed to be centered at the

middle of the receiver spread. The 1D velocity profiles are interpolated as the starting model

for 2D WD. For example, Figure 22a displays the pseudo 1D S-velocity model beneath line

#4 which is calculated from the dispersion curves in Figure 21. For comparison with the

WD tomogram, we interpolated the 1D velocity profiles from all six lines as the 3D model

shown in Figure 23a.

Then, we apply 2D TWD to invert for the 2D velocity model along the 6 lines. Figures

22a and 22b show the initial and inverted S-velocity models beneath the fourth line, where

the white lines indicate the boundaries 10 m below the free surface. The cyan dash-dot

lines in Figure 21 represent the contours of the initial dispersion curves. The contours of

the predicted dispersion curves are represented by the red lines in Figure 21, which more

closely agree with the contours of the observed dispersion curves, especially for the high

frequencies ranging between 45 Hz to 60 Hz. The 6 inverted 2D S-velocity models are then

interpolated to obtain an initial velocity model (see Figure 23b) for 3D TWD. The inverted

3D TWD tomogram is shown Figure 23c. The
::
3D

:::::::
TWD

:::::::
cannot

::::::
make

::::
any

:::::::
further

::::::::
update

:::
for

:::
the

::::
2D

::::::
TWD

:::::::::::
tomogram.

::::
So,

::::
the

:
3D TWD tomogram is almost the same as the initial

S-velocity model and indicates that 2D TWD is sufficient for this dataset because of the

narrow acquisition geometry.
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To further test the accuracy of the TWD tomogram, Figure 24 shows the comparison

between the observed (blue) and synthetic (red) traces predicted from the (a) initial and

(b) inverted S-velocity models for CSGs No. 128. Here, two matched filters are calculated

from trace No. 141
:
at

::::::::
X = 40

:::
m

:
in Figure 24, respectively. The matched filters are then

applied to reshape the synthetic waveform. We can see that the predicted fundamental-

mode surface waves closely match the observed ones, especially at the far offset locations

::::::::
(X > 40

:::
m). Figure 25 shows the COGs with the offset of 16 m for CSGs in line No. 4,

where the blue and red wiggles represent the observed and predicted COGs, respectively.

The predicted COG is more consistent with the raw data compared to the initial COG.

For comparison, we calculate the 2D P-velocity tomogram shown in Figure 22c by the

raypath traveltime inversion method. The Vp/Vs ratio map is then calculated and displayed

in Figure 22d. From the inverted S-velocity tomogram shown in Figure 22b, we can see

there is a low-velocity zone (LVZ) between X=40 m and X=80 m.The LVZ appears in the P-

velocity tomogram but the boundaries of the LVZ are ambiguous compared to those shown

in the S-velocity tomogram. The LVZ is also clearly shown in the Vp/Vs ratio tomogram,

which has a high Vp/Vs ratio. The fault scarp at X=43 m ( see Figure 18) is located at

the left-hand side of the LVZ. So, we interpret the line labeled with “F1” as the location

of the main fault and the LVZ is interpreted as a colluvial wedge labeled with “CW”. In

Figure 22, the black lines labeled with “F2” are the locations of the interpreted antithetic

fault and there is also a possible fault labeled with “F3”. The locations of these faults and

the S-velocity tomogram are superposed on the COGs in Figure 26. The fault structures

appear to be consistent with those seen in the COG image.

The trench was excavated to explore the fault zone by UGS in the spring of 2009 (Hanafy

et al., 2015). The trench is across the fault scarp and its location is indicated by the black
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rectangles in Figure 22. The zoom view of the S-velocity and P-velocity tomograms and

the Vp/Vs ratio tomogram in the black rectangles are shown in Figures 27a, 27b and 27c,

respectively. The trench log is displayed in Figure 27d and exposes a more complex main

fault zone (F1). The locations of the main fault in S-velocity tomogram and Vp/Vs ratio

tomogram are consistent with those in the trench log. Compared to the 3-D P-wave velocity

tomogram, the 3D S-wave tomogram agrees much more closely with the geological model

taken from the trench log. The agreement with the trench log is even better when the

Vp/Vs tomogram is computed, which reveals a sharp change in velocity across the fault.

The localized velocity anomaly in the Vp/Vs tomogram is in very good agreement with the

well log. Our results suggest that integrating the Vp and Vs tomograms can sometimes

give the most accurate estimates of the subsurface geology across normal faults.

[Figure 21 about here.]

[Figure 22 about here.]

[Figure 23 about here.]

[Figure 24 about here.]

[Figure 25 about here.]

[Figure 26 about here.]

[Figure 27 about here.]
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DISCUSSION

Irregular topography has a significant impact on surface-wave propagation, which distorts

seismic wavefronts by strong scattering and attenuation in a complex manner. When the

wavelength is smaller than the characteristic wavelength of the topographic relief, the

source-receiver distance factor may play a significant role for calculating the phase ve-

locity of surface waves, which is essential for 3D TWD and discussed by Li et al. (2019b).

Failure to use the actual source-receiver distance in the evaluation of the phase velocity can

lead to errors in the inverted model for 3D TWD. Results with the homogeneous model

suggest that there will be significant errors in the dispersion curve without consideration

of the topography. By considering the topography properly, we can get a more accurate

dispersion curve as shown in the Foothills examples.

The elevation changes in our 3D Foothill example are between two and four S-wave

wavelengths. Accurate wavefield modeling using a 3D elastic SEM is an important ingre-

dient for successful 3D TWD inversions in such a challenging geologic setting. As shown

in Figure 13, the S-velocity model is significantly updated only in the shallow part (about

0.5 km deep from the surface). This is reasonable because the maximum wavelength of the

surface waves is 1.0 km approximately and surface waves are typically most sensitive to the

velocity model to a depth of approximately one-half of their wavelength (Liu et al., 2017;

Hyslop and Stewart, 2015).

Our field data example shows no significant improvement for the 3D TWD results com-

pared to the 2D results. This is because of the relatively narrow recording geometry of the

Arizona survey. Considering the high computational cost for 3D TWD, 3D TWD might

be too costly and not significantly beneficial compared to 2D TWD for some field surveys.
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However, the improvement of 3D WD in accuracy compared to 2D WD can sometimes make

this extra cost worthwhile when there are significant near-surface lateral variations in the

S-velocity distribution (Liu et al., 2019)
:
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(Foti et al., 2018).

::::
To

::::::
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::::
the

:::::::
picking

::::::::::::::
uncertainties,

:::::::::::::::
high-resolution

:::::::
surface

:::::
wave

:::::::::::
dispersion

::::::::
imaging

::::::::
method

::
is

:::::::
needed

:::::::::::::::::::::::::
(Krohn and Routh, 2016).

High Vp/Vs ratios in the LVZ of the tomograms (Figure 22d) might be caused by the

groundwater saturation in the fault zone. Groundwater saturation has a major effect on P-

wave velocities in the near surface, where saturated materials typically have higher P-wave

velocities than unsaturated or partially saturated materials due to the higher incompressibil-

ity (e.g., bulk modulus, K) of the saturated materials. However, S-wave velocities are much

less affected by groundwater saturation because S waves do not include a bulk modulus

term (Catchings et al., 2014). When the sediment in the LVZ is saturated with groundwa-

ter, the P-wave velocity is increased so that the boundaries of the LVZ are ambiguous in

the P-velocity tomogram. However, the S-wave velocity is much less affected so that the

boundaries of the LVZ are more clearly delineated in the S-velocity tomogram.
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CONCLUSIONS

We extend the 2D TWD methodology to 3D, that accounts for significant 3D variations

in topography by a 3D spectral element solver. The objective function of 3D TWD is the

sum of the squared differences between the predicted and observed dispersion curves. More

accurate dispersion curves can be calculated by using the geodesic distance compared to

that using the Euclidean distance, which can lead to a more accurate inverted model for

3D TWD. The effectiveness of this method is numerically demonstrated with synthetic and

field data recorded on an irregular free surface. Results with synthetic data suggest that

3D TWD can accurately invert for the S-velocity model in the Foothills region when there

is a huge elevation difference compared to the S-wave wavelengths. Compared to the 3-D

P-wave velocity tomogram, the 3D S-wave tomogram agrees much more closely with the

geological model taken from the trench log. The agreement with the trench log is even

better when the Vp/Vs tomogram is computed, which reveals a sharp change in velocity

across the fault that is in very good agreement with the well log. Our results suggest that

integrating the Vp and Vs tomograms can sometimes give the most accurate estimates of

the subsurface geology across normal faults.

Similar to 3D WD, a limitation of 3D TWD is that the fundamental dispersion curves

must be picked for each shot gather. This process can be prone to errors when there is a

strong overlap with higher-order modes or there is spatial and temporal aliasing due to large

spatial and temporal sampling intervals. This problem might be mitigated by the machine

learning method that automatically picks dispersion curves.
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Yuan, Y. O., F. J. Simons, and E. Bozdağ, 2015, Multiscale adjoint waveform tomography

for surface and body waves: Geophysics, 80, no. 5, R281–R302.

APPENDIX A

CALCULATION OF THE GEODESIC

A natural shortest paths problem with many applications is the following: given two points

s and r on the surface of a polyhedron of n vertices, find the shortest path on the surface

from s to r. This type of within-surface shortest path is often called a geodesic shortest

path, in contrast to a Euclidean shortest path (O’Rourke, 1999).

The computation of geodesic paths is a common operation in many computer graphics

applications (Surazhsky et al., 2005) and the computation of seismic travel times (Sethian

and Popovici, 1999). There are many methods for computing the geodesic distance on the

topography represented by the triangle mesh. Most of the algorithms bear a very close

resemblance to the famous Dijkstra algorithm (Dijkstra, 1959) that finds the shortest paths

on graphs, for example, the fast marching method (Sethian, 2001) and the exact geodesic

algorithm (Mitchell et al., 1987). The exact geodesic algorithm uses the continuous Dijkstra

method and simulates the continuous propagation of a wavefront of points equidistant from

s across the surface. The method has O(n2 log n) worst-case time complexity, but in practice

28
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can work with million-node meshes in a reasonable time. An exact geodesic algorithm with

worst-case time complexity of O(n2) was described by Chen and Han (1990).

The most straightforward explanation of the exact geodesic algorithm is unfolding. If we

want to find the shortest path on the surface of a sample surface mesh shown in Figure 28,

we can find a sequence of edge-adjacent faces f1, f2, · · · , f7 and unfold face fi+1 onto the

plane of fi as shown in Figure 28b so that the shortest path is the straight line. The

detailed implementation can be referred to Surazhsky et al. (2005) and Chen and Han

(1990). In this paper, we firstly generate a triangular mesh for the topography by CUBIT.

Then, we compute the geodesic distance using the exact geodesic algorithm implemented

by Surazhsky et al. (2005).

[Figure 28 about here.]

APPENDIX B

DISCRETE RADON TRANSFORM

Assume that g̃ = rg(cos θ, sin θ, 0) is the mapping point from the receiver g = (xg, yg, zg)

to plane z = 0, where rg and θ are the geodesic distance and azimuth angle, respectively.

So, the domain of the data d(g, t) is changed to (g̃, t). The discrete Radon transform of the

shot gather d(g̃, t) is

m(p, θ, τ) =
∑
rg

d(rg, θ, t = τ + rgp), (B-1)
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where p = p(cos θ, sin θ) is the slowness vector, and p is the slowness value along the aizmuth

angle θ. Apply a Fourier transform to equation B-1 gives

m̃(p, θ, ω) =
∑
rg

∫ ∞

−∞
d(rg, θ, τ + rgp)e

iωτdω,

=
∑
rg

[ ∫ ∞

−∞
d(rg, θ, τ)e

iωτdω

]
e−iωprg ,

=
∑
rg

d̃(rg, θ, ω)e
−iωprg , (B-2)

where d̃(rg, θ, ω) is the Fourier spectrum of the data d(rg, θ, t), and m̃(p, θ, ω) is the Fourier

spectrum of the Radon-transformed data m(p, θ, τ). The fundamental-mode dispersion

curve for the azimuth θ, C(ω, θ), is picked from the magnitude spectrum of m̃(p, θ, ω).
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represents the colluvial wedge. . . . . . . . . . . . . . . . . . . . . . . . . . 55
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23 (a) Initial, (b) 2D and (c) 3D S-wave velocity tomograms. Here, the depth
and S-wave velocity of the initial model are calculated by scaling the wave-
length and phase velocity with factors of 0.5 and 1.1, respectively (Liu et al.,
2019).
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a) Flat Surface b) Irregular Surface

Figure 1: Schematic diagram shows the offset distance l along the (a) flat and (b) irregular
surfaces from the source at s (the red star) to the receiver at r1, where le is the Euclidean
distance.
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Figure 2: Schematic diagram shows the offset L and the azimuth θ from the source at s
(red star) to the receiver at r.
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(a) Acquisition Geometry (b) Paths of Geodesic
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Figure 3: (a) Acquisition geometry where the yellow area shows the locations of the receivers
(black asterisks) within the azimuth angle ranged from 277.5◦ to 282.5◦ for the source
at A, where the source is represented by the red star; (b) paths of the geodesics on the
topography from the source at A to the receivers that are marked as the black asterisks in
(a); (c) differences between the geodesic and Euclidean distances, where the trace number
is numbered according to the geodesic distance in ascending order; (d) CSG for trace No.
1 to 30 from the model with (red) and without (blue) topography.
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(a) Euclidean Distance

30 80
f (Hz)

0.6

1.1
c
 (

k
m

/s
)

0.8

1

(b) Geodesic Distance

30 80
f (Hz)

0.6

1.1

c
 (

k
m

/s
)

0.8

1

(c) Flat Free Surface

30 80
f (Hz)

0.6

1.1

c
 (

k
m

/s
)

0.8

1

Figure 4: Dispersion image calculated by the (a) Euclidean and (b) geodesic distances for the
data recorded in the irregular surface. (c) Dispersion image calculated for the data recorded
in the flat surface. Here, the green curves are the theoretical phase velocity dispersion curves
(c = 919.4 m/s) and the red curves are the picked dispersion curves.
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distances from the model with the topography, respectively.
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(a) True S-velocity Model
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Figure 6: (a) True S-velocity checkerboard model and (b) S-veocity tomogram by 3D TWD.
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(a) True S-velocity Slice at y = 80 m
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Figure 7: True S-velocity slices at y = (a) 80 m and (c) 160 m. Inverted S-velocity slices at
y = (b) 80 m and (d) 160 m.
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(a) Dispersion Curves at Source A
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(b) Dispersion Curves at Source B

11 1111

21 21 21

31

31

31

41

41

41

41

51

51

51

51

61

61

6
1

61

11 1111

21 21
21

31
31 31

41 41 41

51
51 51

51

6
1

61
61

61

11 1111

21 21 21

31

31

31

41

41

41

41

51

51

51

51

61

6
1

61

61

0  100 200 300

Angle (degree)

10

26

42

58

F
re

q
u
e
n
c
y
 (

H
z
)

0

20

40

60

P
ic

k
e
d
 W

a
v
e
n
u
m

b
e
r 

(1
/k

m
)

Obs.

Init.

Pred.

Figure 8: Observed dispersion curves from the CSGs with their sources located at points
(a) A and (b) B (indicated in Figure 3a), where the black dashed lines, the cyan and red
dash-dot lines represent the contours of the observed, initial and inverted dispersion curves,
respectively.
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Figure 9: Topography of the 3D Foothill model, where the red lines are the geodesic paths
for the source marked by the red star.
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(a) True S-velocity Model
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Figure 10: (a) True S-velocity model, (b) corresponding mesh, (c) initial S-velocity model
and (d) S-velocity tomogram.
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Figure 11: Acquisition geometry for the numerical tests with data generated for the 3D
Foothill model, where the red dots and blue circles indicate the locations of the receivers
and sources, respectively.
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(a) Dispersion Curves at Source A
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(b) Dispersion Curves at Source B
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(c) Dispersion Curves at Source C
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(d) Dispersion Curves at Source D
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Figure 12: Observed dispersion curves for the sources located at (a) A, (b) B, (c) C and
(d) D indicated in Figure 11b, where the black dashed lines, the cyan dash-dot lines and
the red lines represent the contours of the observed, initial and inverted dispersion curves,
respectively.
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(a) Slice of True Model at y = 433 m
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Figure 13: Slices of the (a) true, (b) initial, and (c) inverted S-velocity models at y = 433
m, where the black and white dashed lines indicate the large velocity contrast boundaries
and the boundaries 0.5 km below the free surface, respectively.
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(a) Depth Slice of True Model
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Figure 14: Depth slices 300 m below the surface for the (a) true, (b) initial and (c) inverted
Foothill S-velocity models, where the black dashed lines indicate the large velocity contrast
boundaries.
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(a) CSG B Line # 17 from Initial Model
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Figure 15: Comparison between the observed (red) and synthetic (blue) traces at far offsets
predicted from the initial model (LHS panels) and 3D tomogram (RHS panels) for CSG B
in (a) and (b), and CSG C in (c) and (d). Here, the locations of points B and C and the
line numbers are indicated in Figure 11.
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(a) COG from Initial Model
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Figure 16: COGs with the offset of 2.85 km, which are retrieved from the traces located at
the green rectangles in Figure 11 of the CSGs with the sources located at the green stars
in Figure 11. Here the red and blue wiggles represent the observed and predicted COGs,
respectively.
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Figure 17: (a) Map of the Washington fault and the survey site. The location of the survey
site is 5 km south of the Utah-Arizona border. (b) Topographic map around the seismic
survey, where the red and green rectangles indicate the locations of the 3D seismic survey
and the trench site, respectively.
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Figure 18: Survey geometry for the 3D experiment in the Washington fault zone. The open
red circles denote the locations of sources and the solid blue dots denote the locations of
receivers. The dashed black line denotes the location of the fault scarp.
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Figure 19: Common shot gather # 87 of Washington fault data.
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Figure 20: Traveltime matrices before and after the correction of the acquisition hardware
error for the 2D data set on line #4.
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(a) Dispersion Curves for θ = 0◦
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(b) Dispersion Curves for θ = 180◦
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Figure 21: (a) Observed dispersion curves for the CSGs on Line # 4 along the azimuthal
angles (a) θ = 0◦ and (b) θ = 180◦, where the black dashed lines, the cyan dash-dot lines
and the red lines represent the contours of the observed, initial and inverted dispersion
curves, respectively.
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Figure 22: (a) Initial and (b) inverted S-wave velocity models beneath line #4. (c) P-wave
velocity tomogram calculated from the picked traveltimes in Figure 20b. (d) Vp/Vs ratio
tomogram beneath line #4. Here the white lines indicate the boundaries 10 m below the free
surface. The trench is excavated in the locations of the black rectangles. The lines labeled
with “F1” and “F2” are interpreted as the locations of the main fault and the antithetic
fault. The line labeled with “F3” is the location of another possible fault. “CW” represents
the colluvial wedge.
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(a) Initial S-velocity Model

(b) 2D S-velocity Tomogram

(c) 3D S-velocity Tomogram

Figure 23: (a) Initial, (b) 2D and (c) 3D S-wave velocity tomograms. Here, the depth and
S-wave velocity of the initial model are calculated by scaling the wavelength and phase
velocity with factors of 0.5 and 1.1, respectively (Liu et al., 2019).
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(a) CSG from Initial S-velocity Model
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(b) CSG from the Inverted S-velocity Model
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Figure 24: Comparison between the observed (blue) and synthetic (red) traces predicted
from the (a) initial and (b) inverted S-velocity models for CSG # 128.
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(a) COG from Initial Model
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(b) COG from Inverted Model
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Figure 25: COGs with the offset of 16 m for line # 4 calculated from the (a) initial and
(b) inverted S-velocity models, where the blue and red wiggles represent the observed and
predicted COGs, respectively.
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S-velocity Tomogram with COG
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Figure 26: Observed COGs with the offset of 16 m are superposed on the S-velocity tomo-
gram, where the COGs are adjusted by following the topography.
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Figure 27: Zoom views of (a) S-velocity and (b) P-velocity tomograms and (c) Vp/Vs
tomogram in Figure 22. (d) Ground truth extracted from a nearby trench log (Hanafy
et al., 2015).
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(a) A geodesic on a simple
surface mesh

(b)The same geodesic, with its faces unfolded into
the plane.

Figure 28: Schematic diagram of the calculation of the geodesic on a simple surface mesh
by unfolding.
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