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Abstract 

Traditional set-top camera video-conferencing systems still 
fail to meet the ‘telepresence challenge’ of providing a viable 
alternative for physical business travel, which is nowadays 
characterized by unacceptable delays, costs, inconvenience, 
and an increasingly large ecological footprint. Even recent 
high-end commercial solutions, while partially removing 
some of these traditional shortcomings, still present the 
problems of not scaling easily, expensive implementations, 
not utilizing 3D life-sized representations of the remote 
participants and addressing only eye contact and gesture-
based interactions in very limited ways. The European FP7 
project 3DPresence will develop a multi-party, high-end 3D 
videoconferencing concept that will tackle the problem of 
transmitting the feeling of physical presence in real-time to 
multiple remote locations in a transparent and natural way. In 
this paper, we present an overall concept, which includes the 
geometrical design of the whole prototype demonstrator, the 
arrangement of the cameras and displays and the general 
multi-view video analysis chain. The driving force behind the 
design strategy is to fulfil the requirements of a novel 3D 
immersive videoconferencing system, including directional 
eye gaze and gesture awareness. 

1 Introduction 

Recent high-end commercial solutions such as Cisco’s 
TelePresence (see Figure 1), Polycom’s TPX, and HP’s 
HALO partially remove some of the tele-presence 
shortcomings of traditional systems with immersive high-
quality audio and high-definition life-size video. Still, these 
systems do not present the remote participants in life-sized 
3D, limiting the naturalness and thereby the sense of tele-
presence. In addition, a fundamental problem is that eye 
contact is unnatural and that directional gaze awareness is 
missing. Keeping eye contact is indeed one of the most 
relevant and challenging requirements in a tele-presence 
system from a non-verbal communication point of view, and 
while many attempts have been made, it has not yet been 
satisfactorily solved today. Current state-of-the-art systems 
address it by mounting the camera behind a semi-transparent 

viewing display, but this common approach is often limited to 
the special case of having one single conferee at each side of 
the conference. Further, this approach requires a bulky optical 
and mechanical mounting that is only acceptable for niche 
market applications. A two way video conferencing system 
for three participants per site has been presented in [10], 
which provides nearly eye contact supported by cameras 
mounted on top of the displays. In this approach, no 3D 
processing is performed. Due to the close distance of the 
cameras to the displayed head of the remote conferees and the 
far distance of the local conferees to the display, the 
displacement angle regarding the viewing directions can be 
neglected. 
 

  
 

 
 
Figure 1: State of the art telepresence system by CISCO (top, 

left), the Polycom TPX system (top, right) and the HP 
Halo Telepresence system (bottom) 

 
The major challenge of the 3DPresence project is to maintain 
eye contact, gesture awareness, 3D life-sized representations 
of the remote participants and the feeling of physical presence 
in a multi-party, multi-user terminal conference system. In 
order to achieve these objectives, the concept of a shared 
virtual table is applied. All remote conferees will be rendered 
based on a predefined shared virtual environment. Eye 
contact and gesture awareness can be created by adapting 
virtually the 3D perspective and 3D position of all remote 
conferees on each of the terminal displays. Furthermore, in 
order to maximize the feeling of physical presence, 



sophisticated multi-user 3D display technologies will be 
developed and applied within the 3DPresence project (see 
Figure 2). The concept will be proved by developing a real-
time demonstrator prototype system consisting of three 3D 
videoconferencing stations in different European countries. 
In this paper, we are focusing on the general system concept 
including the geometrical design, the multi-view camera 
configuration, arrangement of the 3D displays and the overall 
algorithmic analysis chain. This paper covers general aspects 
of algorithmic analysis modules and cameras/hardware. The 
restrictions by real-time processing, coding and virtual view 
rendering are included in the proposed general system design. 
The outline of the paper is as follows. In section 2, the shared 
table concept for a multi-user, multi party 3D video 
conferencing system is presented. The specifics of a novel 
multi-user 3D display and the impact on the system design is 
discussed in section 3. Then, the multi-view camera system is 
presented which will allow a robust and accurate depth 
estimation of the scene. The paper is summarized with a 
conclusion. 
 

 
 
Figure 2: 3DPresence multi-party videoconferencing concept 
 

2 The multi-party multi-user shared table concept 

The geometrical design of the proposed tele-conference 
system is based on the idea of a shared virtual table. This 
virtual table is supposed to simulate a real conference 
situation for 3 parties and 6 participants as illustrated in 
Figure 3 left. Each party has two participants and all 
conferees are sitting around a common virtual table. Figure 3 
right illustrates the replacement of the remote conferees by 
displays.  
Eye contact and gesture awareness will be created by virtually 
adapting the perspective of the view of all remote conferees to 
the given shared virtual environment.  
In order to obtain realistic natural views of the remote 
participants novel 3D displays will be realized which provide 
separate views from different perspectives for each of the 
local participants (indicated by the red and green regions in 
Figure 2) and in addition stereoscopic viewing of the remote 

conferees. This new type of 3D display will be developed by 
one of the industrial partners, namely Philips. 
 
 
 

  

 

 
 

Figure 3: Real multi-party and multi-user scenario (left), 
virtual table environment with 2 local and 4 remote 

participants (right) 
 

2.1 Life size 

In 3D-Presence, due to display production limitations that we 
face today, the overall display size is limited to 42’’. To still 
achieve a sense of life-size remote conferees, the video of the 
remote conferee needs to be scaled and the monitor must be 
moved closer to the local conferee, see Figure 4. The 
condition which needs to be satisfied is that the monitor has 
to be located within the viewing cone of the local conferee as 
illustrated in Figure 4. If the sizes of monitors and remote 
conferees are known, the exact scaling factor can be 
determined. 
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Figure 4: Constraints on display size, determination of 
required scaling factor in order to fit the conferee to a 

given display 
 

2.2 Eye contact and gesture awareness 

In general, a bi-directional eye contact between a local and a 
remote person is not possible using the conventional straight 
forward video conference approach of a camera on top of 
each screen (local and remote). The conflict results from the 
displacement angle between the camera and the eyes of the 
virtual person on the screen. As the local conferee is looking 
at the person on the screen, he/she is not gazing at the camera. 
Hence the remote conferee cannot perceive eye contact. 



This problem will be handled by creating a virtual camera 
exactly at that position inside the display where the eyes of 
the remote conferee are rendered. This approach is known 
from the literature [12]. 
In terms of gesture awareness for a multi-user systems, it 
means further, that a local conferee must recognize as well 
the direction of the gestures of all remote users. Let’s imagine 
a local conferee that is looking at a remote partner. If the 
remote partner is pointing to any other partner of the 
conference, then the local partner must recognize this 
situation as a gesture with the correct direction. Otherwise, 
the natural feeling of the conference will loose a lot of its 
value. The gesture awareness can be represented if the virtual 
conferees are sitting at the same position as the real 
participants at the real round table. 
In the next section, some further constraints of the novel 3D 
multi-view display are discussed and a proposal for a multi-
user multi-party display configuration is presented. 

3 Specifics of a novel multi-view 3D display 

Current 3D displays are capable to provide multiple 
stereoscopic views in order to support head motion parallax. 
Hence, the user is able to perceive a scene in 3D and 
recognize different perspectives according to his head 
position. In contrast, the challenge in 3DPresence is to 
provide stereoscopic viewing for two users and head motion 
parallax with significantly different perspectives onto the 
scene. Such display type having multiple perspectives is new. 
It will be developed by Philips, building further on previously 
developed design principles of 3D auto-stereoscopic displays 
based on slanted lenticular lenses as in [13] and [14]. In 
Figure 2, the conceptual idea of a display with two different 
viewing cones is presented. The envisaged approach is to 
develop a novel multi-view 3D display which provides two 
viewing cones with significantly different perspectives and 
each of them supporting multiple views. 
Due to this novel display design, the viewing cones of four 
displays, related to the four remote conferees, must meet at 
the correct position of the two local conferees. This has 
significant impact on the overall design of the tele-presence 
system as the overlapping area of all viewing cones related to 
one local conferee must be as large as possible. The larger the 
area the better the local conferee can move and change its 
viewing position. In Figure 5, the display arrangement and the 
viewing cones (two per display and eight in total) are shown. 
The overlapping regions of the viewing cones for each local 
conferee are assigned by dashed lines. The position of the 
local conferees is marked by a black circle. It can be 
recognized that the viewing cones have different orientations 
for different displays compared to the display normal. This is 
a special feature of the novel 3D display which is necessary to 
obtain a large overlapping region. 
 

 
 

Figure 5: 8 viewing cones meeting the two local conferees 
 

4 Multi-view camera system 

The required input format for the 3D displays is double 
‘video-plus-depth’, one video-plus-depth per shown 
perspective of the remote conferee. The format ‘video-plus-
depth’ is well-known from the literature. For example, it has 
been studied thoroughly in the European FP5 project 
ATTEST [8]. This input format has been standardized by 
MPEG and is nowadays applied in many commercial 3D 
displays. This format allows computation of multiple 
perspectives of the scene by the rendering algorithm from a 
central image and a depth map. Hence, a robust and accurate 
depth estimation in real-time is required. Plenty of algorithms 
have been proposed in the past on real-time disparity analysis 
and a few approaches consider also view synthesis by using 
disparities for provision of eye contact. The European FP5 
project VIRTUE tackled this issue within a complete system 
framework [11]. In [5] and [15], real-time approaches are 
presented based on a single stereo camera system. A real-time 
algorithm using three cameras has been presented by [9]. 
The design of the multi-view camera system is influenced by 
the following different concepts and approaches. 

4.1 Disparity estimation concept 

It is known from the literature that for disparity/depth 
estimation a dependency exists between the baseline of the 
camera pair, the image resolution, and the number and 
optimal position of related depth layers, i.e. the depth 
resolution [3], [7]. Considering the distance between two 
cameras, i.e. their baseline, the following fundamental 
properties can be observed. A wide baseline stereo camera 
system provides a high depth resolution but due to the more 
different perspectives the robustness of the estimation 



decreases. On other hand, a small baseline stereo system 
provides in general disparities of better quality but the depth 
resolution decreases. Hence, a combination of both systems is 
considered. In Figure 6, the disparity estimation results of the 
original image on the left are presented for a small and wide 
baseline configuration. It can be recognized that the 
robustness and coverage are higher in the small baseline case 
(middle) but the disparity resolution is coarser. Vice versa for 
the wide baseline case, the robustness decreases but the depth 
resolution increases. 
 

   
 

Figure 6: Visualization of depth layers for small and wide 
baseline systems: 22cm (middle) and 124cm (right) 

 
Furthermore, robustness can be increased in any case by using 
a third camera and exploiting the trilinear constraint [9]. Due 
to the third view a cross check between pairs of disparities 
can be performed and unreliable disparities can be discarded. 
The number of valid disparities will decrease but the 
remaining disparities are of increased accuracy and reliability.  
Following these observations, a multi-view camera setup as 
presented in Figure 7 will be used, which allows to take 
advantage of three camera sub-systems.  
Two wide baseline systems per display are mounted in 
horizontal and vertical direction. Between both displays a 
trifocal small baseline system is installed in order to provide 
an initial robust estimate.  
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Figure 7: Camera arrangement for a single remote site 
 
The main idea is to start with robust disparity estimation on 
small baseline systems of the trifocal camera sub-system. The 
disparities of the horizontal and vertical small baseline system 
can be further checked by exploiting the trifocal constraint. 
The resulting robust disparities will then be used as input 
information for the wide baseline systems. The latter one 
allows estimating at higher depth resolution. This is shown 
exemplarily in Figure 6. 

 
The advantages of each sub-system summarize as follows: 
 

Small baseline system: robust disparity estimation 
Trifocal system: consistency check across three views 
Wide baseline system: increased disparity resolution 

 
It has to be noted that the distance between cameras is based 
on a multiple of the small baseline b. Hence, the estimated 
disparities of the horizontal and vertical camera pairs in the 
trifocal system can be compared directly without parameter 
adaption. 
As presented in Figure 7, the trifocal camera sub-system is 
arranged in L-shape. The main advantage is that for the lower 
two cameras a disparity estimation can be performed along 
the horizontal scan line, whereas for the two left-hand 
cameras a disparity estimation in vertical direction can be 
applied. Due to the same distance between the horizontal 
cameras and the vertical cameras, horizontal and vertical 
disparities can be compared straight away, which increases 
the computational efficiency.  
In this setup at least the cameras of the wide baseline system 
need to be mounted convergent towards the conferees. Hence, 
as we assume a fully calibrated multi-camera system all 
camera images will be rectified pair wise in order to exploit 
advantages of disparity estimation along the scan line. 
In Figure 8, sample views are depicted for all cameras of the 
wide baseline and trifocal camera system.  
 

 

 
 
Figure 8: Sample views of the wide baseline system and the 

trifocal system 
 

4.2 Hybrid-recursive matching 

The estimation of suitable depth maps from stereo or multi-
camera systems is certainly one of the most challenging tasks 
in the given context. The disparity estimation itself is based 
on the Hybrid-Recursive-Matching (HRM) algorithm as 
described in [2]. The main idea of the hybrid recursive stereo 
matching algorithm is to unite the advantages of block-
recursive disparity matching and pixel-recursive optical flow 
estimation in one common scheme. The block-recursive part 
assumes that depth does not change significantly from one 



image to the next and that depth is nearly the same in the 
local neighbourhood. Obviously this assumption cannot be 
fulfilled in all image areas - especially not in areas with high 
motion and at depth discontinuities. To update the results of 
the block-recursive stage in these areas, the pixel recursive 
stage calculates the optical flow by analyzing gradients and 
grey value differences. 
In more detail, the structure of the whole algorithm can be 
outlined in three subsequent processing steps (see Figure 9): 
1. three candidate vectors are evaluated for the current block 

position by recursive block matching; 
2. the candidate vector with the best result is chosen as the 

start vector for the pixel-recursive algorithm, which yields 
an update vector; 

3. the final vector is obtained by testing if the update vector 
from the pixel recursive stage is of higher quality than the 
start vector from the block-recursive one. 
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Figure 9: Outline of the HRM algorithm 

 
Due to its recursive structure the HRM algorithm produces 
extremely smooth and temporally consistent “per-pixel” 
disparity maps. Hence, they contain highly redundant 
information and have almost no random noise – a property 
that is essential for efficient coding of depth maps. As any 
matching algorithm, HRM usually generates failures and 
mismatches in critical image areas. These mismatches are 
detected and corrected by sophisticated post-processing. One 
criterion for detecting mismatches is a confidence measure, 
which is directly derived from the normalized cross-
correlation used by HRM. If the confidence value is below a 
critical threshold, the corresponding disparity is removed 
from the map. Furthermore, as the HRM estimates, 
independently from each other, two disparity maps for each 
rectified image pair (one from right to left and, vice versa, 
one from left to right), these two maps can be used to prove 
the consistency of the disparities. Usually, there are two 
reasons for the detected mismatches: ambiguities during 
matching (homogeneities, similarities, periodicities, etc.) or 
occluded areas. These two failure categories have completely 
different origins. Ambiguities are caused by an ill-posed 
matching problem; i.e., point-correspondences exist but could 
not be found correctly by the matcher. In contrast, point 
correspondences do not exist at all in occluded areas and 
cannot be matched on principle therefore. Thus, it is the target 

of fault. For this purpose, the missing disparity values are first 
reconstructed by using segmentation-driven interpolation. 
In Figure 10, preliminary results of disparity estimation 

of further processing to distinguish between these two sources 

for 

 now to combine the different disparity 

the trifocal camera setup are presented. The left image shows 
the disparity estimation of the vertical small baseline stereo 
system, whereas the right image is dedicated to the horizontal 
small baseline stereo system. Almost the complete scene has 
been estimated correctly but with limited resolution in depth.  
In Figure 11, the result of disparity estimation of the 
horizontal wide baseline stereo system is shown. The 
disparity map contains significant artefacts but the resolution 
in depth is increased. 
The main challenge is
estimation results in order to achieve complete and robust 
disparity maps at increased resolution. 
 

  
 

Figure 10: Disparity maps of the trifocal system: vertical 

 
baseline (left) and horizontal baseline (right) 

 
 

Figure 11: Disparity map of the horizontal wide baseline 

 
 has to be noted that the combination of individual disparity 

4.3 Multi-view video analysis chain 

ain does not only 

visual hull approach 
requires as many as possible significantly different 

system 

It
estimation results is in progress and part of future work. We 
expect significant improvement by this approach whereas the 
way how to combine the individual results is one of the 
central research issues of the 3DPresence project. 

The overall multi-view video analysis ch
consider disparity/depth estimation. As known from literature, 
a volumetric reconstruction based on visual hull computation 
can provide helpful information of the object boundaries [4]. 
This information is intended to be exploited as well and being 
combined with the disparity estimation module. The video 
conferencing scenario fits very well to this approach as 
individual foreground objects, i.e. the local conferees and a 
deterministic background is available. 
In contrast to disparity estimation, the 



perspectives onto the scene. As shown in Figure 5, several 
cameras are available in the proposed demonstrator, providing 
views from a large range of different perspectives with a 
maximum of approximately 90 degrees between the two 
outmost cameras.  
The complete multi-view video analysis chain is presented in 
Figure 12. Initially

   
, foreground-background segmentation on 

ed 

the captured input data will be performed. The subsequent 
disparity estimation will benefit from this pre-processing step 
as all the processing can be restricted to the foreground 
object, which saves computational effort. By using the 
segmented foreground-object, a visual hull algorithm is 
applied in order to reconstruct the volume of the object. In 
addition to it, a head and hand tracking algorithm is applied to 
the segmented object in order to get additional helpful 
information on the human motion. Hand tracking and 
segmentation of hands will be exploited to detect overlap of 
hands and the body [1]. Even in these regions, disparity 
estimation as well as view rendering will benefit from this 
information. The head tracking will be used for precise view 
point adaptation according to the conferees head position. 
The results of the volumetric reconstruction, the disparity 
estimation and the hand/head tracking are combin

 
Figure 14: Preliminary results of voxel colouring 

reconstruction 
 
Although also colour c onsidered, the main 
ource of information is the silhouette of the person. Since 

 The demonstrator mock-up 

Presence project a mock-up 
o test different camera and 

onsistency is c
s
this information is orthogonal to the depth estimates from the 
small and wide baseline stereo matching, both techniques can 
beneficially be combined leading to a robust solution with 
one method complementing the other in regions that are 
difficult to handle for a single approach. 
 

5

Based on an initial study in the 3D
system has been installed in order t

afterwards in a data fusion step. 
 
 display configurations as well as to capture test sequences for 

algorithm development. In Figure 15, a CAD based 
simulation of the mock-up is shown. It has to satisfy many 
constraints. 
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Figure 12: 3D video analysis chain 

In Figure 13, views of the 
nferee are depicted. This segmentation information as well 

 

 
 
 

 three manually segmented camera  
co  
as the calibration information of the camera system shown in 
Figure 15 is used to perform a volumetric reconstruction by 
applying a voxel colouring reconstruction technique [6].  
 

 
 
 
 

     

 
 
 
 
 
 

 
Figure 13: M ually segmented camera views 

 
Due to side, a 
significant increase in shape formation can be exploited. 

an
 
 
 

 the availability of views from the person’s  
in  

Preliminary results of the reconstruction are presented in 
Figure 14. 
 
 

 
 
 



 
Figure 15: Drawing of the mock-up system 

 
 

ased on the theoretical design, a real mock-up system has 

eeds to be 

B
been installed fulfilling all of the aforementioned constraints. 
A photograph of the installation without the displays is shown 
in Figure 16. A very flexible, metallic framework has been 
designed, which allows a camera mounting at almost arbitrary 
positions. Due to this, it is possible to test different 
arrangements of stereo and trifocal sub-systems.  
As the rendering quality of the virtual view n
evaluated, a ground truth camera is mounted exactly at the 
position where the local conferee is looking at the display into 
the eyes of the remote conferee. This ground truth allows 
evaluating the rendering quality in terms of producing correct 
eye contact, which is one of the central objectives in this 
project. 
 

 
 

Figure 16: First version of the 3DPresence mock-up 

6 C

d a display and multi-view camera setup 
s the requests and requirements of a novel 

, wide baseline 

nstruction, preliminary results have 

onclusion 

We have presente
that strictly follow
multi-user, multi-party 3D videoconferencing system. The 
design conditions have been presented which results from the 
novel 3D display. Due to two independent viewing cones per 
display, the position and orientation of the displays required 
optimization in terms of maximum overlap of all viewing 
cones dedicated to one of the local conferees. 
A multi-view camera system has been presented that consists 
of three sub-systems such as small baseline
and trifocal camera system. The main idea is to take 
advantage of each sub-system in order to maximize the 
disparity estimation result. In addition to that, a completely 
different reconstruction method is incorporated in the overall 
system design namely volumetric reconstruction. As this 
approach benefits from most different views, advantage 
regarding fusion of volumetric reconstruction and disparity 
estimation is expected. 
For all different sub-systems for disparity estimation as well 
as for volumetric reco
been presented. The major research task will be to investigate 
different combinations of intermediate results within the 
multi-view analysis chain. In this context, real-time 
performance plays an important role. Therefore, a trade-off 
between quality of depth estimation and overall performance 
needs to be identified. 
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