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#### Abstract

A 40-nm CMOS wideband high-IF receiver is presented in this paper. The low-noise transconductance amplifier (LNTA) uses dual noise cancellation in order to improve its noise figure. The LNTA has also a folded-cascode structure to increase its output impedance and prepare for a current-mode passive mixer. This structure is merged into the output stage of the LNTA, so there is no need for extra transistors. Additionally, a modified charge-sharing bandpass filter with cross-connected transconductors to boost $Q$-factor is proposed and discussed. The highest voltage gain achieved by the receiver ( RX ) is 30 dB . The RX noise figure is 3.3 dB at the maximum gain, while the IIP3 is $\mathbf{- 2 . 5 ~ d B m}$ at $\mathbf{1 ~ G H z}$. The area of the receiver is very competitive for the wide band considered, merely $0.137 \mathrm{~mm}^{2}$. The RX and clock generation circuitry drain 25 mA from a $0.9-\mathrm{V}$ supply.


Index Terms-Receiver, wideband, high-IF, super-heterodyne, low noise transconductance amplifier, LNTA, switched-capacitor filter, bandpass filter, current mixer, positive feedback, Q-factor, image attenuation.

## I. Introduction

NEW wireless applications such as software defined radios or cognitive radios are demanding multi-band and multi-standard operation, increasing the requirements for flexibility and integrability in the radios [1]. Typical solutions adopt either zero intermediate frequency (IF) or low-IF in the receiver (RX) architectures since they offer less or no concerns about image rejection. In such architectures, the channel selection is easily performed on-chip by a low-pass filter (LPF) after the mixer [2] which also adjusts the channel bandwidth.

Despite these interesting characteristics, the zero-IF and low-IF topologies are constrained by $1 / f$ noise, second-order

[^0]nonlinearity, and DC-offset. To achieve high-performance, the receivers overcome these constraints by extensively using calibration [3]-[5].
Super-heterodyne RX architectures are not affected by these common issues due to their high IF [6]-[8]. Nevertheless, they traditionally require external filters for image rejection and channel selection. Thus, they have drawn less interest for many years.

The N-path filter proposed in [6] is an evolution of the original concept [9], [10], and it solves the super-heterodyne external filter problem by implementing a bandpass filter (BPF) using a passive switched-capacitor (SC) topology. The low-Q filter is translated to the radio frequency (RF) input by the mixer, solving the requirement for large external filters. Following the introduction of this new approach, other passive SC BPFs have been reported [11]-[16]. Those BPFs use only switches and capacitors and are consequently more friendly to process scaling due to the reduction of the switches ON resistance. In fact, their performance should improve in smaller CMOS nodes, and the scalability can be increased by using MOS capacitors.

Switched-capacitors BPFs allow for the design of fully integrated receivers with a high-IF [6], [13]-[17], avoiding the shortcomings presented previously. Like the super-heterodyne architecture, the high-IF works with IFs of tens or even hundreds of megahertz. The image and blockers are filtered along the receiver chain by BPFs in the RF-domain, as shown in [6], and in the IF-domain, as shown in [6] and [13]-[16].

This paper presents a wideband high-IF receiver designed in TSMC 40 nm CMOS, using SC BPFs to attenuate the image and out-of-band interferers. The RX operates from 0.5 GHz to 4 GHz and two main architecture innovations are introduced here. First, the low noise transconductance amplifier (LNTA) implements a clever utilization of a folded-cascode structure, which not only increases the output impedance of the LNTA but also reduces the number of transistors. Second, a SC BPF, in which the Q-factor is boosted by cross-connected transconductors at the input, is presented and discussed. Moreover, since the mixer performs a single-to-differential conversion, the LNTA input is single-ended and there is no need for a chunky transformer at the input. This results in a receiver showing high performance in a very wide band, low power consumption, and small area.


Fig. 1. The proposed receiver chain chain with the clock generator modules.

This paper is organized as follows. Section II discusses the receiver architecture. The circuits that compose the receiver are presented in sections III - VI. Section VII shows the measurement results. Finally, section VIII summarizes the main achievements of this paper.

## II. High-IF Receiver Architecture

The receiver chain using a high-IF (HIF) architecture with quadrature down-conversion is presented in Fig. 1. This topology has been selected due to its low-noise and high-linearity. Despite the passive blocks such as the mixer and the BPFs, the noise remains low thanks to the high performance LNTA. Moreover, the first BPF shapes the input impedance of the mixer and attenuates the interferers.

As the first block in the receiver chain, the LNTA has the primary task of mitigating the noise contribution from the whole receiver chain. In addition, since the following block is a current mode mixer, the LNTA must work as a transconductor, having a large output impedance which maximizes the AC current delivered to the mixer [18]. The LNTA has also an additional linearity burden; since the following mixers and filters are passive, i.e. highly linear but gain-less and noisy, the LNTA must have a higher gain, which reduces its linearity. In this design the supply voltage is limited to 0.9 V , which limits the LNTA linearity even further. Consequently, the LNTA becomes the linearity bottleneck of the receiver.

In [6] the LNTA is a self-biased inverter-based transconductor. Also, a large on-chip transformer to convert the input from single-ended to differential has been used, which gives an extra 10 dB of voltage gain. Recently published LNTAs [14], [17] use noise canceling techniques to improve noise figure. In [17] a two-stage LNTA is presented; the first stage is a high linear low noise amplifier since it works with a supply voltage higher than the nominal ( 2 V ), and the second stage does the voltage to current conversion. In [14] the LNTA has only one stage which reduces the power consumption, but requires a cascode at the output to create a high output impedance which limits the LNTA linearity due to the 0.9 V supply voltage. Both circuits create the input match using a common-gate transistor with their sources biased with external inductors. Our proposed
circuit uses a fully integrated single-ended LNTA, without the need for external inductors or a chunky transformer. The choice for a single-ended topology is further discussed in section III.

One of the most interesting features of the passive mixer is its transparency [19]. Combining the mixer with a BPF, the impedance seen at the input of the mixer is shaped by the BPF transfer function (TF). Therefore, interferers that eventually arrive at the input have lower gain than the main signal, increasing the linearity of the LNTA and, consequently, of the receiver. Moreover, the passive mixer creates an antialiasing filter when working as a sampler [18] and it performs the single-ended to differential conversion easily, without requiring additional circuitry.

The SC filters operate in the discrete-time (DT) domain. Their advantages over the continuous-time (CT) filters were extensively discussed in [6] and [13]. Overall, DT filters, such as the N-path filters [6], [11], [20] and the charge-sharing (CS) filters [13]-[16], are passive filters based on SC, being more linear and less power hungry than CT filters. Although the N-path filter has a higher Q-factor than the CS filter, its transfer function has several replicas, while the CS filter transfer function has only one peak between $-f_{s} / 2$ and $f_{s} / 2$. These replicas can reduce the blocker rejection or fold blockers on top of the main signal. Hence, CS filters were chosen for this design. Since the CS BPF has a low Q-factor [13], the receiver needs two filter stages to attenuate the image and the out-of-band interferers. The first filter is a first order BPF which operates at the same sampling frequency $\left(f_{s}\right)$ as the mixer to properly cancel the aliasing. The second BPF, on the other hand, does not need to use the same $f_{s}$ as the mixer since the aliasing requirement was already met. Thus, the clock of the second BPF is reduced, which then decimates the input signal. In addition, the Q -factor of this BPF is enhanced by increasing the order of the filter and by a circuit improvement introduced in our proposed filter, as explained ahead in section V-B.

The GM-cells shown in Fig. 1 are an intermediate stage between the first and second filtering stages. These transconductors are needed to drive the passive second filtering stage


Fig. 2. The proposed LNTA topology.
like the LNTA drives the passive mixer. Being the fourth block in the chain, the GM-cells main restriction is linearity. As depicted in the block diagram of Fig. 1, the receiver clocking requires two non-overlapping clocks, two $25 \%$ duty-cycle clocks and one $12.5 \%$ duty-cycle clock, with two different circuits to generate them. Finally, the output buffers are simple source-followers that isolate the circuit and provide a $50 \Omega$ output match to the measurement equipment.

## III. LNTA

The output impedance is one of the most important nonidealities of transconductors since it limits the AC current delivered to the load and the effective V-to-I conversion (GM). Therefore, the output impedance ( $Z_{L N T A, \text { out }}$ ) of the LNTA (Fig. 2) has to be higher than the input impedance of the passive mixer $\left(Z_{M X, \text { in }}\right)$. The higher $Z_{L N T A, \text { out }} / Z_{M X, \text { in }}$ ratio, the better GM implementation.

The LNTA has two cascodes and one folded-cascode which ensure a high output impedance. The cascodes also improve the load isolation, so the input match and noise canceling are immune to any load variation. The use of long channel transistors for M2 and M3 would also increase the output impedance without the need for cascodes, but it would harm the input match at frequencies higher than 1 GHz since $C_{g s}$ increases proportionally to the gate length.

The folded-cascode that is created by connecting M6 to the source of M5 is the best solution for the connection between M6 and the output. Although M6 can be directly connected to the output, it would reduce the output impedance.

The $50 \Omega$ input match is provided by M1. Since its transconductance $\left(g_{m 1}\right)$ is boosted by the local feedback through M2, the LNTA input impedance is $Z_{L N T A, \text { in }} \approx$ $1 / g_{m 1}\left(g_{m 2} / g_{m 4}+1\right)$, where $g_{m 2}$ and $g_{m 4}$ are the transconductances of M2 and M4, respectively. However, since the intrinsic gain ( $g_{m} / g_{d s}$ ) for a minimum length transistor in this technology is about $5 \mathrm{~V} / \mathrm{V}, g_{d s 1}$ cannot be neglected, and $C_{g s 2,3}$ are also not negligible at high frequencies. The input impedance including those effects is given by

$$
\begin{align*}
& Z_{L N T A, i n} \\
& \qquad=\frac{1}{\frac{g_{m 1}\left(g_{m 2} / g_{m 4}+1\right)}{1+g_{d s 1} R_{D 1}}+\frac{g_{d s 1}}{1+g_{d s 1} R_{D 1}}+s\left(C_{g s 2}+C_{g s 3}\right)}, \tag{1}
\end{align*}
$$

Thus, $Z_{L N T A, \text { in }}$ is designed to be higher than $50 \Omega$ to compensate for the parasitic impedances that appear in parallel with $Z_{L N T A, i n}$ and reduce its value.

The noise canceling technique cancels only the noise of the transistor responsible for the input matching [21]-[23], which is M1 in this design. Hence, the noise generated by the auxiliary amplifier, which is initially M2 in this design, remains a full contributor to the overall noise figure, and it needs to be reduced by traditional means, like increasing the $g_{m}$.

In order to further reduce noise figure, the noise of M 2 is fed back to the input and amplified through a second auxiliary amplifier. Thus, the noise of M2 is partially canceled as explained further. The local feedback is created by connecting the drain of M2 to the gate of M1 [24], [25], which also boosts the $g_{m}$ of M1. The second auxiliary amplifier is created by using current-reuse [26], which saves power. Hence, M3 is added to the circuit. As a result, this LNTA topology completely cancels the noise of M1 and partially cancels the noise of M2, which are the major noise sources of the circuit.

After the noise cancellation, M3 and $R_{D 1}$ are the dominant noise sources of the LNTA. The noise contribution of M6 is reduced by the gain $g_{m 1} R_{D 1}$ and can thus be neglected.

The contribution of M1 and M2 to the noise factor are represented as follows:

$$
\begin{equation*}
F_{M 1} \approx \gamma g_{m 1} R_{S}\left[\frac{g_{m 2}+g_{m 3}-g_{m 6} G_{m 1} R_{D 1}}{g_{m 2}+g_{m 3}+g_{m 6} G_{m 1} R_{D 1}}\right]^{2} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{M 2} \approx \gamma g_{m 2} R_{S}\left[\frac{g_{m 1}\left(1+G_{m 1}+G_{m 1} R_{D 1} g_{m 6}-\frac{g_{m 3}}{g_{m 4}}\right)}{g_{m 2}+g_{m 3}+g_{m 6} G_{m 1} R_{D 1}}\right]^{2} \tag{3}
\end{equation*}
$$

$G_{m 1}$ is $g_{m 1}\left(g_{m 2} / g_{m 4}+1\right), \gamma$ is the noise coefficient, and $R_{s}$ is the signal source resistance, which is intended to be equal to $Z_{L N T A, i n}$.

It can be deduced from (2) that the noise contribution of M1 is zero if $g_{m 2}+g_{m 3}=g_{m 6} G_{m 1} R_{D 1}$ and from (3) that the noise contribution of M 2 is zero if $1+G_{m 1}+$ $G_{m 1} R_{D 1} g_{m 6}=\frac{g_{m 3}}{g_{m 4}}$. However, these conditions cannot be achieved simultaneously. The best choice, therefore, is to fully cancel the noise of M1 since it is the primary noise source and only cancel the noise of M2 partially.

The proposed single-ended topology has two advantages over its differential counterpart: a lower power consumption and a larger GM while keeping the noise canceling condition. The single-ended topology needs $R_{D 1}$ and M6 to invert the polarity of both signal and noise. This additional stage increases the degree of freedom of the design since it decouples the values of $g_{m 2}, g_{m 3}$, and $G_{m 1}$. In the differential version of this LNTA, the noise cancellation condition would be $g_{m 2}+g_{m 3}=G_{m 1}$ since neither M6 nor $R_{D 1}$ are present. Hence, the values for $g_{m 2}$ and $g_{m 3}$ would be limited by $G_{m 1}$. The single-ended version, on the other hand, does not have this limitation. Not being limited by $G_{m 1}, g_{m 2}$ and $g_{m 3}$ can be set to much higher

TABLE I
LNTA SIZING PARAMETERS

|  | M1 | M2 | M3 | M4 | M5 | M6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{g}_{\mathrm{m}} / \mathrm{I}_{\mathrm{D}}[\mathrm{S} / \mathrm{A}]$ | 17.9 | 8.4 | 9.3 | 12.9 | 14.6 | 12 |
| $\mathrm{~L}[\mathrm{~nm}]$ | 45 | 60 | 60 | 80 | 80 | 40 |
| $\mathrm{I}_{\mathrm{D}}[\mathrm{mA}]$ | 0.4 | 5.2 | 6.2 | 5.2 | 5.2 | 1 |

values which further reduce their noise and increase the transconductance.

In the single-ended topology of this LNTA, the main problem is the linearity since both M6 and the cascode transistors (M4 and M5) impose limits. The former increases the signal distortion because M1 and $R_{D 1}$ have already amplified the signal. The latter reduces the linearity due to the four stacked transistors within a supply voltage of 0.9 V . Furthermore, the small $V_{D S}$ across those stacked transistors increases the value of their distortion terms. In particular, the distortion of M4 and M5 cannot be neglected [27].

Therefore, the gain of M6 is kept below one to minimize distortion. The $g_{m} / I_{D}$ of M1 and M2 have been selected in such a way that their third-order distortion terms cancel each other. The former is biased in strong inversion, and the latter in moderate inversion [28]. Additionally, M4 and M5 are biased like in [27] to achieve an optimal trade off between linearity and noise.

The DC voltage at the output node is kept constant by the DC-control block. In spite of any variation on the $V_{D S}$ of the cascode, the DC output voltage remains constant at $V D D / 2$, which maintains these transistors in the selected operation point.

Table I summarizes the sizing of the transistors, and Fig. 3 shows post-layout simulation results. The LNTA was simulated using a $50 \Omega$ load that corresponds to the minimum input impedance of the mixer. The simulated NF is below 2.3 dB within the entire band, and it has a minimum value of 1.8 dB . The gain varies from 17 to 13.5 dB at 0.2 and 4 GHz respectively. Also, the input reflection coefficient (S11) remains below -10 dB over the entire considered RF band. Moreover, the LNTA has shown a small variation in corners as presented in Fig. 3. The worst case NF remains below 3 dB at $125^{\circ} \mathrm{C}$ which is the worst case corner for noise. Meanwhile, the voltage gain drops only 2 dB in the SS corner. Due to parasitic capacitances, the output impedance of the LNTA reduces at higher frequencies. Consequently, the ratio $Z_{L N T A, \text { out }} / Z_{M X, \text { in }}$ is reduced, which hampers the driving of the mixer, and compromises the overall RX gain.

## IV. First Filtering Stage

The combination of a passive mixer and a chargesharing (CS) SC filter is beneficial since the mixer, if properly designed, cancels the aliasing created by the SC architecture. However, the aliasing cancellation happens only if the peaks from the BPF filter are aligned with the nulls from the mixer; thus their $f_{s}$ have to be equal or $f_{s}^{B P F}=\frac{f_{s}^{M X}}{2 n}$ for $n \in \mathbb{N}^{*}$, i.e. using clock decimation for the BPF. The decimation is avoided here since it would increase the noise figure due to noise folding. As a result, the first BPF works at a high $f_{s}$, the same as the mixer, narrowing down the topology of choice


Fig. 3. LNTA simulation results for temperature corners $27^{\circ}, 125^{\circ}$, and $-40^{\circ}$ and process corners typical-typical (TT), fast-fast (FF), fast-slow (FS), slow-fast (SF), and slow-slow (SS).


Fig. 4. Transfer Function of the mixer and BPF when $f_{s}=4 G H z$.
to the 1st order BPF with 4 phases (BPF 4/4) [13], which works well at high frequencies. Since the mixer has to match the number of phases of the BPF, this design uses a 4-phase passive mixer. Also, the $25 \%$-duty-cycle non-overlapping clock drives the mixer, preventing I-Q crosstalk [18]. In addition, the mixer sampling frequency is four times the LO frequency.

## A. Mixer

The anti-aliasing filter is created only if the mixer, which is presented in Fig 6, works as a sampler when its transfer function is a sinc function [18],

$$
\begin{equation*}
H(f)=\frac{\sin \left(\pi f T_{s}\right)}{\pi f T_{s}} \tag{4}
\end{equation*}
$$

where $T_{s}$ is the sampling period and $f$ the frequency in Hz . Fig. 4 shows the TF of the anti-aliasing filter (dotted black line). When combined with the BPF TF, the only remaining peak is at the central frequency of the BPF while all the DT replicas are attenuated.

A consequence of the mixer transparency is the up-conversion of the baseband impedance, in this case an IF impedance. Thus, its input impedance is a function not only of the resistance of the switches, but also of the IF impedance, which is a BPF filter in this design. According to [19], the input impedance of a passive mixer is also affected by the harmonics of the clock driving the switches. A resistor in parallel with the IF impedance adds this effect to the electrical model as can be seen in Fig. 5a. Moreover, the resistance of only one switch has to be taken into consideration since the switches are not closed at the same time due to the nonoverlapping clocks.


Fig. 5. (a) The passive mixer electrical model [19]. (b) The variation of the input impedance of the mixer with the LO frequency and (c) the value of $C_{R}$ programmed for each case. The comparison of the calculated and simulated input impedance of the mixer at (d) 500 MHz and (e) 1 GHz .

Fig. 5a shows the electrical model proposed in [19], where $R_{S w}$ is the resistance of the switches, $R_{s h}$ models the effect of the clock harmonics on the input impedance, $Z_{I F}$ represents the IF impedance, i.e. the BPF $4 / 4$ input impedance, and $\zeta$ is the impedance up-conversion constant. Hence, the input impedance of the passive mixer is [19]

$$
\begin{equation*}
Z_{M X, i n}=R_{s w}+R_{s h} \| \zeta Z_{I F}, \tag{5}
\end{equation*}
$$

where $\zeta \approx 0.203$ and $R_{s h} \approx 4.3\left(R_{L N T A, \text { out }}+R_{s w}\right)$ [19]; $R_{L N T A, \text { out }}$ is the real part of the output impedance of the LNTA. Eq. (5) shows that $Z_{I F}$ and $R_{s h}$ have a considerable effect on the input impedance of the mixer. Based on (5), the input impedance of the mixer can be predicted as shown in Fig. 5b. Since the input impedance of the BPF 4/4 decreases with the LO frequency increase, the input impedance of the mixer also drops, thereby reducing the overall gain. The gain drop can be compensated by changing the value of the capacitor $C_{R}$ (Fig. 5c) which controls the input impedance of the BPF $4 / 4$ and enable a flat gain response. The values predicted with (5) are reasonably accurate as observed in Fig. 5d and Fig. 5e.
The mixer and BPF $4 / 4$ will properly work as long as $\left|Z_{L N T A, \text { out }}\right| \gg\left|Z_{M X, \text { in }}\right|$, so that the $Z_{M X, \text { in }}$ is dominant. As discussed in [18], the gain and the null depth of the mixer are reduced if the previous condition is not fulfilled. Henceforth, the aliasing cancellation, which is generated by these nulls, will be limited.

There are two main reasons to reduce as much as possible $Z_{M X, i n}$ : it increases the bandwidth of the LNTA, and $Z_{M X \text {, in }}$ has to accommodate for any reduction on $Z_{L N T A, \text { out }}$


Fig. 6. Schematic of the passive mixer and the BPF 4/4.
that happens at high frequencies due to parasitic capacitances. Otherwise, the mixer and the BPF $4 / 4$ will not work properly at these frequencies. Nevertheless, $Z_{M X, \text { in }}$ ends up being limited by the CMOS technology since it is directly dependent on the resistance of the mixer and BPF 4/4 switches.

The noise factor of the mixer and the BPF $4 / 4$ can also be calculated from the model in Fig. 5a and is given by

$$
\begin{align*}
& F_{M X \& B P F} \\
& \left.=1+\frac{\overline{v_{n, s w}^{2}}}{\overline{v_{n, R_{L N T A, \text { out }}^{2}}^{2}}+\frac{\overline{v_{n, s h}^{2}}}{\overline{v_{n, R_{L N T A, \text { out }}^{2}}^{2}}\left(\frac{R_{L N T A, \text { out }}+R_{s w}}{R_{s h}}\right)^{2}}} \begin{array}{l}
\quad+\frac{\overline{v_{n, I F}^{2}}}{\overline{v_{n, R_{L N T A, \text { out }}^{2}}^{2}}}\left(\frac{R_{L N T A, \text { out }}+R_{s w}}{\zeta Z_{I F}}\right)^{2}
\end{array}\right)
\end{align*}
$$

where $\overline{v_{n, s w}^{2}}$ is the noise voltage of the mixer switches, $\overline{v_{n, s h}^{2}}$ is the noise voltage of $R_{s h}$, and $\overline{v_{n, I F}^{2}}$ is the up-converted noise from the IF stage, i.e. $\zeta v_{n, B P F 4 / 4}^{2}$. Eq. (6) shows the BPF $4 / 4$ as the main contributor to this noise factor. Since increasing $\zeta Z_{I F}$ affects the input impedance of the mixer, the noise factor can only be effectively reduced by reducing $\overline{v_{n, I F}^{2}}$. In [19] the analysis has been done considering the interface with a $50 \Omega$ antenna, which is not the case in this design. Thus the model has to be adjusted to the LNTA interface. For simplicity, hereafter, only the real part of the output impedance of the LNTA will be considered.

## B. First-Order Bandpass Filter

The main advantage of the BPF $4 / 4$ is its high-frequency operation; and, its main disadvantage is the low Q -factor (ideally 0.5 ). The low Q-factor of the BPF $4 / 4$ limits linearity improvement on the LNTA. Fig. 6 shows the BPF 4/4, where $C_{H}$ is the history capacitor, that stores the charge until sampling and $C_{R}$ is the rotating capacitor, that shares the charges with other branches.

The complex Z-domain transfer function of the BPF 4/4 is [13]

$$
\begin{equation*}
H_{4 / 4}(z)=\frac{V_{\text {out }}}{q_{\text {in }}}=\frac{k}{\left(1-\alpha z^{-1}\right)-j(1-\alpha) z^{-1}} \tag{7}
\end{equation*}
$$

where the $\alpha=C_{H} /\left(C_{H}+C_{R}\right)$ and $k=1 /\left(C_{H}+C_{R}\right)$. The central frequency of the filter is $f_{I F}=\frac{f_{s}}{2 \pi} \arctan \left(C_{R} / C_{H}\right)$. Moreover, since the $f_{s} \gg f_{I F}$, (7) can be converted to the S -domain using the bi-linear transformation, $z=\left(2+s T_{s}\right) /\left(2-s T_{s}\right)$, when $s T_{s}<2$; thus

$$
\begin{equation*}
H_{4 / 4}(s)=\frac{V_{\text {out }}}{I_{\text {in }}}=\frac{R_{e q}}{1-j\left(1-R_{e q} C_{H} \omega\right)} \tag{8}
\end{equation*}
$$

where $R_{e q}=1 /\left(f_{s} C_{R}\right)$ is the discrete-time equivalent resistance of $C_{R}$. Moreover, $Z_{I F}(s)=H_{4 / 4}(s)$ since the input and output nodes are the same; therefore $Z_{I F}=R_{e q}$ at the BPF central frequency. The dashed red line in Fig. 4 shows the BPF 4/4 transfer function.

In sampled systems not only the noise generated directly by the switches has to be taken into consideration but also the wideband noise folded back into IF when sampled. The noise produced by a SC is divided into two parts: the direct noise and the sample-and-hold noise. The former is equal to the noise generated by the switch and appears directly across the capacitor during the ON-phase, in which the switch is closed and modeled by a resistance $\left(R_{O N}\right)$. During the OFF-phase this noise is zero. The latter corresponds to the last value of the direct noise which remains stored across the capacitor during the OFF-phase, in which the switch is open [29]. If $f_{s} \gg f_{I F}$ the two-sided direct noise density is [29]

$$
\begin{equation*}
S^{d}(f) \approx 2 m k T R_{O N} \tag{9}
\end{equation*}
$$

and the two-sided sample-and-hold noise density is [29]

$$
\begin{equation*}
S^{s / h}(f) \approx \frac{(1-m)^{2} k T}{f_{s} C_{R}} \tag{10}
\end{equation*}
$$

where $m$ is the duty-cycle, $k$ is the Boltzmann constant, and $T$ is temperature. Since the sample-and-hold noise dominates the noise of the SC at low frequencies, reducing $R_{O N}$ has minimum impact on the overall thermal noise; on the other hand, increasing $C_{R}$ reduces the dominant sample-and-hold noise [29]. Moreover, since $R_{e q}=1 /\left(f_{s} C_{R}\right)$, reducing $R_{e q}$ reduces the overall noise produced by the BPF.

Since the selection of $C_{H}$ and $C_{R}$ controls the input resistance and central frequency of the filter, their capacitances must be variable to make the BPF flexible. Therefore, two banks of capacitors, controlled by 8-bits, compose $C_{H}$ and $C_{R}$; the former sweeps from 6 pF to 60 pF , and the latter sweeps from 200 fF to 2 pF . Moreover, since the BPF $4 / 4$ needs large $C_{H}$ capacitances to achieve a low $R_{e q}, C_{H}$ is differential to improve its capacitance per area.

The post-layout simulation results of the LNTA and first filtering stage are presented in Fig. 7a and Fig. 7b. Since the input impedance of the mixer is higher at 500 MHz , the gain at this frequency is about 5 dB higher than that at the other frequencies. The input impedance of the mixer naturally falls as the frequency increases thanks to the reduction of the input impedance of the BPF 4/4. Although this variation has been mitigated by designing the mixer with a very small $R_{O N}$, it is still necessary to re-program the bank of capacitors to keep the gain steady. Consequently, the gain variation is small from 1 to 4 GHz . Since the output impedance of the LNTA is higher at frequencies below 1 GHz , it is possible


Fig. 7. (a) Voltage gain and (b) noise figure post-layout simulation results of combined LNTA, mixer and first filtering stage.
to have a higher gain at those frequencies by increasing the input impedance of the mixer. The same cannot be done at frequencies above 1 GHz because the output impedance of the LNTA might not be high enough to drive the mixer. Despite this gain variation, the NF only varies 0.5 dB from 500 MHz to 4 GHz , as shown in Fig. 7b. The Q-factor of the BPF $4 / 4$ also reduces as the frequency increases, but it remains higher than 0.4 .

## V. Second Filtering Stage

The second filtering stage is composed by IF transconductors (GM-cells) driving a passive DT BPF. Since the noise contribution from these cells are mitigated by LNTA gain, this filter can work at a lower sampling frequency than the previous filtering stage. Consequently, a second-order filter with a Q-factor higher than one can be adopted here. Additionally, a cross-connection between positive and negative nodes in the direct (I) and quadrature (Q) input of the filter boosts the Q-factor with a minimum increment on power consumption and complexity of the filter.

## A. GM-Cells

The GM-cell converts the output voltage from the previous stage to the current input required for the DT filter. Moreover, since the mixer and the BPF are passive, LNTA and GM-cells are the only sources of gain in the receiver.

As shown in Fig. 1, the GM-cells are in the fourth stage of the chain; thus, noise is not a primary concern since the LNTA mitigates their noise contribution. On the other hand, the 0.9 V supply headroom limits its linearity.

The GM-cells are based on CMOS inverters which is a topology more suited for Vdd with sub-1V constraints [30]. In addition, by biasing the PMOS and NMOS devices so that their transconductance are the same improves the IIP2 and IIP3 [28], [31]. The post-layout simulation predicts 10 dBm IIP3. Eventually, the IIP3 can be further enhanced with thick-oxide transistors, which support a VDD up to 2.5 V ; however, that design option has not been used since it would significantly increase power consumption.

The output impedance of the GM-cell has to be at least three times the input impedance of the next BPF. To achieve this requirement, long-channel transistors are used in this design. Moreover, a common-mode feedback keeps the output node properly biased at VDD/2.


Fig. 8. BPF $4 / 8$ modified circuit with implemented cross-connected transconductors.

## B. Modified Second-Order Bandpass Filter

The second filtering stage is a second-order bandpass filter (BPF 4/8) [16] with cross-connections at I and Q inputs, as shown in Fig. 8. A similar circuit modification was implemented in a n-path filter, establishing a feedback loop in [11]. The cross-connection modification to the BPF $4 / 8$ adopted here enhances its Q-factor, increases the image attenuation, and improves the filtering of out-of-band blockers. Nevertheless, the cross-connection maintain I and Q independent, hence not affecting quadrature which is mainly a consequence of clock generation as observed in [15].

The BPF $4 / 8$ is a derivation from the BPF $4 / 4$ by cascading an additional infinite impulse response (IIR) LPF and increasing its order. The transfer function in the z-domain is given by (11) [16].

$$
\begin{equation*}
H(z)=\frac{k(1-\alpha) z^{-1}}{\left(1-\alpha z^{-1}\right)^{2}-j(1-\alpha)^{2} z^{-2}} \tag{11}
\end{equation*}
$$

Moreover, as presented in [12] and [14], the BPF order can be further increased by adding more LPFs to it. Increasing the order of the filter improves the Q-factor; thus, improving image attenuation and out-of-band IIP3, as shown in Fig. 9a. On the other hand, it implicates in a higher number of switches and clock phases, hardly operating at high sampling frequencies since the switches have to be proportionally faster.

The image attenuation improves 6 dB from the BPF $4 / 4$ to the BPF 4/8, a further increment of the BPF order adds less than 3 dB per order (Fig. 9a). This behavior is a consequence of the loss of symmetry at the BPF as its order increase. The higher order also increases substantially the number of switches and capacitors, increasing area and power consumption. Since the number of switches is $n_{s w}=(o d r)^{2} 2^{4}$, where $o d r$ is the order of the filter, the number of $C_{H}$ and $C_{R}$ are increased by 4 each time the order increases. Moreover, the increase in the number of switches also increases the number of dividers and buffers to drive them, and the overall system power consumption. Based on the number of switches,
the increase in power consumption can be estimated. If the only difference between the filters is the order, a first order BPF will consume four times less power than a second order BPF and sixteen times less power than a fourth order BPF. Consequently, increasing the BPF order beyond two which corresponds to BPF 4/8 is hardly worth the cost in complexity and power consumption.

By adding the cross-connection proposed in Fig. 8, it is possible to increase the Q -factor with minimum impact in power consumption, and area.

The transfer function for the BPF $4 / 8$ is derived as

$$
\begin{equation*}
H(z)=\frac{k(1-\alpha) z^{-1}}{\left(1-\alpha z^{-1}\right)^{2}+\left(1-\alpha z^{-1}\right)(1-\alpha) \beta-j(1-\alpha)^{2} z^{-2}} \tag{12}
\end{equation*}
$$

The new term $\left(1-\alpha z^{-1}\right)(1-\alpha) \beta$ is created by the crossconnection, where $\beta$ is the cross-connection gain. Stability of the new TF can be studied from the poles movement in the z-plane as $\beta$ is varied. Fig. 9 b presents a zoomed plot of the pole-zero map when $\beta$ is varied between 0 , which corresponds to BPF $4 / 8$ without cross-connection, and -0.5 . The two complex poles observed in the figure are not conjugates since the transfer function implements a complex filter. Also, when $\beta=-0.5$, one of the poles is over the unit circle and the transfer function gets unstable.

Fig. 9c shows the plotted transfer function of the BPF 4/8 with the circuit modification. The best Q-factor would be obtained when $\beta=-0.5$ with an image attenuation as high as 36 dB . Unfortunately, $\beta$ must be higher than -0.5 for stability. Central frequency of the BPF is

$$
\begin{equation*}
f_{I F} \approx \frac{f_{s}}{2 \pi} \arctan \left(\frac{(1-\alpha) \sin (\pi / 4)}{\alpha+(1-\alpha) \cos (\pi / 4)}\right) \tag{13}
\end{equation*}
$$

as long as $\beta>-0.5$.
Like the BPF 4/4, the input impedance of the BPF $4 / 8$ has the same shape as its transfer function; moreover, the input impedance of the BPF 4/8 (without the cross-connection) at its central frequency equals to the switched-capacitor equivalent resistance, $R_{e q}$. Therefore, $\beta=-G_{m} R_{e q}$, where $G_{m}$ is the transconductance of the inverters at the input of the BPF $4 / 8$ shown on Fig. 8.

The trade-off sampling frequency versus noise discussed on Section IV-B is still valid. Another figure that trades off with the sampling frequency is the Q -factor. If the sampling frequency is too high the switches might not open and close completely; thus, the BPF loses selectivity. In this sense, to improve the noise figure the BPF $4 / 8$ has to sacrifice some selectivity.

The post-layout simulation shows that sampling at 4 GHz , the BPF $4 / 8$ loses about 3 dB in image attenuation due to reduced selectivity. Thus, the circuit modification on the BPF $4 / 8$ was used to compensate for that loss with $|\beta|=0.2$. In the end, the image attenuation is about 11 dB , and the noise figure of the GM-cells plus the BPF $4 / 8$ with crossconnected transconductors is around 15 dB . Fig. 10a and Fig. 10b compare the post-layout results of gain and noise of the BPF $4 / 8$ and its improved version with $|\beta|=0.2$. Finally, the post-layout voltage gain of the second filtering


Fig. 9. (a) Transfer function of the BPF $4 / 4,4 / 8,4 / 12,4 / 16$. (b) Pole-zero mapping of the modified BPF $4 / 8 \mathrm{TF}$. (c) Transfer function of the modified BPF $4 / 8$, where $\beta$ is the cross-connection gain.


Fig. 10. (a) Normalized gain and (b) Noise figure of the standard and modified BPF $4 \times 8$ with $|\beta|=0.2$.
stage is 12.8 dB with a total voltage gain of 36.4 dB and 29.8 dB at 500 MHz and 1 GHz respectively for the complete receiver.

## VI. Clock Generation

The receiver requires two non-overlapping clocks: one with $25 \%$ duty-cycle, that drives the mixer and the BPF 4/4, and the other with $12.5 \%$ duty-cycle, which drives the BPF $4 / 8$. These clocks are generated on-chip based on a pure sinusoidal signal, which is generated off-chip.

Firstly, a delay line (Fig. 11a) [32] converts the sinusoidal input signal into a rail-to-rail square wave with $50 \%$ dutycycle. This delay line not only creates the square wave but also alignes the two phases of the input clock. Moreover, the delay line needs a $100 \Omega$ resistor in parallel with its input, providing the impedance match with the external signal generator. Then, two synchronous frequency dividers create the multiphase clock. The divide-by-2 (Fig. 11b) creates the 4-phase clock, and the divider-by-4 creates the 8-phase clock. Both dividers use a chain of latches that are connected back-toback. The divide-by- 2 needs two latches, whereas the divide-by-4 needs four latches. The output of the dividers, which have a $50 \%$ duty-cycle, are combined with logical circuits likewise the circuit in Fig. 11c, creating the non-overlapping clock with $25 \%$ duty-cycle and $12.5 \%$ duty-cycle.

Fig. 11d shows the latches designed with tristate inverters, and Fig. 11e shows the tristate inverter topology. Since a transmission gate is used for enabling this tristate, the charge and discharge of the load are faster than other tristate inverters topologies [32].

## VII. Measurement Results

The entire chip, as shown in Fig. 12, occupies an area of $1300 \times 900 \mu \mathrm{~m}^{2}$ with a highlighted core area of only


Fig. 11. (a) The delay line, (b) Frequency divider-by-2, (c) logic circuit that creates the $25 \%$ non-overlapping clock, (d) latch, and (e) tristate inverter with a transmission gate.


Fig. 12. Chip micrograph.
$630 \times 218 \mu \mathrm{~m}^{2}$. Most of the die area around the core is occupied by power supply decoupling capacitors.

The floorplan was designed to reduce the length of the clock routing lines, especially in the BPF $4 / 4$ which must have a low input impedance. Also, the $I$ and $Q$ paths need to be symmetrical to minimize the I-Q mismatch. Therefore, the mixer and the four phase clock generator are merged into the BPF 4/4, as shown in Fig. 12, being placed on the central region of the layout with the I path at the top and the Q path at the bottom. This approach reduces the input resistance and the capacitance of the clock routing lines, besides keeping the design symmetrical. In the BPF 4/8 layout, the primary concern is the symmetry of the clock traces, so that the phase shift between the lines remains the same.

The receiver power consumption varies from 22.5 mW to 33.41 mW , as the programmed LO frequency is raised from 0.5 to 4 GHz . The analog blocks, mainly the LNTA and the GM-cells, consume around 11.7 mW , reasonably constant with the LO frequency. The power consumption of the clock


Fig. 13. (a) Power budget. (b) S11 measurement results from four different samples. (c) Gain measured at the I path at different RF frequencies, the legend shows the LO frequency at which the measurement has been performed.


Fig. 14. (a) Noise Figure measurement results at the central frequency while the LO frequency is swept from 0.5 to 4 GHz . The (b) IIP3 and (c) IIP2 measurement results at 1 GHz LO .
generation, on the other hand, varies with the clock frequency, from $10.8 \mathrm{~mW} @ 500 \mathrm{MHz}$ to $21.71 \mathrm{~mW} @ 4 \mathrm{GHz}$. These blocks include the clock aligner, frequency dividers, and the buffers that drive the mixer and the BPFs. Fig. 13a shows the power budget variation for eight different LO frequencies. The power increase is dominated by the Mixer and BPF 4/4 clock generation.

The LNTA provides a wideband input match; the S11 is around -10 dB from 200 MHz to 4.5 GHz . Fig. 13b shows S11 results from four samples. In comparison with simulation, the results are slightly different at high frequencies due to the length of the bondwire, which cannot be precisely controlled in the assembling process.

Fig. 13c presents the receiver voltage gain measured for the I path. The recombination of the I and Q path adds 6 dB to these. For the gain measurements, the RF input and LO frequencies were swept to cover the range of IF frequencies shown in Fig. 13c, and an external balun was used to combine the differential outputs. A maximum voltage gain of 30 dB is achieved at 500 MHz LO frequency. Due to the presence of parasitic capacitances, as the frequency increases the gain drops to 17 dB at 4 GHz LO frequency. Fig. 13c also shows that the image attenuation is 16 dB at the highest gain and 17 dB at the lowest gain.
The RX gain reduced 5 dB from simulation to measurements at low frequencies, and this gain drop increases with frequency causing NF degradation. According to our simulations and lab experiments, the mixer is the probable culprit for this gain drop. Despite the extreme care with symmetrical layout, it is possible that unaccounted parasitic capacitances created a mismatch between the LO phases. This mismatch impacts not only the gain but also the input impedance of the mixer. To ensure correct LO phase shifts, calibration capacitors can be added to the frequency divider outputs to compensate for process variations or systematic layout asymmetries.

In frequencies below 1 GHz , it is possible to re-program the capacitor banks of the first filter to achieve a higher mixer input impedance, increasing the gain and reducing the overall NF. However, the same strategy cannot be employed much above 1 GHz because the output impedance of the LNTA is reduced at higher RF input frequencies.
Fig. 14a shows the measured NF for different LO frequencies. These measurements were performed by sweeping the input frequency with a span of 20 MHz at a fixed LO. The minimum NF is 3.3 dB . However, since the gain reduces at LO frequencies above 1 GHz , the NF increases, reaching a maximum of 8 dB at the central frequency ( -21 MHz ).
The NF was also measured under the presence of strong blockers positioned at 30 MHz and 80 MHz away from the central frequency. The presence of a 0 dBm blocker on those positions raises the NF to 20 dB due to LNTA compression. The resilience to strong blockers is a limitation of this LNTA due to the cascode and the transistor M6. The use of thickoxide transistors with a supply higher than 0.9 V at the cascode would solve the compression point problem [3], but it would harm the input match at high-frequencies due to the large input capacitance of these transistors. A high-Q BPF before the LNTA like proposed in [6] would be another possibility. However, it would increase the overall NF of the receiver.
The IIP3 and IIP2 results, presented in Fig. 14b and in Fig. 14c, respectively are chiefly determined by the LNTA since the interferers are not yet filtered at this point. After the LNTA, the first and second BPF will attenuate those interferers, improving both the IIP3 and IIP2. Since the gain of the LNTA changes with frequency, it is also expected that both IIP3 and IIP2 change as well. Although the modulated input impedance of the mixer provides some attenuation of the intereferers, it is not large enough to produce a meaningful improvement as the interferers are moved further away from the central frequency.

TABLE II
Receiver Performance Summary and Comparison With Other Hif Receivers

|  | $[6]$ | $[17]$ | $[14]$ | This work |
| :---: | :---: | :---: | :---: | :---: |
| CMOS node [nm] | 65 | 65 | 28 | 40 |
| Gain [dB] | 55 | $82 \dagger$ | $29 \sim 35$ | $17 \sim 30$ |
| Operating RF [GHz] | $1.8 \sim 2.2$ | $1.8 \sim 2.5$ | $0.5 \sim 2.5$ | $0.5 \sim 4$ |
| OB-IIP3 [dBm] | - | - | $2 \sim 14$ | - |
| IB-IIP3 [dBm] | $-8.3 \sim-6.3$ | -7 | - | $-10 \sim-2.5$ |
| S11 [dB] | $<-10$ | $<-10$ | $<-10$ | $<-10$ |
| NF [dB] | $2.8 \sim 5.3$ | $3.2 \sim 4.5$ | $2.1 \sim 2.6$ | $3.3 \sim 8$ |
| 0 dBm Blocker NF [dB] | N/A | N/A | 14 | 19 |
| Harmonic rejection | No | No | Yes | No |
| Supply [V] | $1.2 / 2.5$ | $1.2 / 2$ | 0.9 | 0.9 |
| Power [mW] | 39 | $55 \sim 65$ | $22 \sim 40$ | $22.5 \sim 33.41$ |
| Area [mm ${ }^{2}$ ] | 0.76 | 1.1 | 0.52 | 0.137 |

$\dagger$ including the analog baseband.

The measurements performed at 500 MHz show an IIP3 about 5 dBm lower than at 1 GHz , whereas the IIP3 at 2 GHz is about 5 dBm higher than Fig. 14b measurements. Similarly, the IIP2 results are 5 dBm lower at 500 MHz and 5 dBm higher at 2 GHz than the results presented in Fig. 14c. The IIP3 can be improved by harmonic cancellation using phase shifted paths [33]. However, mixer and filter would have to operate with at least 8 phases, increasing not only the complexity, but also the power consumption of the clock generation.

Unlike the low-/zero-IF receivers, the products of secondorder intermodulation (IM2) generated by closed spaced tones are not an issue for the HIF receiver since these IM2 products are down-converted to frequencies far away from the central frequency. Nevertheless, the IIP2 is still limited by the singleended topology of the LNTA. If a very high IIP2 is required, the LNTA topology proposed here can be easily converted either to fully differential or to single-ended-to-differential topology, which are both able to achieve IIP2 values as high as 40 dBm .

Table II compares the presented high-IF receiver with similar state of the art publications. Overall, this design presents smaller area and lower power consumption than [14] which is implemented in a more advanced CMOS technology. In comparison with [6] and [17] a similar IIP3 was achieved, despite the higher VDD used in these designs.

## VIII. CONCLUSION

A 40 nm CMOS wideband receiver with small area compared to the state-of-art and good power consumption up to 4 GHz has been presented. Measurements show a noise figure as low as 3.3 dB , an IIP3 as high as -2.5 dBm , and a maximum gain of 30 dB , with a power consumption of 22.5 mW at 0.5 GHz LO frequency. The design is based on a fully integrated inductorless LNTA using a new strategy to increase the output impedance with a folded-cascode. Moreover, this paper introduced and applied in the RX a modified charge-sharing bandpass filter, which increases filter selectivity using cross-connected transconductors at the filter input. This modification boosts the Q-factor without increasing the complexity or power consumption of the filter.
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