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Abstract

Next-generation mobile technologies are the enablers for meeting the variable specific 

requirements of the public safety (PS) community. In particular, due to the development 

of commercially deployed 5G networks, PS providers look for ways to implement related 

solutions upon such infrastructures, potentially in a shared use with existing commercial 

networks. In particular, LTE and 5G NR networks are rapidly gaining recognition as an all-

inclusive critical communications platform for the delivery of both mission and business 

critical applications. Within this scope, we take into account the innovative architectural 

approach that has been proposed by the 5G ESSENCE project, addressing the paradigms 

of edge computing and small cell as-a-service that has been realised via a cloud-enabled 

small cell infrastructure leveraging multi-access technologies in 5G, where we propose a 

dedicated PS use case, able to offer a mission critical push-to-talk service as well as a Chat 

and Localisation service. Each one of these services is associated to a dedicated network 

slice within the scope of the corresponding fundamental 5G ESSENCE architecture and 

both services are provided via suitable VNFs, thus offering great flexibility to serve PS 

needs together. We further discuss the overall scenario deployment with the related tech-

nical enablers and the proposed functionalities, per case. The corresponding end-to-end 

slicing makes possible to allocate both radio and cloud resources to the involved critical 

actors, in an automated and elastic way.

Keywords 5G · Cloud enabled small cell (CESC) · Mission-critical (MC) applications · 

Messaging and localisation service · Mission-critical push-to-talk (MCPTT) · Network 

function virtualisation (NFV) · Network slicing · Public safety (PS) networks · Software-

defined radio (SDN) · Small cell (SC)

1 Introduction

Commercial cellular networks have been driven by the needs of consumer and business 

users. The success of cellular has led to excellent economies of scale and constant rapid 

innovation. This environment has produced advanced standards such as LTE (Long Term 
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Evolution) that provide multi-megabit per second data rates and multimedia capabilities 

as well as traditional voice and messaging services. Public Safety (PS) users have tradi-

tionally operated with voice-based communication systems and narrowband data services 

and mission critical (MC) communication systems have been implemented with dedi-

cated networks [1]. However, it has become evident that PS users also need high-speed 

broadband data services and applications [2]. Although broadband solutions for PS can 

also be implemented as dedicated systems, in many countries this approach is limited by 

lack of dedicated spectrum and lack of governmental budgets. In particular, governments 

and organisations involved in public safety and security (PSS) are devoting great interest 

in the transition from existing narrowband wireless systems towards broadband [3, 4]. It 

now appears that the next generations of public safety radio networks are heterogeneous 

systems that include an LTE core network with multiple subnets and layered services [5]. 

When planning and building such PS-LTE networks, governments are usually taking into 

account the following uses and requirements [6]: (1) Converged commercial and dedicated 

networks that integrate; (2) combined fixed and mobile with the aim of ensuring service 

continuity and efficiency; (3) broadband mobile intelligent terminals to ensure service 

boundaries and device security; (4) quality of service (QoS) guarantees to fulfill key roles 

and services, and; (5) construction policies for dedicated LTE networks to account for lim-

ited budgets and guide the expansion of coverage from large, developed cities to smaller, 

less developed areas with lower risk profiles.

In this scope, PS operators express the need to exchange data, images and video, not 

only voice. Therefore, the trend is to use both commercial and PS networks to exchange 

information [7]. Since 2006, the 3GPP has started, in particular with Releases 12, 13 and 

14 [8], to include functionalities related to mission-critical (MC) applications [9] as pub-

lic safety in the mobile networks standards [10]. The term “mission critical” implicates 

for a certain quality -or characteristic- of a communication activity, application, service or 

device, that requires low setup and transfer latency, high availability and reliability, ability 

to handle large numbers of users and devices, strong security and priority and pre-emption 

handling.

With its capabilities able to “meet” the requirements for massive number of connected 

devices (mMTC), ultra-reliable and low-latency communications (uRLLC) and enhanced 

mobile broadband (eMBB), 5G is presenting itself as the ideal candidate for a mission-

critical and PS solution of the “converged” future [11]. 5G is a multi-radio system built 

upon both new high capacity and low-latency interfaces and convergence of existing radio 

technologies such as 5G New Radio (NR), LTE and WiFi to a ubiquitous radio access net-

work [12]. 5G can offer several new technologies which improve the reliability, availability 

and security of communications; in particular, Mobile Edge Computing (MEC), Software-

Defined Networking (SDN), Network Function Virtualisation (NFV), network slicing, 

cloud computing and seamless integration of different radio technologies [13–15] will fur-

thermore empower 5G to use the common infrastructure for the commercial users to create 

safety networks within them [10, 16]. Flexible use of radio resources [17] with the multi-

connectivity technology also contributes to improved reliability [18].

The paper is organised as follows: Sect.  1 serves as a wider conceptual introduction. 

Section 2 discusses current PS solutions for the provision of MC applications, especially 

within the context of the challenges and/or the opportunities arising from the deployment 

of LTE and 5G infrastructures able to satisfy specific requirements for low latency. Sec-

tion 3 discusses the fundamental features of the 5G ESSENCE architectural approach aim-

ing to provide a cloud-enabled small cell infrastructure leveraging a variety of multi-access 

technologies in 5G for the support of multiple tenants. Section 4 discusses a proposed PS 



23235G for the Support of Public Safety Services  

1 3

use case, based on the context of the 5G ESSENCE original approach; more specifically, 

we develop two separate services (i.e., a Mission Critical Push-to-Talk (MCPTT) service 

and a Chat and Localisation service), offered via dedicated network slices. This offers flex-

ibility for dedicated mission critical public safety applications also at the edge of the net-

work and practically establishes an end-to-end (E2E) service for the next generation of 

edge computing communication scenarios. We discuss the proposed deployment scenario, 

involved actors, technical enablers and corresponding functionalities. The work concludes 

with an overview of the proposed innovative features.

2  Current Public Safety Solutions for Mission Critical Applications

PS networks provide communications for services like police, fire and ambulance. In an 

emergency instant, a reliable and stable communication is the “key” to enable and sup-

port successful emergency operations. In this realm, the requirement has been to develop 

systems that are highly robust and can address the specific communication needs of emer-

gency services. This has fostered public safety standards -such as TETRA and P25-provid-

ing for a set of features that were not previously supported in commercial cellular systems. 

These standards have also been applied to fulfill commercial critical communications needs 

such as airport operations. Public safety users frequently need to communicate in dynamic 

groups that might involve both mobile users on the scene and fixed users (“dispatchers”) 

working in a control centre. Often these groups operate in a “push to talk” mode. However, 

due to their inherent bandwidth and design limitations, even the most sophisticated digital 

LMR (Land Mobile Radio) networks are unable to support mobile broadband and data-

driven industrial IoT applications that have become vital for public safety, military, utili-

ties, transportation, oil and gas, mining and other segments of the critical communications 

industry. The 3GPP-defined LTE and 5G NR standards [19] have emerged as the leading 

candidates to fill this void.

Proposed solutions for mission-critical applications include narrowband communica-

tion systems, such as terrestrial trunked radio (TETRA) and Tetrapol (TETRA for police) 

in Europe, and Project 25 (P25) in North America [1] with the related systems designed 

mainly for the support of voice [20]. These well-defined and largely tested PS communi-

cation services can guarantee the provision of advanced security features and of related 

functionalities, but are not adequately able to support the high data rates required for the 

growth of data traffic and the general multimedia content transmission when it is related to 

corresponding MC applications [21]. Mission critical users (such as police officers, bor-

der guards, civil protection staff, ambulance personnel, and fire and rescue) need reliable 

communications, high availability and security, that cannot be matched without multiple 

technological enablers. With suppliers now offering more LTE solutions, countries build-

ing national networks and with law enforcements’ changing expectations surrounding 

their technology usage, it is evident broadband is the future of critical communications 

[22]. In the scope of the investigation for the potential integration of MC communica-

tions within commercially deployed broadband standards, as already performed by vari-

ous market actors at the global level, the Long Term Evolution-Advanced (LTE-A) mobile 

radio technology has been assessed as a reference candidate technology, suitable for the 

development of the committed PS systems [7]. In fact, the 4G/4G+ mobile communica-

tions networks can satisfactorily support a variety of technologies for the provision of 

critical communications such as, inter-alia device-to-device (D2D) communications [23], 
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group communications [24], direct ode communications (also referred to as proximity ser-

vices (ProSe) [25], mission-critical push-to-talk (MCPTT), video and data (i.e.: MCPTT 

[9], MCVideo [26], MCData [27]) and end-to-end security. Preserving and/or maintaining 

these forms of communications within a great variety of emergency circumstances (also in 

cases of natural disasters or accidents) is the principal action for PS LTE/LTE+ networks 

[28].

However, the systems for the support of public safety as well as for the provision of 

mission critical facilities have been developed towards satisfying diverse aims and require-

ments than those that have been considered either for the advance of LTE-A or for other 

commercially deployed infrastructures [29, 30]. Actual trends persist upon simultane-

ously exploiting commercially deployed broadband networks also for the provision of MC 

solutions.

In any case, as the deployed commercial networks do not generally possess the high-

level security and reliability that MC applications require, the 3GPP has started “address-

ing” these requirements as part of the LTE evolution, with the first document concerning 

public safety published in 3GPP Release 11 [31]. A platform for mission critical com-

munications and MC Services has been a key priority of 3GPP and this is expected to 

further evolve into the future, by taking more requirements, from different sectors of the 

global critical communications industry [32]. The 3GPP entered the application domain by 

standardizing Mission Critical Push to Talk (MCPTT) in Rel-13, completed in 2016. The 

MCPTT Service can be used for public safety applications as well as for general commer-

cial applications (e.g., utility companies and railways) [33, 34].

A common technological background for both commercial and dedicated public safety 

networks could offer many advantages and opportunities to both areas. The intended com-

mon use and sharing of the network resources can reduce costs and deployment time, while 

maintaining a single infrastructure supporting both commercial and MC communications 

[5]. The native support of (edge) cloud computing, SDN and NFV towards the concepts of 

network softwarisation and slicing promote 5G as the “ideal” proponent so that to “flexibly 

address” the needs of PS applications. Some interesting examples on how 5G networks can 

be exploited to realize MC PS services are presented in [10, 16]. The contribution in [16] 

focuses on the benefits of MEC-based architecture for MCPTT services, by proposing a 

hierarchical distributed MCPTT architecture that allocates the user plane (UP) at the edge, 

while keeping the control plane (CP) centralised for synchronisation and assistance pur-

poses [35]. The work in [10] studies and implements the use of commercial technologies 

for MC services, for two important use cases, that is: (i) the first priority communication 

use case, where authors apply dynamic QoS management to prioritise the MCPTT applica-

tion by using policy and charging rules function (PCRF) in the core network, and; (ii) the 

rapidly deployable network use case, where a distributed LTE network is implemented for 

the scenarios in which the legacy commercial network might be unavailable. However, 5G 

with enhanced capabilities can better support PS applications, as described next.

3  The Proposed 5G ESSENCE Approach

The 5G ESSENCE project has been oriented towards the actual demonstration of its 

results to real life and the vertical industries introduced by the broader 5G-PPP con-

text. The 5G ESSENCE scope addresses the paradigms of edge computing and Small 

Cell as-a-Service (SCaaS) by fuelling the drivers and removing the barriers in the Small 
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Cell (SC) market, forecasted to grow at an impressive pace up to 2020 and beyond and 

to play a “key role” in the 5G ecosystem [36]. The main measurable objectives of the 

original 5G ESSENCE context include: (1) Full specification of critical architectural 

enhancements (as described in the 5G-PPP reference architecture [37]); (2) definition of 

the baseline system architecture and interfaces for the provisioning of a cloud-integrated 

multi-tenant Small Cell network and a programmable radio resources management 

(RRM) controller; (3) development of the centralised software-defined radio access 

network (cSD-RAN) controller to program the radio resources usage in a unified way 

for all Cloud Enabled Small Cells (CESCs); (4) development of orchestrator’s enhance-

ments for the distributed service management in a multi-tier architecture.

In the 5G ESSENCE approach, the SC concept is evolved as not only to provide 

multi-operator radio access but also, to achieve an increase in the capacity and the per-

formance of current RAN infrastructures, and to extend the range of the provided ser-

vices while maintaining its agility [38, 39]. To achieve these ambitious goals, the 5G 

ESSENCE context leverages the paradigms of RAN scheduling and additionally pro-

vides an enhanced, edge-based, virtualised execution environment attached to the small 

cell, taking advantage and reinforcing the concepts of Multi-Access Edge Computing 

(MEC) [40] and network slicing [41, 42]. More specifically, the 5G ESSENCE project 

offers orchestration and CESC infrastructure sharing, which is a novel approach that has 

never been realised before in the international experience and bibliography. The CESC, 

which is composed by a SC physical network function (PNF) attached to an execution 

platform (i.e. micro-server) can “run” several appropriately defined Virtual Network 

Functions (VNFs) that correlate to the small cell functionality or to specific service-

level functions. These can comprise radio specific operations, appearing as advanced 

scheduling algorithms, as well as network functions appearing in a virtualised form. 

Furthermore, data sets and metric collection for analysis and optimisation purposes, can 

also be incorporated.

For our case, the existing 5G architectures act as a “solid reference point” combining the 

current 3GPP framework for network management in RAN sharing scenarios [43] and the 

ETSI NFV framework [44] for managing virtualised network functions. The CESC offers 

virtualised computing, storage and radio resources and the CESC cluster is considered as 

a cloud. This cloud can also be “sliced” so that to enable multi-tenancy. The execution 

platform is used to support VNFs that implement the different features of the SCs as well 

as to support for the mobile edge applications of the end-users. By evolving the high-level 

architecture of 5G, the technical approach of 5G ESSENCE is presented in Fig. 1 where 

the working architecture is illustrated, with emphasis on the functional elements and inter-

faces. The proposed architecture [45–48] allows multiple network operators (tenants) to 

provide services to their users through a set of CESCs deployed, owned and managed by a 

third party (i.e., the CESC provider). In this way, operators can extend the capacity of their 

own 5G RAN in areas where the deployment of their own infrastructure could be expen-

sive and/or inefficient, as it would be the case of, for example, highly dense areas where 

massive numbers of SCs would be needed to provide the expected services.

The 5G ESSENCE architectural approach [49] provides advanced network virtualisa-

tion, distributed service management and the full potential of a network embedded cloud, 

building upon network slicing and isolation and then by providing this capability to mul-

tiple operators or tenants [50]. It is worth noting that the abovementioned two-tier archi-

tecture of the 5G ESSENCE is well aligned with the current views on 5G architecture 

described by 5G-PPP, where the infrastructure programmability and the split of control and 

user planes are identified as two “key” logical architecture design paradigms for 5G.
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First, 5G ESSENCE achieves infrastructure programmability by leveraging the virtual-

ised computation resources available at the Edge DC. These resources are used for hosting 

VNFs tailored according to the needs of each tenant, on a per-slice basis. Second, the Main 

DC allows centralising and softwarising control plane small cell functions to enable more 

efficient utilisation of radio resources coordinated among multiple CESCs. In addition to 

the abovementioned aspects, 5G ESSENCE contributes to other 5G architectural concepts 

such as, for example, the realisation of the network slicing concept, which is a fundamental 

requirement of 5G ESSENCE for enabling that multiple tenants and vertical industries do 

share the same CESC infrastructure.

Latest 3GPP releases address the key requirements expressed from the Public Safety 

(PS) domain for next generation broadband public safety networks [51]. Further improve-

ments to the 3GPP standards to cope with mission critical communications requirements 

are considered as a “central topic” in the 3GPP requirements study for 5G [52]. Regarding 

PS service delivery models, there is a clear trend towards different forms of network shar-

ing models as opposed to building out dedicated PS networks [53]. Blue Light Mobile [54] 

service by PS operator Astrid in Belgium offers access through roaming agreements with 

commercial operators; FirstNet in the US, while it counts with spectrum dedicated to PS, is 

expected to enable secondary use by commercial applications [55]. In this context, multi-

tenancy becomes a cornerstone challenge.

The 5G ESSENCE’s common orchestration of radio, network and cloud resources can 

considerably support the intended implementation of the exact needs that are requested 

-and set- by the public safety sector, as the corresponding scope supports the use of modern 

tools and of related facilities for effectively sharing radio and edge computing capabilities 

in both localised and temporary network deployments between the PS and the commer-

cial users. The core objective is about the suitable allocation of radio, network and cloud 

Fig. 1.  5G ESSENCE system architecture
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resources to the involved critical “actors” (like the first responders) who, by nature, neces-

sitate for the provisioning of fully prioritised and high-quality services. Thus, the involved 

PS operators are shifting their their business activities from a fully owned infrastructure 

model to specific one where they can “act” as a Mobile Virtual Network Operator (MVNO) 

between various parties owning and operating mobile networks and the intended public 

safety end-users. This way of network deployment can also be seen as the “equivalent” of a 

corresponding MC slice that can be used in a variety of operators’ domains. The proposed 

scope implicates that the involved PS operator can “purchase” connectivity to multiple leg-

acy mobile operators aiming to provide adequate assurance and/or guarantee to his specific 

PS customers about the provision of a certain level of connectivity, resilience and of suit-

able defined QoS for the intended public safety operations. This approach can be benefi-

cial of the participating PS operators for a variety of reasons: That is, the proposed model 

results to costs reduction as of buying, installing and maintaining dedicated infrastructures; 

in addition, adopting such solutions offers greater flexibility to the involved MVNOs to 

dynamically adapt their offers to their customers. In any case, this framework comes at the 

price of pre-negotiated contracts between MVNOs and involved legacy providers, to ensure 

a high availability and a guaranteed level of throughput for the participating PS users.

The 5G ESSENCE project targets the development and demonstration of an innovative 

architecture [45], capable of providing SC coverage to multiple operators “as-a-Service”, 

enriched with a two-tier architecture: a first distributed tier for providing low latency 

services and a second centralised tier for providing high processing power for compute-

intensive applications. To that end, 5G ESSENCE envisages to virtualize and to partition 

SC capacity while, at the same time, it aims to support enhanced edge cloud services by 

enriching the network infrastructure with an edge cloud. In particular, the 5G ESSENCE 

framework combines the MEC and NFV concepts with SC virtualisation in 5G networks 

[56] and enhances them for supporting multi-tenancy and for increasing the network capac-

ity and the available computational resources at the edge [38].

At the network’s edge, each CESC is able to host one or more service VNFs, directly 

applying to the users of a specific operator. Similarly, VNFs can be instantiated inside the 

Main DC (Data Centre) and be parts of a Service Function Chaining (SFC) procedure. The 

Light DC can be used to implement different functional splits of the SCs as well as to sup-

port the mobile edge applications of the end-users. At the same time, the 5G ESSENCE 

proposes the development of small cell management functions as VNFs, which run in the 

Main DC and coordinate a fixed pool of shared radio resources, instead of considering that 

each small cell station has its own set of resources. The CESC offers virtualised comput-

ing, storage and radio resources and the CESC cluster is considered as a cloud from the 

upper layers. This cloud can also be “sliced” to enable multi-tenancy. The execution plat-

form is used to support VNFs that implement the different features of the SCs as well as to 

support for the mobile edge applications of the end-users [39].

In the context of the deployed 5G ESSENCE architectural framework [47, 48] the corre-

sponding NFVI (Network Function Virtualisation Infrastructure) is realised across two dedi-

cated tiers (i.e.: the Main DC and the Light DC), thus dealing with wider distribution and 

heterogeneity-related features. The first tier which is the Light DC hosted inside the CESCs, 

is used for supporting the implementation of related VNFs, thus realising the intended virtu-

alisation features of the small cell access. This purely implicates that several suitable network 

functions that can support traffic interception, GTP (General Packet radio Service (GPRS) 

Tunneling Protocol) encapsulation/decapsulation and some distributed RRM (Radio Resource 

Management) / SON (Self-Organising Networks) functionalities [47] can take place therein. 

In addition, other potential VNFs that necessitate for lower processing power (such as a Deep 
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Packet Inspection (DPI), a Machine-to-Machine (M2M) Gateway and others), can be accom-

modated here. The linking between the SC Physical Network Functions (PNFs) and the SC 

VNFs can be performed through the network Functional Application Platform Interface 

(nFAPI). The second tier proposed by the corresponding architecture (i.e., the Main DC), can 

accommodate more computation-intensive tasks and processes that have to be centralised with 

the intention of realising a broader view of the underlying infrastructure.

This involves the cSD-RAN (centralised Software-Defined Radio Access Network) con-

troller which is delivered as a dedicated VNF running in the Main DC and makes control 

plane decisions for all the radio elements in the geographical area of the CESC cluster, includ-

ing the centralised Radio Resource Management (cRRM) over the entire CESC cluster, also 

in a multi-RAT environment. As the geographic area of the cell cluster is at the edge of the 5G 

network, both main and light DCs can be logically grouped together to form an edge DC. The 

legacy DC can be distinguished from the edge DC, being at the core of the cellular network.

The 5G ESSENCE system presents a high degree of dynamicity, due to the constantly 

changing behaviour of services and workloads to be supported by the radio and cloud infra-

structure. From this perspective, a proper monitoring system able to adapt to the different sup-

ported scenarios is required. The data collected by the monitoring system is used for visualisa-

tion purposes (for human consumption) and it is also provided to a set of analytics techniques 

capable of extracting insights from the data and, via feedback loop, enabling the realisation 

of efficient resource allocation across the infrastructure, through the orchestration system. 

These are the functionalities provided by the 5G ESSENCE CESC Manager (CESCM). This 

module includes the components of the ETSI NFV MANO (Management and Orchestration) 

framework, that is the NFVO and Virtual Network Function Manager (VNFM) for carry-

ing out the lifecycle management of network services and VNFs, the Element Management 

System (EMS) / Network Management System (NMS) for carrying out the management of 

the deployed CESCs in terms of Fault, Configuration, Accounting, Performance, Security 

(FCAPS) operations, and a telemetry and analytics module that collects and analyses relevant 

indicators of the network operation [46]. The CESCM is responsible for coordinating and 

supervising the use, the performance, and the delivery of both radio resources and services. 

It controls the interactions between the infrastructure (CESCs, Edge DC) and the network 

operators. In addition, it handles Service Level Agreements (SLAs) while, on an architectural 

basis, the CESCM encompasses telemetry and analytics as fundamental tools for efficiently 

managing the overall network.

The Virtualised Infrastructure Manager (VIM) is responsible for controlling and optimising 

the operation of the NFV Infrastructure (NFVI), which includes the computing, storage and 

network resources of the Edge DC.

The Orchestration module includes the Service Orchestrator (SO) and the Resource 

Orchestrator (RO) as part of Open Source MANO (MANagement and Orchestration) [57], in 

charge of configuring in one go, both the compute resources and the network resources, and 

the Virtual Infrastructure Manager (VIM) in combination with OpenStack [58], taking care of 

the computing resources, and OpenDaylight [59], taking care of flows, connections and com-

munication between VNFs (and maybe other resources).
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4  Use Case Description

4.1  Conceptual Approach

The 5G ESSENCE aims at significantly contributing to the achievement of the requirement 

of the PS sector by providing a highly flexible and scalable platform, based on edge cloud 

computing and small cells. Therefore, instead of owning a dedicated infrastructure to pro-

vide PS services, which entails high costs of buying, installing and maintaining infrastruc-

ture elements, PS operators have already started moving their business to a Mobile Vir-

tual Network Operator (MVNO) paradigm. This can manage the allocation of resources to 

the critical actors, requiring prioritised and high-quality services. Therefore, the proposed 

use case has special requirement reflected in the implementation of E2E slicing, elastic 

resource allocation, operability of the service in emergency situations and also high service 

quality of experience (QoE).

5G ESSENCE’s common orchestration of radio, network and cloud resources is 

expected to fully “meet” the requirements of the PS sector. The objectives to properly sup-

port a PS application are the following: (1) The priority access of first responders to the 

5G ESSENCE enabled platform and, more generally, to a virtualised communication infra-

structure; (2) the dimensioning and elastic resource allocation to first responders of radio, 

network and cloud resources in case of emergency; (3) the integration of first respond-

ers’ deployable communications systems (macro base-stations, multi-RAT devices) to 

the 5G ESSENCE platform, and; (4) the hosting of MC applications and virtualised EPC 

(Enhanced Packet Core) to Edge DC for extremely low latency [60], as low latency is cru-

cial to ensure applications are usable and interactive whether human-to-human, human-to-

machine or machine-to-machine (M2M) communication.

In the 5G ESSENCE we focus on two mission critical services: first on the Mission 

Critical Push-To-Talk (MCPTT), and second on the mission critical messaging (chat) and 

localisation service. We can conceptually sum up the process of those two services as 

follows:

• The 5G ESSENCE platform owner provides the required network slices [61] to differ-

ent tenants.

• Allocation of data rates is made by the SD-RAN controller in accordance with the 

cloud resources already allocated in the Edge DC by the VIM. In case of emergency, 

the Cloud Edge Small Cell will add new resources taking into consideration the request, 

close-to-zero delay and maintaining the connection even if the backhaul is damaged. 

Moreover, 5G ESSENCE SD-RAN controller will enforce the priority access of first-

responders by extending the slices to the radio part, thus creating the end-to-end slices 

that isolate those responders from other parties’ communications.

• In case that ICT infrastructure is damaged, we will maintain the operability of the ser-

vices by deploying the control plane in the edge. Therefore, when the backhaul connec-

tion is damaged, we will display a new CESC to mitigate the damage in the macro base 

stations (BSs).

Figure 2 illustrates the different components involved in the service of MCPTT. MCPTT is 

a public safety mission-critical voice communication type [62], aimed at the coordination 

of emergency teams that are organised in groups [33]. It provides an arbitrated method by 

which two -or more- users may engage in communication. Users may request permission 
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to transmit (e.g., traditionally by means of a press of a button) and the MCPTT service pro-

vides a deterministic mechanism to arbitrate between requests that are in contention (i.e., 

floor control). When multiple requests occur, the determination of which user’s request is 

accepted and which users’ requests are rejected -or queued- is based upon a number of 

characteristics (including the respective priorities of the users in contention). Besides, the 

MCPTT service provides a means for a user with higher priority (e.g., MCPTT emergency 

condition) to override (interrupt) the current talker. MCPTT Service also supports a mech-

anism to limit the time a user talks (hold the floor) thus permitting users of the same or 

lower priority a chance to gain the floor. As it appears, the management of this type of half-

duplex communications is not trivial, since it requires an appropriate management of pri-

orities and privileges to allow communication. The standardised MCPTT service imposes 

special requirements that include, among others, high availability and reliability, very low 

latency, support for one-to-one and group calls, talker identification and high audio qual-

ity for clear interchange of information. 5G ESSENCE’s common orchestration of radio, 

network and cloud resources, significantly contributes to the fulfilment of the tight require-

ments of a MCPTT service, providing the tools to share both radio and edge computing 

capabilities between mission critical and commercial users [63]. The MCPTT network 

service is composed of different VNFs to optimize the usage of the resources. The main 

challenge consists on transparently and elastically allocating the available resources to the 

variety of actors requiring different services with different priorities in space and time. To 

that aim, the network slicing based on virtualisation techniques makes it possible to modify 

the network behaviour by changing functions or reconfiguring parameters.

The MCPTT service includes an MCPTT server at the network side, an IMS (IP Multi-

media Subsystem), a DNS (Domain Name System) and an HSS (Home Subscriber Server). 

Fig. 2  Components involved in a MCPTT for PS deployment
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Moreover, the MCPTT server can be brought near to the user to achieve a distributed and 

scalable approach. These functionalities can actively “run” as corresponding VNFs in 

the Main DC as they are common to all the CESCs in a service area. Subsequently, the 

MCPTT client can be hosted at each user equipment (UE). According to this approach, the 

creation of network slice 1 involves the instantiation of the abovementioned VNFs, done 

through the NFV MANO entities (i.e.: the NFVO (NFV Orchestrator), the VNFM (VNF 

Manager) and the VIM), and the instantiation of a RAN slice that provides a certain capac-

ity to support the MCPTT transmissions at the radio interface, configured by the RAN slic-

ing management function (a number of descriptors that specify the operation of the RRM 

algorithms). The services to support MCPTT are the following sort of calls, as described 

below:

• Group calls (with preemption for priority): to start a group call, the caller just selects 

the target group, presses the PTT (Push-to-Talk) button, speaks and the voice message 

is delivered instantly).

• Private calls, realised in a one-to-one manner.

• Emergency calls: These are pre-emptive calls due to an emergency condition. Follow-

ing to a request for the realisation of an emergency call, on-going calls can be termi-

nated so that to “free-up” resources for a higher priority call.

The MCPTT Network Service is composed of different VNFs that complete the mission 

critical push-to-talk service. This service is defined in multiple VNFs to optimize the usage 

of the resources, as described below:

• VNF—IMS is a virtualised IMS architecture required to provide the MCPTT service. 

MCPTT is an IP-based MC service that requires of a Session Initiation Protocol (SIP) 

core such as IP Multimedia Subsystem (IMS) to operate. Currently, this is implemented 

as a centralized subsystem attached to the Evolved Packet Core (EPC) of each opera-

tor. In the case that the MCPTT service was deployed over a network infrastructure 

already having IMS, this VNF would not be necessary and the MCPTT services would 

be attended by the network infrastructure provider.

• VNF—CSC (Common Service Core): An MCPTT service may rely on other auxiliary 

servers in order to manage status information about the service such as Group Manage-

ment Server (GMS), Identity Management Server (IDMS), Key Management Server 

(KMS) and Configuration Management Server (CMS).

• VNF—MCPTT AS (Application Server): This entity provides centralised support for 

MCPTT services. The MCPTT server functional entity is supported by the SIP Appli-

cation server (AS), HTTP client and HTTP server functional entities of the signalling 

control plane. The MCPTT server can support the controlling role and the participat-

ing role. The MCPTT server may perform the controlling role for private calls and 

group calls. The MCPTT server performing the controlling role for a private call or 

group call may also perform as participating role for the same private call or group call. 

For each private call and group call, there shall be only one MCPTT server assuming 

the controlling role, while one or more MCPTT servers in participating role may be 

involved. The MCPTT server performing the controlling role is responsible for: call 

control towards all the MCPTT users of the group call and private call; interfacing 

with the group management server for group policy and affiliation status information 

of this MCPTT server’s served affiliated users; managing floor control entity in a group 

call and private call, and; managing media handling entity in call (i.e. conferencing, 
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transcoding). The MCPTT server performing the participating role is responsible for: 

call control to its MCPTT users for group call and private call; group affiliation support 

for MCPTT user, including enforcement of maximum number of simultaneous group 

affiliations by a user; relaying the call control and floor control messages between the 

MCPTT client and the MCPTT server performing the controlling role, and; media han-

dling in call for its MCPTT users, that is transcoding, recording, lawful interception for 

both unicast and multicast media.

• VNF—DNS: This separates the DNS server from the MCPTT service VNF. This means 

that, from this point, any MCPTT service will need an external virtualised DNS server. 

This DNS server could be hierarchically arranged with other DNS servers in the net-

work.

With the large impact of the latest advances in the IT and Internet communication tools, 

the Mission Critical domain has started to shift from an exclusively voice based commu-

nication model to a more rich and diversified interaction model. In fact, the success of 

chatting has motivated the interest of Public Safety operators in these modern services. 

Therefore, ensuring consistent chat services can be evaluated as an indispensable commu-

nication tool during intended rescue operations. As the rapid and indisputable growth of 

various communication Apps (such as WhatsApp, Slack, Telegram, Viber, Facebook com-

municator, hangout and many others) is perceived at the global level, first responders look 

for innovative communication modes allowing for efficient distribution of data (including 

text and images) to variable “actors” being present on the emergency scene. Definitely, the 

group communication feature in these applications do compose a useful means for distrib-

uting content to first responders groups and also between them. Nevertheless, these broadly 

used applications depend upon a centralized architecture that cannot deal with the high 

degree of resilience required in a situation of emergency.

What is more, the one to many communication patterns allowed by these applications, 

the facility in creating and modifying groups as well as the diversity of content these tools 

allow (text, and multimedia) constitute new features of high interest for mission critical 

operations, intensively relying on software and web based highly distributed frameworks; 

these new applications can be easily deployed on top of the 5G ESSENCE architecture. 

Furthermore, these frameworks can take advantage of the virtualisation of resources and 

infrastructures since they are based on software components that can be easily deployed in 

containers or eventually as VNFs. As of the localisation and messaging service, the pro-

posed solution, called as FeedSync (FS), is based upon an innovative publish subscribe 

modular solution that operates on top of the 5G ESSENCE leveraging the flexibility of 5G 

architecture. FeedSync is a web server application for content distribution; it is deployed 

on a classical server and interacts with a database system management for storing data. 

The whole system is delimited by the corresponding server and the database, where the 

former delivers a suitable interface for interacting with client applications (web and mobile 

device applications) in diverse settings. FeedSync can be simultaneously deployed on vari-

ous servers and the content can be distributed. The corresponding synchronisation func-

tion is realised through the data base system, while an offline mode is also offered by the 

client-side database. When a connection link is lost, each connected device can have a cli-

ent database management and can continue storing new content within, until the server is 

back online, and the synchronisation is activated again. In addition to classical chat ser-

vices, FeedSync ensures a set of features including, among others: Blue Force Tracking 

(BFT) information; geo-located multi-part content; direct communications between ter-

minals; capability to share content; management service, and; geo-content management. 
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From a standardisation perspective, this solution ensures compatibility with current and 

future standards, by operating as an application on top of the 5G ESSENCE architecture. 

Moreover, being completely relying on software allows easy virtualisation and deployment 

of this framework leveraging the SDN and VNF paradigms. Messaging and Localisation 

is implemented as an application on the top of the 4G/5G stack. The FeedSync can be 

assessed as a sort of a classical IP-based application in the 5G ESSENCE architecture. The 

Chat and Localisation Application is used with the aim of demonstrating ways about how 

the first responders can use services on the field, deployed as close as possible, and simul-

taneously enabling high throughput and low latency. More interestingly, our virtualised 

approach enables “on-the-fly” deployment of new resources close to the users as envisaged 

by the 5G ESSENCE approach. What is more, instantiated resources can be “tailored” to 

the capacity of the hosting hardware in the sense that light versions of our application are 

favored when it comes to instantiating services in small cells and light DC, as highlighted 

in Fig. 3.

4.2  Stakeholders and Overall Scenario Deployment

The involved stakeholders for the realisation of the above services are listed as described 

below; although the selection has been done in a way to be conformant to the specific 

scope of the context structured within the original 5G ESSENCE context, it remains more 

generic and able to serve many similar scenarios of use. We distinguish the following 

involved “actors”:

Fig. 3  Mapping of the 5G ESSENCE architecture to a PS deployment FOR messaging and localization
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• A legacy mobile operator (platform owner) offering its infrastructure to classical end-

users as well as to PS virtual operators. Note here that virtual operators can rely on 

multiple legacy operators for additional guarantees.

• A PS operator that offers connectivity services with strict QoS guarantees to First 

Responders. (Note that in our situation we can have multiple virtual operators each 

offering a “separate” slice for a different First Responder Agency).

• First Responder 1 (i.e.: firefighters) are end-users exploiting the connectivity offered by 

a PS operator through a dedicated slice. For the sake of demonstration, firefighters use 

MCPTT application for their communications.

• First Responder 2 (i.e.: paramedics) are another set of end-users relying on the same 

PS operator or another slice coming from a different operator, in order to exchange chat 

messages as well as preregistered pictures for situation assessment.

• Legacy end-users constitute classical user that have subscribed to the legacy operator 

communication and Internet data offers. They are not part of any first responder entity 

but exploit only the network of the legacy mobile operator without any intermediary.

The demonstration of the MCPTT use case cannot be based on a static scenario, since one 

of its objectives to be proven is the elastic allocation of resources attending to different lev-

els of emergency conditions detected by the monitoring system. In our approach a deploy-

ment topology of three main stages has been considered, as shown in Fig. 4.

At the beginning, in a situation under normal circumstances, the system instanti-

ates the network slices that correspond to a default service agreement. Here, the first 

responder only needs a reduced amount of access capacity and communication features 

for its normal operations. Then, triggered by an emergency incident, the first responder 

requires increased capacity in terms of both data rate and edge computing resources, 

in order to serve a higher number of communications and/or public safety users. This 

situation may involve a deterioration of the service for legacy users, since their network 

slice(s) must be reduced in order to appropriately allocate the higher priority MCPTT 

service. Finally, the aim is to demonstrate how the service responds to an extreme situ-

ation of damaged infrastructure where a coverage extension is needed. In this situation, 

backhaul connectivity is lost, all the resources must be dedicated to the MCPTT net-

work slice and the public safety organisation may dynamically add new access points to 

Fig. 4  Mission critical applications for public safety



23355G for the Support of Public Safety Services  

1 3

the network in order to improve connectivity. This use case aims at demonstrating that 

the 5G ESSENCE context provides a solution for an efficient and elastic end-to-end net-

work slicing and the efficient orchestration of the radio, network and cloud resources, in 

the defined three main stages discussed as follows:

Stage 1: Under normal circumstances, the 5G ESSENCE platform owner is providing 

three differentiated network slices. Two slices correspond to a Public Safety organi-

sation running, respectively, a MCPTT and a messaging application, and the third 

slice corresponds to legacy end-users that have subscribed to the classical communi-

cations and Internet data offers. Each network slice is composed of an allocated data 

rate over a coverage area (which is mapped by the cSD-RAN Controller to a portion 

of CESC radio resources) and an allocated of cloud resources (which is mapped to 

processing power/storage capabilities in the Edge DC). For the service of PS organi-

sations, normal operations require a certain amount of access capacity and commu-

nications features (e.g., group communications capabilities) supported in the area of 

the CESC cluster. This requirement can be mapped to a number of radio KPIs in the 

CESCs and the deployment of Group Communication service instances at the edge 

for multimedia and MC Application Servers (ASs) for voice with enhanced respon-

siveness. In addition to the QoS guarantees for each tenant, the deployment owner 

has to assure the required levels of isolation in the provisioning of the network slices.

Stage 2: In case where there is an emergency in the area, the CESCM will be able 

to react to the new service requirements. For instance, the MCPTT communications 

provider may require additional service in order to cope with an increased number 

of first responders and/or teams. Based on pre-arranged and/or on-demand service 

scaling policies, the CESCM implements new elastic resource allocation schemes, 

thus giving priority access to first responders and taking into account both radio (for 

the access connections) and cloud resources (for deploying more resource-consuming 

edge services). The deployment of edge service instances serves a two-fold objective, 

that is: first, it enables minimal delay in the MC services; second, it allows maintain-

ing the operability even when the backhaul connection is damaged.

Stage 3: In case where the ICT infrastructure is damaged during a natural disaster 

or a terrorist attack, the first action should address the need for radio coverage sup-

plementation. In this stage, we use a deployable system to mitigate the damage in 

the macro base stations. In the proposed use case, the deployable system can offer 

5G connectivity to the first responders in the field, consolidating the interoperability 

requirements. In order to better orchestrate the radio transmissions, the deployable 

system is considered as a new CESC that can be dynamically integrated to the small 

cell cluster. In this way, the enhanced 5G ESSENCE SON and RRM features can be 

applied to the coverage extension unit. The interconnection of the deployable unit 

with the CESC cluster is made through a wireless backhauling technology.

4.3  Related KPIs, Technical Enablers and Functionalities

The Key Performance Indicators (KPIs) used in the 5G ESSENCE scope vary, depending 

on the service evaluated in order to better understand and illustrate the behaviour of each 

specific part. The reference KPIs for MCPTT are detailed below [33]:
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• MCPTT Access time is defined as the time between when an MCPTT User request to 

speak (normally by pressing the MCPTT control on the MCPTT UE) and when this 

user gets a signal to start speaking. This time does not include confirmations from 

receiving users.

• The End-to-end MCPTT Access time is defined as the time between when an MCPTT 

User requests to speak (normally by pressing the MCPTT control on the MCPTT UE) 

and when this user gets a signal to start speaking, including MCPTT call establishment 

(if applicable) and possibly acknowledgement from first receiving user before voice can 

be transmitted.

• The Mouth-to-ear latency is the time between an utterance by the transmitting user, and 

the playback of the utterance at the receiving user’s speaker.

• The Late call entry time is the time to enter an ongoing MCPTT Group call measured 

from the time that a user decides to monitor such an MCPTT Group Call, to the time 

when the MCPTT UE’s speaker starts to play the audio.

• System response time is defined as the time required to distribute a chat message to all 

members of group.

• The number of delivery failure denotes the number of messages that were not delivered 

after the delivery deadline. Indeed, after the expiry of this deadline messages become 

obsolete and are simply discarded.

Figure 5 illustrates the particularisation of the general 5G ESSENCE architecture, includ-

ing the relevant components to support the Public Safety use case. This use case supports 

two different PS services/applications, as discussed in the previous section, each one asso-

ciated to a different network slice. This way, from infrastructural perspective, the control 

and data traffic isolation between both applications is fostered to an achievable level. The 

reduction of latency is one of the key pillars of 5G and the use of network slicing, along 

with VNFs, are critical in this approach.

The first network slice is the MCPTT service corresponding to slice 1 in the figure. 

The second one is the chat messaging and localisation service corresponding to slice 2. 

Other slices including, for example, commercial services are also naturally considered but 

are not depicted in Fig.  5, for simplicity purposes. Both PS services rely upon different 

Fig. 5  Particularisation of the 5G ESSENCE for the PS use case
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VNFs running at the Edge DC and on the radio transmission capabilities provided by the 

SC at the CESCs. The MCPTT service includes an MCPTT server at the network edge, 

an IMS, a DNS and an HSS. These functionalities can run as VNFs in the Main DC as 

they are common to all the CESCs in a service area. In turn, the MCPTT client will be 

hosted at each UE. Based on this, the creation of network slice 1 involves the instantia-

tion of the abovementioned VNFs, done through the NFV MANO [57] entities (the OSM 

NFV Orchestrator, Juju VNF manager and OpenStack Virtualised Infrastructure Man-

ager), and the instantiation of a RAN slice that provides a certain capacity for support-

ing the MCPTT transmissions at the radio interface, configured through the RAN slicing 

management function (e.g. through a number of descriptors that specify the operation of 

the RRM algorithms such as radio admission control or the packet scheduling behaviour). 

OSM is delivering an open source Management and Orchestration (MANO) stack aligned 

with ETSI NFV Information Models. As an operator-led community, OSM is offering a 

production-quality open source MANO stack that meets the requirements of commercial 

NFV networks. Juju has adopted a domain neutral model and does not encode policy. It 

can therefore be described as a generic VNF Manager (VNFM) and not a VNF Orchestra-

tor. Juju is useful across many domains and is being adopted in big data, cloud infrastruc-

ture, Platform as-a-Service (PaaS) and other scale-out scenarios. OpenStack is the only 

virtual infrastructure manager in OPNFV. The role of the virtual infrastructure manager is 

to configure the compute, hypervisor and infrastructure network domains. When there is 

no SDN controller, it can also configure the underlying physical networks. However, in the 

OPNFV scenarios, OpenStack only deals with configuring virtual switches, i.e. infrastruc-

ture networking.

As for the network slice 2 associated to the messaging service, it involves three types of 

functions, namely the FS Client of the central station, the FS client at the UEs and the FS 

server. There, a FS server is assumed to be associated to each CESC deployed during the 

emergency to provide the communication with the UEs connected to that CESC and with 

the central station. In that respect, it can be assumed to run as a VNF at the Light DC. In 

turn, the FS client of the central station can run at the Main DC or even at the PS opera-

tor premises outside the CESC infrastructure. The chat and localisation service shows the 

importance of slicing when the availability of the service is needed. The 5G-EmPOWER 

can manage and ensure the minimum needed resource blocks when one specific slice is 

prioritised.

In the 5G ESSENCE two-tier architecture this kind of structure is perfectly matched 

with the use of CESCs on the edge of the network, having enough processing power 

and network capacity to run services distributed between multiple locations (small cells 

deployed on fire engines or police trucks in this case) in a way that it is possible to deploy 

and use both Messaging and localisation and Mission-Critical Push-to-talk (MCPTT) 

applications much closer to the end-user and, as a result, to achieve lower latencies [64]. 

This is possible since the petitions and responses sent using the specified tenant slice to the 

server are not necessarily managed by the Main DC that is further from the end user and, 

at the same time, reducing Main DC traffic or eliminating it completely, as an added value. 

The minimum capabilities of the use case should enable:

• Deploying slice-oriented management and operation features of the 5G ESSENCE with 

selected open-source LTE SDR [e.g.: Open-Air Interface (OAI), Software Radio Sys-

tems (SRS)] and Orchestrators;
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• configuring per slice QoS guarantees (e.g. through defining amount of PRBs per slice) 

but also inter-slice priorities in accordance with the objectives of the original use case 

focusing on MC for PS deployment;

• demonstration of selected radio resource management techniques for radio resource 

allocation which is configurable per slice (e.g. radio scheduler, admission control);

• provisioning an E2E slice and service which spans across EPC, RAN and eventually 

also the end-terminals (UE);

• defining an interaction between the slice operation and the D2D “infrastructure-less” 

modes, and;

• extending on-the-fly a slice with new resources (e.g. LightDC with small cell) as 

well extending a slice with new heterogeneous resources (e.g. LightDC with small 

cell + LightDC with WiFi).

However, the real set of functionalities supporting slicing, largely depend on the selected 

SD-RAN controller platform. The actual use case is implemented by using 5G-EmPOWER 

and open-source SDRs (i.e.: OAI, srsLTE) available for the integration of research results. 

The use case utilises the 5G-EmPOWER Controller [65, 66] which is responsible for the 

management of the heterogeneous RANs. The 5G-EmPOWER Controller supports mul-

tiple virtual networks -or tenants- on top of the same physical infrastructure (here a ten-

ant is conceived as a virtual network with its own set of end-points). Network applica-

tions (Network Apps) run on top of the Runtime in their own slice of resources and exploit 

its programming primitives through either a REST API or a native Python API. The 

5G-EmPOWER Controller ensures that a Network App is only presented a view of the 

network corresponding to its slice.

The evaluation of the 5G ESSENCE slicing solution aims at proving the following veri-

fiable features:

• Technical means to extend current service slice with new resources “on-the-fly” (e.g., 

as new fire engines are arriving in the theatre)—this would also target resource adapta-

tion of the current slice (e.g., adding new points of presence, support of load balancing 

between Light DCs deployed on the trucks);

• configurable level of resource isolation between slices and services (i.e. traffic pattern 

variations in one slice should have no or minimal effect on the parallel slice opera-

tions);

• capability of maintaining local communications after infrastructure failure than ensure 

content coherence after reconnection (e.g. thanks to the alternative D2D communica-

tions during failure);

• the possibility of showcasing performance improvement (at workload or at radio 

resources level) by utilizing results from the “Analytics” module backed by the moni-

toring system data of the 5G ESSENCE and enhancing orchestration, resource alloca-

tion or both processes [67];

• capabilities of configuring two different slices separately (e.g. slice supporting eMBB 

can include WiFi AP, while it does not make sense to include WiFi AP into a ULLRC 

slice);

• end-user application specific composition of slice (e.g. orchestrator decides VNFs 

and its configuration based on the target application to be supported by a slice)—an 

enhanced feature could be for orchestrator to also decide on the placement of a VNF 

between the Main and Light DCs;

• infrastructure wide orchestration functions and slice-based orchestration functions;
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• configurable assignment of PRBs between slices but also within a slice;

• application driven, request-based slice reconfiguration, and;

• SD-RAN controller and Orchestrator running in CESC.

The MCPTT-enabled architecture (and correspondingly also the FS solution) involves 

the following elements: MCPTT clients (devices of first responders and personnel at the 

central station) and server (providing connection to clients and control-plane operations), 

media distribution unit (for media transmission on the data-plane), media mixer and the 

MCPTT user database (for profiling, authentication and authorization (AA) and security).

In detail, there are more options for the virtualisation of the MCPTT service architec-

ture. The basic option is with all the functional blocks of the service packed in a single 

VNF. This configuration simplifies the connection between blocks, but provides little flex-

ibility for scaling possibilities. While, the ultimate step of separation corresponds to the 

separation of also the data and control planes of the MCPTT service, bringing the data 

plane and needed control plane elements to the edge to reduce the transmission latencies.

As for the Network Slice 2 associated to the messaging service, it involves three types 

of functions, namely the FeedSync (FS) Client of the central station, the FS client at the 

UEs and the FS server. A FS server is assumed to be associated to each CESC deployed 

during the emergency situation to provide the communication with the UEs connected to 

that CESC and with the central station. Hence, it can be assumed to run as a VNF at the 

Light DC. In turn, the FS client of the central station can run at the Main DC or even at the 

PS operator premises outside the CESC infrastructure.

In conclusion, each of the services is associated to a different RAN slice. The MCPTT 

(corresponds to the slice 1) shows the interest of employing monitoring mechanisms and, 

on the other hand, mission-critical messaging and localisation application (corresponds to 

the slice 2) highlights the importance of implementation of slicing and availability of the 

service in case of emergency. Each of these applications validates some technical compo-

nents of the 5G ESSENCE project to establish an E2E service for the next generation (NG) 

of edge computing communication scenarios.

The final demonstration of the above PS use case took place at the B-APCO annual 

event in Newcastle, UK, in early November 2019. The Mission Critical Push-To-Talk 

(MCPTT) application and Chat-and-Localization application have been addressed and 

instantiated through the realization of a real testbed. The demonstration storyline followed 

the activities of first responders in a crowded city to ensure the safety of everyone. Based 

on the selection of the previous mission critical services, the demonstration was able to 

show three different situations -or scenarios-, that is: the normal circumstances when there 

is no emergency; an emergency in the specific area, and; an emergency in that area with a 

damage in the ICT infrastructure.

The demonstration evaluated the above scenarios that have all been considered for the 

validation of the MC services of the 5G ESSENCE architecture. Three situations have 

been identified, briefly discussed as follows: In the first situation, the 5G ESSENCE plat-

form provided the required network slices (in terms of radio frequencies, data rate, cloud 

resources and QoS) in the area of the CESC cluster. This situation has been considered 

as a baseline to deploy the second situation, where an emergency in the area occurs. In 

this case, the CESCM was able to react to the new service requirements and satisfying the 

needed requirements of first responders in terms of capacity and computation resources, 

because the PS communications provider may require additional service in order to cope 

with an increased number of first responders or additional types of services such as mis-

sion-critical video transmissions. In the third case, when the ICT infrastructure may be 



2340 I. P. Chochliouros et al.

1 3

damaged during a natural disaster or a terrorist attack, the first action should address the 

need for radio coverage extension. In this stage, a deployable system to mitigate the dam-

age in the infrastructure can used, offering 5G connectivity to the first responders in the 

field.

Obtained results from the demos have been about the Network Service (NS) deploy-

ment, the slicing capabilities and the Service Network adaptation based on the monitored 

information. These can briefly be summarised as follows: (1) For the NS deployments, 

the tests demonstrated the feasibility of deployed the VNFs and NSD (Network Service 

Descriptor) in both environments (Main DC and Edge DC of the infrastructure) provid-

ing mission critical services to the users; (2) for the slicing capabilities, the tests showed 

the adaptation of the created slice for the virtual service and adapted based on the security 

stage identified in the application; (iii) for the monitored information, tests came from reg-

istering metrics from the network services to the alerting of an unexpected behaviour in 

order to scale it or to do another mitigation action. Every component has been integrated 

and tested in different cases with successful results.

5  Conclusion

The increase of heterogeneity in technology, services offered and the coverage area of radio 

access in the context of the forthcoming 5G wireless communications, implicates for new 

challenges and opportunities in optimising users’ access to the underlying infrastructures 

[68]. At present, most critical communications user organizations employ LTE and 5G 

NR as complementary technologies to augment existing voice-centric LMR networks with 

broadband capabilities. However, with the standardization and commercial availability of 

MCX (i.e.: Mission-Critical PTT, Video and Data) [9, 26, 27], IOPS (Isolated Operation 

for Public Safety) [69], HPUE (High-Power User Equipment) [70] and other 3GPP-defined 

critical communications features, LTE and 5G NR networks are increasingly gaining rec-

ognition as an all-inclusive critical communications platform for the delivery of mobile 

broadband and industrial IoT capabilities, as well as MCPTT (Mission-Critical PTT) voice 

functionality comparable to that offered by traditional LMR systems.

The present paper has focused on mission-critical communications that, by nature, have 

strict QoS requirements and are not easily able to be fulfilled by traditional infrastructure 

sharing models. Upon the specific context of the 5G ESSENCE project that promotes a 

cloud-enabled small cell infrastructure with a fully distributed orchestration architecture 

leveraging multi-access technologies in 5G, we have proposed a public safety use case, 

with the pure aim of demonstrating the sharing of the common 5G infrastructure in an 

emergency scenario between first responders and civilians. Based on the context of the 

original 5G ESSENCE architectural approach, we have defined two distinct services (i.e.: 

the MCPPT service and the MC chat and localisation application) that can both be pro-

vided by using separate and dedicated, for this purpose, network slices. This offers flexibil-

ity for dedicated mission critical public safety applications also at the edge of the network.

One of the essential features emphasized in this use case is the ability of a more general-

ized 5G-based architecture (such as the one proposed by the 5G ESSENCE solution), to 

deal with dynamic reconfiguration challenges, depending on the requirements of the deliv-

ered services. The network slicing perception as one among the core features of the 5G, 

has been assessed together with highly virtualised and software-based platforms so that 

to allow for the adaption, on-the-fly, of the selected slices to the modifying environment 
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together with the possibility to consider creation of new slices to serve new traffic requests, 

when necessary. This feature is essential in mission critical environments where disconnec-

tions as well as dynamic allocation of new resources and their configuration are frequently 

required.

For the case of both offered services, the results highlight the value of the shared net-

work model, demonstrating the capacity of the 5G ESSENCE architecture to autonomously 

allocate network resources to first responders whenever they are required, but giving them 

up to the commercial services when the requirements are low. The elastic allocation of 

resources is performed automatically, but can also take place manually, when required. The 

PS use case has reassured the contribution of the original 5G ESSENCE scope to some 

fundamental 5G architectural concepts, such as the realisation of the network slicing at the 

network edge, enabling multiple tenants and vertical industries sharing the same CESC 

infrastructure. Future work can cover a broader realization of the proposed solution at man-

agement and orchestration levels, as well as at the level of single functional components 

(e.g. control and monitoring).
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