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A 0.2- m, 1.8-V, SOI, 550-MHz, 64-b PowerPC
Microprocessor with Copper Interconnects
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Abstract—A 550-MHz 64-b PowerPC processor in 0.2-um
silicon-on-insulator (SOI) copper technology achieves a 22%
frequency gain over a similar design in a CMOS bulk technology.
Performance gains are 15%–40% at the circuit level, 24%–28%
for critical paths. Unique SOI design aspects such as history
effect, lowered noise margins, parasitic bipolar current, and self-
heating are considered.

Index Terms—CMOS memory integrated circuits, integrated
circuit design, integrated circuit noise, microprocessors, silicon-
on-insulator (SOI) technology.

I. INTRODUCTION

T HE basis for this processor design was a 350-MHz, 64-b
PowerPC processor fabricated in a 2.5-V, 0.35-m bulk

CMOS technology with five layers of aluminum wiring [1].
This design was migrated to a 0.22-m bulk CMOS technol-
ogy with copper interconnects and multithreshold transistors
[2]. In addition to the technology migration, some architectural
changes were made to improve the number of instructions
executed per cycle. Both the instruction and data caches were
doubled to 128 kbyte, and a 256-kbyte L2 directory was added.
These and other changes increased the transistor count from
12 to 34 million devices. The design was further migrated to a
0.22- m SOI process, which also uses six layers of copper
wiring [3]. Table I describes in more detail the physical,
electrical, and technology attributes of the original design and
the two-step migration that leads to the development of the
silicon-on-insulator (SOI) processor described in this paper.
Note the progression in core clock frequency from 350 to 450
MHz in bulk technologies and then to 550 MHz in SOI. The
decrease in the supply voltage from 2.5 to 1.8 V resulted in less
power despite the nearly 30% increase in clock frequency. The
22% increase in clock frequency in the SOI design resulted in
less than a 10% increase in power at the same voltage supply.
The technology shrink resulted in a smaller die size despite
the larger L1 caches and the addition of the L2 directory.

II. FREQUENCY IMPROVEMENT IN SOI

Fig. 1 illustrates the improvements in cycle time starting
with the original design and progressing through the two-stage
conversion, which led to the SOI microprocessor described
in this paper. The original design, shown for reference, was
fabricated in CMOS6S2, which is a bulk technology using alu-
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TABLE I
PHYSICAL, ELECTRICAL, AND TECHNOLOGY COMPARISON

Fig. 1. Hardware frequency measurements.

minum wiring. The first conversion was a shrink to CMOS7S,
a copper metallization technology. This resulted in a 29%
improvement in core clock frequency, achieving 450 MHz
in nominal hardware. The result of a further conversion to
CMOS7S SOI technology is hardware capable of running at
550 MHz, a further 22% frequency gain.

A. Circuit Delay Reduction in SOI

The improvement in operating frequency in SOI is a direct
result of a reduction in the delay through circuits in frequency-
limiting critical paths. The delay improvement of circuits is
characteristic of SOI [4] and depends on the topology of the
circuit. Generally, the more topologically complex the circuit,
the more leverage SOI provides. This is especially true of
circuits using stacked transistors since the body voltage is
rarely negative with respect to the source. The performance
improvement of SOI over bulk is illustrated in Fig. 2 by three
different types of circuits; static, dynamic, and arrays. Simpler
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Fig. 2. Circuit delay improvements in SOI CMOS7S bulk versus CMOS7S
SOI.

circuits such as inverters and two-inputNAND gates realized
a gain of 15–20%. More complex circuits with higher stacks,
such as four-inputNAND gates andAND-OR-INVERT circuits,
resulted in a 25–40% improvement. Dynamic circuits, which
tend to be dominated by the delay through NFET stacks,
improved 15–25%. The improvement in the access time of
an SRAM, shown here as 20%, is highly dependent on the
organization of the array and on which parasitics tend to
dominate the delay.

B. Path Delay Improvement in SOI

Since the improvement of individual circuits in SOI depends
upon their topologies, the improvement in overall cycle time
provided by SOI is the net effect of the improvement of all of
the individual circuits composing the frequency-limiting criti-
cal paths. Table II describes six paths composed of a variety
of circuit types. Each row describes a separate delay path. The
first two columns describe the path and the dominant circuit
type. For reference, the delay through the path in the original
CMOS6S2 design is shown in the third column from the left.
The fourth and fifth columns, under the heading CMOS7S,
show the delay through each path and the improvement as a
result of the migration to a bulk technology with copper wiring.
The last two columns show the delay and the improvement of
each path as a result of the migration to SOI. The migration to
SOI improved these six paths 15–21% over that of the same
paths in bulk. Fig. 3 illustrates the topology of one of the
paths shown in the Table II, the data cache address generation
and setup. This path combines elements of static, domino, and
array circuits, as well as significant wire loading, and improved
21% in SOI over the same path in a bulk technology.

III. CIRCUIT DESIGN CHALLENGES IN SOI

This paper thus far has dealt with the improvement in cycle
time that was achieved by mapping a bulk design to an SOI
technology. SOI introduces a number of concerns that are not
present in bulk CMOS. Most of these concerns are due to the
uncertainty in the potential of the FET body.

A. History Effect on Timing

The potential of the body with respect to ground is a
function of many factors, including the circuit topology and

Fig. 3. DCache address path.

TABLE II
PATH DELAY IMPROVEMENT IN SOI

switching history. A consequence of this “history effect” is
that the delay through a particular circuit or path cannot be
predicted without full knowledge of the prior states and tran-
sitions of the circuit—information that static timing tools do
not possess. The history effect on delays is highly dependent
on circuit topology, environment, and other factors. For a gate-
level circuit, history effect is on the order of up to 8% faster or
slower than the delay when the circuit is frequently switched.
Therefore, a long path comprising a number of different circuit
elements with varying tendency toward the history effect will
rarely accumulate more than a few percent difference in delay.
However, short paths can be more of a concern.

To account for the SOI history effect in static timing, we
chose to add a small margin to our latch hold tests to protect
against early mode problems. For late mode timing, we assume
a history that does not suppose that circuits in a long path are
initialized to either the fastest or the slowest possible body
voltages. To verify the correctness of this assumption, test
patterns directed at exposing history effects were run on the
hardware. Within the limits of our test setup and procedures,
history effects produced no variability in cycle time, and no
fast path failures were observed.

Fig. 4 illustrates the range of delays that are predicted for a
simple gate depending on the input switching history. Forcing
the body voltages to the highest or lowest possible values
results in delays somewhat outside those observed when a
random set of patterns is used to precondition body voltages.
To avoid being too optimistic or pessimistic in long path



1432 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 34, NO. 11, NOVEMBER 1999

Fig. 4. History effect on OR-AND-INVERT (OAI) gate.

timing, timing models for individual circuits were generated
assuming a history that results in a delay slightly slower than
the average delay observed using random patterns. Because
of the catastrophic nature of fast-path or early mode failures,
the most pessimistic, or fastest, history was assumed for timing
models generated for early mode timing. As mentioned earlier,
an additional safety margin was added, as is usually done to
ensure against other delay variables such as on-chip process
variation and power-supply noise.

B. Parasitic Bipolar Current

Dynamic circuits, and some static circuit families, are at
risk due to the parasitic bipolar effect. This allows current
flow from the drain to the source of an otherwiseOFF FET
through a parallel parasitic bipolar transistor. This is generally
not a serious problem in fully restoring, static circuits. Circuit
topologies that dot together very wide parallel devices, such
as wide muxes andOR gates, can see a significant parasitic
current, which may affect delay. Dynamic circuits and arrays
are at the greatest risk of functional failure due to parasitic
bipolar current and may require design changes.

C. Lowered Noise Margin in Dynamic Circuits

The floating body in SOI transistors leads to uncertainty in
threshold voltages, which in turn means lower noise margins
for dynamic circuits. A lower noise margin, coupled with
other mechanisms that erode stored charge in dynamic circuits,
requires additional attention in dynamic circuit design, and
may require some redesign of circuits that were originally
intended for a bulk technology. Several design techniques
were used to improve the noise immunity of dynamic circuits
in SOI while minimizing any impact on their delay (see
Fig. 5). These techniques include setting up inputs during the
precharge phase, cross-connecting inputs to stacked devices,
predischarging intermediate nodes, reordering the pulldown
stack, and remapping logic.

Predischarging is a simple technique that discharges in-
termediate nodes so that the bodies of transistors high in a
stack are prevented from charging. This prevents both parasitic
bipolar current and sensitivity to input noise caused by the
positive body effect on threshold voltages. Note that this
assumes that inputs gating devices in the stack above the
predischarged node are low during precharge (for instance,
coming from the outputs of other domino circuits). If the

Fig. 5. Dynamic circuit design techniques in SOI.

predischarge device is a PFET, the same clock that is used
to gate the precharge device can control the predischarging
device. Provided that the input transitions are reasonably
fast, an input can be used to gate a PFET predischarge
device, but device-level simulations should be used to ensure
that crowbar current through the predischarge device does
not inadvertently prevent precharge of the circuit. While
predischarging is not advisable in a bulk design due to charge
sharing, predischarging can be exploited in SOI because of
the reduced diffusion capacitances. Reordering the NFET
logic tree of a dynamic circuit to position the widest parallel
group of transistors at the bottom of the stack prevents
their bodies from charging high and thereby reduces para-
sitic bipolar current. This topology would be nonoptimal in
bulk but is possible in SOI because of the lesser concern
over charge sharing. Likewise, reordering inputs in multiple-
fingered stacked transistors can reduce the opportunity for
bipolar current by 50%. By rearranging inputs such that
the signal connecting to the gate of the higher transistor
in one stack connects to the lower transistor in the other
stack, at most only one-half of the transistor bodies would
be allowed to charge high and enable parasitic bipolar current.
Remapping is the technique of moving Boolean inputs forward
or backward in a cone of logic to reduce the parallel stacks,
which potentially cause parasitic bipolar current. In some
cases, inputs can be remapped to static circuits, eliminating any
dynamic circuit concerns entirely. Complex domino structures
replace the output inverter of a domino gate with a static
NAND or NOR gate, allowing multiple precharged signals to
be logically combined and buffered. This circuit style can be
used to break up large parallel NFET logic trees, which would
otherwise induce intolerable parasitic bipolar currents. The
reduced loading on the precharge nodes and the improvement
in the performance of stacked structures make this technique
especially effective in SOI.

Provided that the worst case environmental conditions for
dynamic circuit noise immunity are known in advance and
limited (for example, during test and reliability stress screens),
a logical state can be added to the design that causes circuits at
risk to trade off circuit delay for noise immunity. In dynamic
circuits, additional feedback was provided during periods of
extreme temperatures and voltages through use of a half-
latch conditionally gated by a test signal. The delay added
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Fig. 6. Self-heating in a nonfooted domino gate.

by the additional feedback is inconsequential during stress
testing, and the impact on the delay during normal operation
is insignificant.

D. Self-Heating

Device self-heating can occur because of the thermal re-
sistance of the buried oxide layer. Devices of concern are
those that are in a high current state for a significant portion
of the clock cycle, such as some off-chip drivers. Generally,
in typical CMOS circuits, where transistors sink or source
current for only a small fraction of the clock cycle, self-
heating will not be significant. Some special cases, such as
off-chip drivers driving heavy loads and domino circuits in
precharge contention, merit additional attention. An example
shown in Fig. 6 is a simple domino circuit that does not contain
a foot device in the pulldown stack. When the clock goes
low to begin the precharge phase, current will flow through
P0, N0, and N1 until either A or B goes low. If this does
not happen until late in the precharge phase, the devices will
heat slightly and be slower during subsequent evaluate and
precharge phases. However, modeling shows that significant
current, even when repeated every cycle for a long period,
results in a temperature rise of only a few degrees and has a
small impact on delay. This effect may be more significant in
circuits that sink or source high currents for a larger fraction of
the cycle. An example is an heavily loaded off-chip driver with
a high switching factor, which could experience a temperature
increase of 10–15C.

IV. A RRAY DESIGN CHALLENGES IN SOI

Array design in SOI presents many of the same challenges
as does dynamic circuit design, such as the effect of switching
history on timing chains. Other effects unique to array design
include parasitic bipolar current during the write operation,
bitline leakage during the read operation, and sense amplifier
drift.

A. WRITE Cycle

A major concern to the array designer in an SOI technology
is dealing with the parasitic bipolar effect. Since arrays consist
of many cells dotted together, an access to one of the cells
can induce bipolar current from the other cells. If the array
has been sitting in the precharge condition for a long time,
and all the cells have the same data stored in them, the bodies
of the transfer devices will leak to a “VDD” level on the “1”
side of the cells. If the initial access intends to WRITE one of
these cells to the opposite value, the sources of the nonselected

(a)

(b)

Fig. 7. Effect of bipolar current on SRAM write-cycle timing. (a) Bipolar
current during write cycles. (b) Increase in cell write time due to bipolar
current.

transfer devices, which are tied to the falling bitline, will drop
below their body voltage, causing the parasitic bipolar device
to conduct current. The value of this current is relatively small
in each of the cells, but together they add up to a significant
amount. The waveforms in Fig. 7 illustrate the additional time
required to write the cell resulting from this additional current.
On subsequent cycles, the bipolar current reduces very quickly.
The forward biasing of the bipolar current reduces the body
voltage delta so only the first couple of switches will show this
effect. The designer must ensure that the write driver devices
are of sufficient size and the pulse width of the selecting
signals are of sufficient width to maintain functionality when
this occurs.

B. READ Cycle

A second effect that must be considered in an SOI tech-
nology occurs during a READ cycle. In an SOI technology,
modeling both the states and the histories of nonselected
cells sharing a common bitline with a selected cell is critical
to predicting performance, much more so than in a bulk
technology. Two effects must be considered when modeling
array cells in SOI.

The first deals with the source capacitance of the transfer
devices on the common bitlines. If all cells on a bitline pair
are at the same state, the capacitance of the bitline dotted
to the transfer gates on the logical “1” side is about 10%
more than the bitline on the logical “0” side. When setting the
signal margin at the sense amplifier, it is important that the
nonselected cells are initialized correctly to present the worst
case capacitance.

The second effect deals with leakage currents. Since the
bodies of the transfer devices are floating, the leakage currents
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Fig. 8. SOI effects on SRAM READ-cycle timing.

of nonselected cells are higher in SOI. A cell just written from
one state to the other has a higher body voltage on the “0”
side transfer device than do cells that have been in that state
for a long time.

Through analysis, the worst case leakage and capacitance
condition for a READ cycle occurs when all of the cells
are in one state except the cell being accessed, and one of
the nonselected cells was written in the previous cycle. The
waveforms in Fig. 8 show the signal being generated at the
sense amplifier. Under nominal conditions, compared to the
case in which half of the background cells are storing ones
and half zeroes, if all nonselected cells are opposite the value
being read, the added capacitance reduces the signal by 10
mV. Another 10 mV of signal is lost due to the added leakage
currents. Under fast processing, high supply voltage, and high
temperature, the leakage effect becomes much larger—the
signal is cut in half if all cells are opposite the polarity
of the cell being read. The sense triggering signal is timed
assuming a normal offset. However, during stress testing, the
sense trigger is delayed an additional amount to account for
the extreme conditions. This assures functionality during stress
testing while not affecting performance under normal operating
conditions.

C. Sense Amp Mismatch

A third effect involves sense amplifier design. If the bodies
of the cross-coupled NFET’s are left floating, and the same
data value is sensed many times, a body voltage mismatch
develops. Since the body voltages directly affect the threshold
voltages of the NFET’s, a VT mismatch develops. In the
nominal case, this effect is about 70 mV. However, at a higher
supply voltage, this effect can cause a mismatch of more than
100 mV. By tying the bodies of the cross-coupled NFET’s
together, the floating body effect on sense amp mismatch is
eliminated.

V. CONCLUSIONS

In conclusion, the hardware resulting from our experience
in designing this SOI microprocessor demonstrates the per-
formance leverage provided by SOI technology. While SOI

introduces additional design challenges, especially in dynamic
circuits and arrays, circuits originally designed for a bulk tech-
nology can be made SOI-compatible without compromising
the benefits of SOI.
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