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 
Abstract—This paper presents a high dynamic range CMOS 

image sensor that implements an in-pixel content-aware adaptive 
global tone mapping algorithm during image capture operation. 
The histogram of the previous frame of an auxiliary image, which 
contains time stamp information, is employed as an estimation of 
the probability of illuminations impinging pixels at the present 
frame. The compression function of illuminations, namely Tone 
Mapping Curve (TMC), is calculated using this histogram. A 
QCIF resolution proof-of-concept prototype has been fabricated 
using a 0.35µm opto-flavored standard technology. The sensor is 
capable of mapping scenes with a maximum intra-frame dynamic 
range of 151dB (25-bits/pixel in linear representation) by 
compressing them to only 7-bits/pixel, while keeping visual 
quality in details and contrast. The in-pixel on-the-fly fully-
parallel tone mapping achieves high frame rate allowing real-
time HDR video (120dB@30fps).  
 

Index Terms—CMOS Image Sensor, High Dynamic Range, 
Tone Mapping, Pulse Width Modulation, Real-Time HDR Video. 
 

I. INTRODUCTION 

HE acquisition of High Dynamic Range (HDR) scenes 
is required in a variety of applications such as 

surveillance, automotive, vision-enabled wireless sensors, 
machine vision, etc.[1][2]. There are two basic alternatives for 
acquiring HDR scenes depending on how the pixel data are 
acquired and coded, namely, either linearly [3][4] or using 
some compressive function [5]. Linear coding can obtain 
representations with plenty of subtle details at the cost of 
using many bits per pixel. For instance, some 25-bits would be 
required for the 151dB range measured in this paper. Such 
large bit counts increase the demands on the communication, 
data storage and post-processing circuits subsequent to the 
sensor. Compressive coding requires much less number of bits 
to achieve the same DR ̶ the herein reported chip employs 7-
bits to capture scenes with up to 151 dB DR. Although using 
less bits may result into fine image details not being captured 
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[6], compressed representations are the best suited for 
applications such as machine vision and robotics, where the 
relevant information relies in image features [7][8]. 

Compressive acquisition sensors can be classified into three 
groups depending on the compression law: 
i. Fixed: employs a fixed compression law [9][10]; 

ii. Programmable: the compression law is tunable but 
remains fixed during operation [5][11]; 

iii. Content-aware: the compression law is adaptive and 
depends on the scene being captured [12][13]. 

Therefore, sensors in the first two groups may largely 
attenuate contrasts and details in certain HDR scenes. These 
problems may also appear when fixed compression is 
employed to acquire Low Dynamic Range (LDR) scenes as 
they are unnecessarily compressed. Alternatively, sensors 
using a content-aware compression law consider that light is 
not the central information itself, but just the vector for 
information. Hence, compression is focused on capturing the 
actual scene information rather that the total light power 
range. Recently reported sensors belonging to this class 
employ event-driven techniques that require extra steps to 
perform the frame-based output composition [12][13]. The 
sensor reported in this paper addresses a different architectural 
approach based on the use of tone mapping techniques [14].  

Tone mapping techniques were devised to confront the 
challenge of displaying detailed, artifact-free HDR scenes on 
low dynamic range reproduction systems, such as PC 
monitors. This is quite an appealing asset for our purposes. 
The problem is that tone mapping algorithms call for intensive 
computation. Thus, using them with conventional sensor 
architectures creates bandwidth problems [15][16] that may 
result into ghost artifacts in the case of video images [17]. 
Therefore, tone mapping is mostly employed for still HDR 
images using multiple exposures [18]. Recent advances on 
stacked sensors [19] and dedicated processing architectures 
[20] are addressing the challenge of using tone mapping for 
video. However, the DR of nowadays real-time HDR videos 
using multiple exposure techniques is limited as it does not 
allow direct videos of light sources or high-speed moving 
objects (see for instance the video clip in [21]). The chip in 
this paper enables real-time HDR video by implementing tone 
mapping compression at the pixel level, so that the algorithm 
execution is fully parallel. 

Embedding circuitry in-pixel obviously results in area 
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penalties and has a negative impact on pixel pitch and fill 

factor  ̶  similar to what happens for imagers using the so-
called  digital pixels sensors [22]Error! Reference source 
not found. and for the general class of vision sensors with 
per-pixel focal-plane processing [24][25]. This kind of 
architectures is not aligned to the trends of minimum size 
pixels and maximum spatial resolutions, pushed basically by 
consumer applications [26]. However, it is not clear that the 
quest for “as many pixels as possible” is pertinent for all 
applications. Actually, there is no agreement regarding the 
minimum number of pixels needed to obtain meaningful 
images [27]. Thus, for applications where the absolute pixel 
count is secondary (once a minimum number is granted), 
architectures as the one reported in this paper are worth 
considering. Furthermore, the concepts underlying this 
architecture remain valid for vertically integrated technologies 
[28], thus paving the way to the future implementation of large 
resolution, vertically integrated HDR image sensors.  

This paper relies on previous conference contributions by 
the authors [29][30]. As compared to these previous 
publications, this paper provides detailed descriptions and 
reports more accurate DR measurements, including motion 
capture for the first time. It is organized as follows. Section II 
explains the concept of content-aware compression through 
exemplary images. Section III outlines the proposed focal-
plane aimed content-aware adaptive tone mapping algorithm. 
Section IV describes the proof-of-concept HDR CMOS image 
sensor prototype implementing this algorithm. Section V 
depicts the error cancellation mechanisms on the chip. Section 
VI shows experimental results. Section VII discusses the 
design and obtained results. Finally, Section VIII presents our 
conclusions. 

II. ILLUSTRATING CONTENT-AWARE COMPRESSION 

Illumination conditions and hence radiance maps may 
change vastly as video scenes flow on such as for instance 
when a car enters or leaves a tunnel. Using a fixed 
compression function in such cases would result into missing 
details in poorly illuminated areas as many output codes are 
reserved to represent bright areas that do not actually exist in 
the scenes. A sounder strategy is assigning the output codes 
depending on the actual scene contents, following the 
evaluation of some scene descriptor. 

Differences between these two compression approaches are 
illustrated in Fig.1 and Fig.2. Images in Fig.1 correspond to 
HDR scenes while those in Fig.2 correspond to a LDR scene. 
All images depicted in the figures are obtained by applying 
compression algorithms, which are mathematically generated 
radiance maps. The Desk Lamp (at the top in Fig.1) input is 
generated by us through multiple exposures, while the two 
other inputs (Memorial  ̶  medium images in Fig.1, and Bristol 
Bridge  ̶  bottom images in Fig .1) have been downloaded from 
radiance maps databases  [31][32] and are customarily used to 
compare the results of different computer graphics tone 
mapping algorithms. 

Regarding the output images depicted in Fig.1 and Fig.2, 
they are all obtained by simulation; namely, by using 

logarithmic compression for the images in the right column, 
and content-aware compression for those in the left column. 
Specifically, the logarithmic images are obtained by applying 
a logarithmic compression and equalization (the lowest value 
corresponds to 0 and the largest to 255), which emulates a 
logarithmic pixel output [33] assuming the ideal case where 
the full output voltage swing is employed. The content-aware 
images are obtained by simulating the algorithm proposed in 
this paper through direct emulation of the circuit functionality. 
It means that only 128 digital codes are employed (half of 
those employed for the logarithmic compression) and that chip 
in-pixel hardware limitations are captured by the simulations. 

A visual inspection of the figures reveals that the content 
aware compression function preserves more details and 
contrast despite using half the number of codes of logarithmic 
compression (128 vs. 256). However, the most remarkable 
feature of this compression mechanism is adaptability. This is 
illustrated by the images in Fig.2. They correspond to a LDR 
scene, which is actually a sub-scene of the desk lamp scene 
employed for the top images in Fig.1. The image at the right in 
Fig.2 is obtained through logarithmic compression while that 
at the left is obtained through content-aware compression. 
Letting aside the noticeable pixelation due to QCIF resolution, 
it is evident that Fig.2(a) contains much more information than 
Fig.2(b). Furthermore, the comparison of Fig.2(b) to the 
outcome of logarithmic compression for the corresponding 
whole scene, depicted at the right-top in Fig.1, shows that both 

     
 

     
 

     
 

Fig. 1.  Illustrating differences between logarithmic compression and
content-aware compression for HDR scenes. Right-side images: logarithmic
compression; Left-side images: content-aware compression.. 
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images exhibit similar lack of details and contrast within the 
LDR sub-scene area that is magnified in Fig.2. It highlights 
the fact that a significant number of codes is reserved for 
bright pixels no matter if these pixels do either exist or not in 
the images. 

 The reason why content-aware compressed images 
preserve more details is that the compression law maps the 
light power containing actual information trying to cover the 
whole range of output codes.  

Since the light power distribution of natural scenes is 
generally unknown, the chip reported in this paper first 
extracts the light distribution information from the incoming 
images (by evaluating a histogram) and then adapts the 
compression law to maximize the important captured details 
regardless the actual scene DR. 

III. TONE MAPPING ALGORITHM 

Tone mapping classically belongs to computer graphics and 
it is usually performed by software in CPU, GPU, DSP, ISP, 
etc. This technique is used to compress HDR scenes into LDR 
output representations while preserving the details contained 
in the scene, usually as a human would perceive it. 

HDR tone mapping compression can reduce the size of 
visual data by several orders of magnitude without introducing 
objectionable distortions. As an example, in this case, 151dB, 
which are approximately 7.5 orders of magnitude of visual 
data [151=20×log10(107.55)], can be reduced to only 128 levels 
with tone mapping. The tone mapping is not related with file 
image compressions (jpeg, etc.), but with illumination 
compression. This tone mapping compression has become an 
important part of many HDR image and video systems [14]. 
However, tone mapping techniques are usually intended for 
still images and little effort has been put towards HDR video 
tone mapping. 

Tone mapping techniques are usually divided in four 
categories depending on the operators applied to the radiance 
maps of pixels: 

 Global operators: The same function is applied to all 
the array of pixels. The function depends on global 
variables, such as the mean luminance or the histogram. 

 Local operators: They apply a different function 
depending on the pixel. The function usually depends 
on local variables, such as the value of the pixel and its 
neighbours. 

 Frequency Domain operators: The image is first 
transformed to the frequency domain. Then, the 
operators are executed on this domain. Finally, results 
are transformed back. 

 Gradient Domain operators: The applied function 
depends on the derivative of the image; it is to say, the 
direction and value of the change between pixels. 

Global operators are much faster than the others. 
Consequently, applications with limited resources and/or 
requiring high speed should preferably consider global 
operators. This is the case of the chip in this paper. 

A. Image Coding Procedure 

The chip captures images by using a dedicated tone 
mapping algorithm that expands the available output codes 
assigned to those illumination bands that are more largely 
populated, and reduces them in low populated bands. 

Such expansions and compressions happen concurrently to 
image acquisition. This feature requires the on-line evaluation 
of some image descriptor; particularly, histograms are 
calculated and employed by our algorithm. Since we seek for 
employing a reduced number of output codes (128 for the 
herein reported chip) whereas illuminations may cover some 8 
decades an involved trade-off arises between the number of 
captured illumination sub-bands and the number of output 
codes reserved to each band. 

Pixels in the reported chip work by first, transforming light 
power into voltages according to the principle of integrating 
APS pixels [19]; then, transforming these voltages into 
temporal measurements; and, finally, coding these temporal 
measurements into tone-mapped digital codes. 

Pixel operation is described with the help of Fig.3. The 
bottom part illustrates the transformation of voltages into 
temporal measurements. This part of the figure includes 
waveforms showing the temporal evolution of the pixel 
voltage following reset. Two cases are included, namely a 

          
a) content-aware compression  (b) logarithmic compression 

 
Fig. 2.  Illustrating differences between logarithmic compression and
content-aware compression for a LDR scene. 

Fig. 3.  Temporal evolution of the pixel voltage and illustration of the 
assignment of digital codes through digital sampling  
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bright pixel (continuous line) and a dark pixel (dashed line). 
Into first order approach, the pixel voltage evolves during 

exposure according to: 	ܸ ௣௛ሺݐሻ ൌ ௥ܸ௦௧ െ ூ೛೔ೣ஼೛೔ೣ 	ݐ ሺ1ሻ		
where Ipix is the pixel photocurrent, Cpix is the pixel 
capacitance, and Vrst is the pixel voltage at the beginning of 
the exposure interval. This reset value is the outcome of an 
auto-zero, offset error compensation process which is 
explained in Section V-A. The equation above shows that the 
larger the photocurrent Ipix, the faster the pixel voltage drops. 
Voltage-to-time transformation is made by comparing the 
pixel voltage to a reference, Vref. This reference signal is 
globally distributed to the whole array and hence shared by all 
pixels. Note that Vref remains fixed during most of the 
exposure and ramps up near the end. This is so done to 
guarantee that voltages for low illuminated pixels do actually 
intersect Vref. 

When the pixel voltage crosses Vref an event is created and 
detected by an in-pixel comparator as it is described in Section 
IV-B. The digital value codifying the pixel voltage, called 
Tone Mapping Code (TMC) is calculated at this event instant. 
The calculation consists of sampling a globally distributed 
digital signal (called TMC bus) at the time of the event. In the 
particular case of the chip reported in this paper, this bus has 
7-bits (TMC<6:0>), but the algorithmic principle applies as 
well for other bit counts. 

The TMC bus drives the digital codes sequentially during 
exposure, starting with the highest (127 for a 7-bits word) and 
ending with the lowest (0). However, the codes are lasting for 
different times in the bus, and those times depend on the 
illumination conditions; i.e., the time interval elapsed by each 
code is not a fixed parameter, but adapted to the nature of the 
stimuli. Actually, this interval is modified at each frame by 
using the outcome of the calculation of the light distribution in 
the previous frame. Thus, if the scene to be captured is dark, 
then a significant number of digital codes is assigned to the 
time interval during which Vref ramps up - the last stage of the 
image capture process.  

The Vref waveform during this last stage of the image 
capture process is digitally-generated, driven by a DAC (see 
Fig.6 corresponding to the chip architecture), and digital 
coding happens in a way which is similar to that employed at 
imagers with single slope ADC converters [34].  However, in 
the present work, the digital codes stored at crossing events 
are the TMC values instead of the corresponding DAC input 
values, as in typical single-slope ADC. 

The adaptation of the rate of change of the TMC word is 
made on the basis of the information provided by a second 
digital code called Time Stamp Code (TSC). As Fig.3 
illustrates, the time stamp divides the exposure interval in 
different temporal windows. Similar to the TMC, the TSC is 
also obtained by sampling a digital bus at the time instant 
defined by the intersection of the pixel voltage with Vref. 
However, this bus has fewer bits than the TMC bus, namely 
four (TSC<3:0>) in the case of the herein reported chip. Also 

not all pixels are equipped with the functionality of sampling 
the TSC bus (only one out of every four indeed). Thus, the 
image formed by the array of TSC codes has smaller 
dimensions than that formed by the TMC information sampled 
by the pixels. From now on, these two images will be 
respectively denoted as: 

 Tone Mapping Image (TMI): It is the final tone-
mapped representation of the scene, consisting of the 
TMC pixel sampled codes. 

 Time Stamp Image (TSI): It is a radiance map 
descriptor consisting of the TSC pixel sampled codes. 

The histogram of this latter auxiliary image is used to 
estimate, frame by frame, the statistics of impinging 
illumination and hence to adapt the rate of change of tone 
mapping codes accordingly. This is equivalent to adapt the 
number of TMC codes included within each temporal window 
defined by the time stamp signal.  

In summary, the basic degrees of freedom for the   tone 
mapping algorithm are: 1) The duration of the temporal 
windows for the TSCs, i.e. how long does every code last on 
the TSC bus.; 2)  The number of TMC codes assigned to each 
TSC window, i.e. how many codes appear at the TMC bus 
within the temporal window of a single code in TSC. 

Fig. 4 shows an example for 3-bits coding in TMC and 2-
bits coding in TSC. The vertical thick lines indicate the 
temporal windows limits defined by the change of codes in 
TSC. Every temporal window will be a bin of the TSC 
histogram (radiance map descriptor). The vertical dotted lines 
indicate the evaluation windows limits, i.e. windows when we 
can sample the TMC bus (TMC code changes can only take 
place in the limits of evaluation windows). Since, a priori, all 
available output codes might be assigned during a temporal 
window, each temporal window must contain 2(TMC-bits) 
evaluation windows (23=8 in this case). Thus, there are 2(TSC-

bits)×2(TMC-bits)=22×23=32 evaluation windows. Obviously, since 
temporal windows have different time span, the evaluation 
windows are not equally distributed across time, although they 
are equally distributed within a given temporal window. When 
a temporal window was lowly populated in the previous 
frame, its relevance in the current frame will be largely 
attenuated by assigning very few TMC codes within its 
duration, or, in other words, by reducing the slope of the TMC 
curve within this temporal window. In the case of no new code 
assigned within this window, it will result in zero slope in this 
interval (as in this example between temporal windows 
TSC=3 and TSC=2, where TMC=7 does not change). 

B. Temporal Window Estimation for TSC 

The chip employs sixteen temporal windows. Thus, the 
TSC bus runs from 15 to 0 during exposure. The duration of 
each of the first 15 windows is selected by the user depending 

Fig. 4.  TMC and TSC reference example with 3 and 2 bits, respectively. 
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on typical scenarios, maximum exposition time and hence 
required frame rate, etc. Regarding the last temporal window, 
when Vref is ramped-up, its duration needs to be as short as 
possible. In this work, it has been set to 153.6µs, which allows 
to ensure that all the 128 TMC codes can be assigned  within 
this last window  meeting the accuracy constraints set by the 
circuitry employed to detect the temporal crossing events.    

Regarding temporal windows during the Vref-constant 
regime (first 15 temporal windows), a sound approach is 
defining them such that intervals corresponding to stronger 
illuminations (larger photocurrents) are more compressed than 
those with weaker illuminations (smaller photocurrents). The 
rationale for this is that dispersion in the crossing time 
estimation is inversely proportional to the photocurrent during 
the constant regime. By expressing the crossing time as: 

 ௖ܶ௥௢௦௦ ൌ ௏ೝೞ೟ି௏ೝ೐೑േ௏೙ூ೛೔ೣ 	௣௜௫ܥ ሺ2ሻ	
 

where Vn denotes an accumulated noise term at the pixel 
integration capacitance, the variance of this crossing time can 
be expressed as: 
 ఙమሺ ೎்ೝ೚ೞೞሻ೎்ೝ೚ೞೞమ ൌ ఙమሺ௏ೝೞ೟ሻାఙమሺ௏೙ሻ൫௏ೝೞ೟ି௏ೝ೐೑൯మ ൅ ఙమ൫ூ೛೔ೣ൯ூ೛೔ೣమ ൅ ఙమ൫஼೛೔ೣ൯஼೛೔ೣమ 		 ሺ3ሻ	
 
where σ2(Vrst) represents dispersion of the applied reset 
voltage (including error correction), σ2(Vn) is the accumulated 
input referred noise, and σ2(Ipix) accounts basically for the 
Photo Response Non-Uniformity (PRNU), and the dark 
current contribution. 

Eq. (3) shows that the absolute required accuracy in the 
determination of the crossing time depends on the crossing 
time itself. This must be taken into account in the calculation 
of the duration of temporal windows. Specifically, the 
minimum duration of a temporal window must be such that all 
128 codes can be assigned to a window and their 
corresponding crossing times estimated accurately. In order to 
achieve this, Fig.5 shows the results from MonteCarlo 
simulations for the evolution of the standard deviation of the 
crossing time vs. the average value of the crossing time for 
logarithmically spaced photocurrents. This figure confirms the 
inverse dependency between the error (standard deviation) and 
the photocurrent. The change in the trend observed for large 
photocurrents (above 1nA) has two reasons, which are related 
to the operation of the auto-zeroing reset circuit described in 
Section V-A, namely: 1) changes in the DC value of the reset 
voltage due to low power biasing of the pixels, and 2) errors in 
the settling time and dynamics of the reset process. 

In any case, both errors are accounted for in these 
simulations to obtain the accuracy in determining the crossing 
time as a function of the photogenerated current. 

Based on these simulations, the estimation of the minimum 
temporal window durations proceed as follows: 

1. Given the total exposure time, we first subtract the 
duration of the Vref ramping-up regime, and obtain a 
time value ௘ܶ௡ௗభఱ , which is the final time of the 15th 

temporal window.  
2. The standard deviation of the error in determining this 

crossing time (obtained from Fig.5) is multiplied by 6ߪሺ ௖ܶ௥௢௦௦ሻ ൈ 128 to obtain the minimum duration of 
the last temporal window (128 is the number of 
evaluation windows of TMC within every temporal 
window  2(TMC-bits)=128).  

3. Once we know the duration (either its minimum value 
or any other higher), we can compute the final time for 
14th window, and repeat the same procedure.  

4. This operation is performed repeatedly until there is 
either no more free exposition time to allocate 
additional temporal windows, or all temporal windows 
have been allocated.  

Clearly, for short exposure times, we would not be able to 
allocate the 15 available temporal windows meeting this 3 
accuracy strategy. In these cases, the user must choose 
whether to allocate lesser temporal windows (and reduce the 
number of different slopes in the Tone-Mapping Curve) or to 
relax the accuracy constraints in some temporal windows. 
Indeed, the minimum duration of temporal windows is defined 
such that, a priori, we could assign the 128 available output 
codes in a single window, something that is first very unlike, 
and second cannot occur for two windows in the same frame. 

C. Assignment of TMC Levels per Window 

The decision about how many TMC levels are allocated 
within every temporal window of TSC; in other words, the 
slope of the TMC curve in each temporal window, is 
calculated as a function of  the percentage of pixels crossing 
Vref within the different temporal windows in the previous 
frame. A simple way uses a direct correspondence between 
percentage and codes. Thus, if 50% of the pixels crossed 
during a certain temporal window, we will assign 50% of the 
available codes in TMC (64) to this window. Other 
assignment possibilities are contemplated in this work to 
enable the user to program the system such that certain light 
bands are prioritized. The currently implemented methods are: 

1. Histogram weighted: The levels are distributed 
depending on the weight of the bins in the TSC 

 
Fig. 5.  Crossing Time Accuracy.  
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histogram (every temporal window –periods of 
constant value at the TSC bus– is also a bin). The 
number of TMC levels per TSC temporal window is 
obtained by directly scaling the contribution of a bin to 
the histogram by the number of TMC codes to assign 
(128). This simple calculation will result, in the most 
general case, in a non-integer number of codes to 
assign. The algorithm uses floor rounding and 
distributes all non-assigned codes (at the end of the 
process) among the bins with the higher remainders. 

2. Bin threshold: A bin is active when the corresponding 
histogram bin value is higher than a fixed threshold. 
Levels are equally distributed between the all the active 
bins. 

3. Avoid concentration in one bin: This mode operates as 
the weighted mode but it avoids assigning a high 
concentration of levels to a single bin. If the number of 
levels in a bin exceeds a configurable limit, saturation 
is applied and the exceeding levels are distributed 
between the other bins with already assigned levels. 

4. Weighted with bright priority: If the most populated bin 
is a bright one, then this bin and the nearest lower 
neighbors are amplified by adding a fixed number of 
levels if they exceed a threshold. Remaining levels are 
assigned to TSC temporal windows proportionally to 
their weight in the TSC histogram. 

5. Low populated priority: Low populated but non-empty 
bins are amplified by assigning them a fixed number of 
levels. The remaining levels are distributed as in the 
weighted mode among all the bins. 

6. Weighted with minimum threshold: All non-empty bins 
are pre-assigned with a fixed number of levels. 
Remaining levels are distributed as in the weighted 
mode. 

7. Non-linear levels adjustment: A non-linear function 
ݕ) ൌ  ଵ/ଵ.଻ହ) is applied to the TSC histogram, and thenݔ
the levels are distributed, as in the weighted case.  

8. Weighted with bright minimum low light priority: A 
minimum amount of levels is assigned to all non-empty 
bins. Then, if the most populated bin corresponds to 
one bin receiving high illumination, the codes assigned 
to bins receiving low illumination are amplified by 
adding  more codes. Finally, the remaining codes are 
distributed as in the weighted mode. 

IV. CHIP ARCHITECTURE AND PIXELS 

This system has been conceived as a complete Vision-
System-on-Chip (VSoC). Therefore, all the digital 
functionality has been designed using a synthesis-ready 
Verilog code (does not employ any FPGA related 
macroblock), which could have been easily inserted on the 
chip due to the very reduced amount of computation. 
However, this chip being a proof of concept prototype, 
multiple redesigning of the tone mapping capabilities might be 
necessary to improve the system. Therefore, TSC Histogram 
Accumulation and Levels per Bin calculation (TMC codes per 
temporal window) and the subsequent timing control have 

been implemented off-chip in a FPGA for the sake of larger 
flexibility, redesign and reliability, as shown in Fig.6. 

The proposed architecture follows the Single Instruction 
Multiple Data (SIMD) [35] concept as far as concurrency in 
the operation of the comparison and the storage of digital 
values is concerned. Fig.6 shows the architecture of the chip.  
Its core is a QCIF (176×144) resolution array of pixels, which 
are digital pixel sensors (DPS) with Pulse Width Modulation 
(PWM) [36], including a 2-pixel wide peripheral ring of 
dummy pixels. The functionality of the chip is supported by 
several blocks, which are responsible for biasing, generation 
of analog and digital references, digital control, and high-
speed image I/O. The global analog reference for the pixels 
Vref is generated by an internal resistor-ladder based DA 
converter, and it is supplied to the array by a row-wise 
distributed set of buffers. The global digital control signals are 
also supplied row-wise using a set of digital buffers including 
a clock-tree, which guarantee a maximum skew of 300ps. The 
sense amplifiers block is used to write and retrieve the digital 
codes TMC<6:0> and TSC<3:0> stored in static memories 
within the pixels. The code generator produces the digital 
signals to be stored in pixels using gray coding in order to 
diminish switching at the pixel level to only one bit per write 
cycle. The read buffer block is a 343 Mbit/s one-row buffer 
memory that uses a 36-bits output bus (4xTMC + 2xTSC). 

The chip contains all the necessary circuitry to acquire the 
TMI and the TSI images, as well as downloading them, 
already in 7-bits and 4-bits gray-coded digital format.  

A. Pixel Arrangement in the Array 

Two different pixel types are employed to extract both Tone 
Mapping Image (TMI) and Time Stamp Image (TSI), namely: 

 Basic pixels (BP): Used to extract and store only tone-
mapping codes (TMC). 

 Time Stamp pixels (TSP): Used to extract and store 
both tone mapping codes and time stamp codes (TMC 
and TSC). 

Hence, all pixels contribute to the image sensor output 
(TMI), while only TSP pixels contribute to the TSC image 
(TSI).  

Fig. 6.  Block Diagram of tone mapping system..  
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Pixels are physically arranged in groups of 2×2, each group 
including three BPs and one TSP  ̶ see Fig.7. It means that 
time stamp images (TSIs) have quarter the spatial resolution of 
TMIs. The reasons for doing so are: On the one hand, this 
simplifies the calculation of the histogram by reducing the 
number of pixels to account for; On the other hand, it 
improves the pixel pitch because hardware resources required 
to store time stamp codes can be shared among adjacent 
pixels  ̶ see central part of Fig.7 for illustration purposes; Last 
but not least, extensive simulations in the presence of circuit 
non-idealities show that such a sub-sampling has negligible 
impact on the resulting TMI, as this image is only employed 
for histogram calculation. 

The TSP of each 2×2 group is placed, see Fig.7(a), at the 
upper-left corner of the group, and employs the group center 
area to allocate the 4 extra SRAM bit modules for TSC 
storage. Fig.7(b) shows the base layout of the pixels, which is 
replicated because they are virtually the same except for two 
wires. Table I shows the relative area occupation of the 
different building blocks. 

Base layout is flipped left-to-right and upside-down, see 
orientation marks in Fig.7(a), seeking for: 1) improving the 
pitch by sharing well-areas, analog and digital power lines, 
etc., and 2) controlling the four center SRAM cells by the 
upper-left pixel (S and HOLD signals are extended). 

Pixels contain   an opening through all metal layers (taking 
advantage of the mandatory spacing around floating Nwells, 
such as the one used by our photodiode) of 9.75×7.3 µm2. This 
opening enhances the sensitivity of the pixel due to the 
additional collection of photogenerated carriers, which reach 
the diode's depletion region by lateral diffusion [37]. Besides, 
the size of the opening increases as we move to higher metal 
layers thus reducing the vignetting effect. 

B. Pixel Circuitry 

Fig.8 shows circuit diagrams for both pixel types. Note that 
the only difference is that TSPs include four more RAM bit 
cells to store the TSC<3:0> signal. In both cases, the 
integration node, Vph is discharged by the photocurrent 
generated by a 3×3 µm2 Nwell/Psub photodiode. This voltage 
is compared with the global analog reference, Vref, by a 
comparator. A buffer is inserted between the integration node 
and the negative input of the comparator. This isolates the 
integration node (a mostly capacitive node discharged by a 
very weak photocurrent) from the kickback noise of the 
comparator, which is especially significant during the Vref 
ramping up regime. MonteCarlo simulations of the kickback 
noise impact in case the buffer is not incorporated shows 
larger noise than allowed.  

The photodiode is reset through a feedback loop established 
by the buffer, the comparator and the reset switch P1. During 
this process a reset voltage, Vrst, is applied at the positive input 
terminal of the comparator and the resulting voltage at the  
Vcomp node gets stored in the photodiode capacitance. This 
voltage includes the buffer+comparator offset. Hence, the 
offset gets subtracted from the signal path during integration, 
thus attenuating its impact. Such attenuation improves the 
operation during both the Vref ramping up regime and the Vref 
constant regime. 

The buffer and the comparator employ the same 5T OTA 
topology. This way, the linear operation ranges of the buffer 
and the comparator are correlated and the combined linear 
range gets maximized thus maximizing the reset voltage Vrst. 
The PMOS feedback switch does not constraint the value of 
Vrst, and has its minimum size (0.4µm/0.35µm) in order to 
minimize the errors caused by channel charge injection. 
Despite the usage of an auto-zeroing loop to reduce the offset 
impact, the open loop offset must also be small enough to 
preclude the signal surpassing the linear range at the input of 
any of the amplifiers. Towards this end, the dimensions of the 

 
(a) Organization       (b) Base Layout. 

(including orientation marks) 
 

Fig. 7.  Pixel Grouping.  

TABLE I 
PIXEL AREA OCCUPATION 

Index Devices Area(%) 
   

1 Reset Switch 1 
2 Photodiode+Metal Opening 7 
3 Comparator 21 
4 Buffer 21 
5 Digital Control 15 
6 Memories (8-bits) 35 

 
(a) Basic Pixel. 

 

 
(b) Time Stamp Pixel. 

 
Fig. 8.  Block Diagrams of Chip Pixels. 
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transistors in the OTA have been chosen by using mismatch 
models [38] to evaluate the trade-off between area and 
mismatch. 

The digital control circuitry in the pixel, shown in Fig.9(a), 
has basically two functions: 1) To control the read and write 
operations of SRAM cells. 2) To amplify the output from the 
OTA acting as a comparator and to convert it to a rail-to-rail 
binary signal, i.e. to operate as the second stage of the 
comparator. 

Proper tuning of the above mentioned amplification is 
critical for the final quality of the image since any mismatch 
among the quiescent point (input middle point between output 
high and low) of the pixel digital control in Fig.9(a)  and the 
output of the comparator OTA for a zero differential input 
result in inaccuracies in the acquisition of either the TMC or 
TSC data. In order to minimize this effect, MonteCarlo 
simulations of every circuit in the signal path have been used 
to obtain the best design for the output stage of the 
comparator. Our target was the minimization of the variance 
of the time when the SRAM gets disconnected (through signal 
S) from the TMC or TSC bus. 

The pixel SRAM cells employ an 8T SRAM structure, 
whose schematic is shown in Fig.9(b). Two transistors have 
been included to disengage the loop of the inverters during 
write operations (HOLD=0). This takes some more area but 
saves energy during the SRAM writing cycles, and also, more 
importantly, it reduces the disturbances in the local value of 
the power supply and ground by reducing the current 
consumption peaks. The external read and write operations to 
these memory cells are row-by-row controlled by the row-by-
row signal nROW and the global signal nREAD. The signal 
nREAD is used to engage the inverters loop in the SRAM 
cells, in order to perform read operations without losing the 
data. The signal nROW controls the access to digital data row-
by-row during image downloading operations.  It is also 
employed to initialize the SRAM blocks to the maximum 
value of TMC and TSC. The global signal nEVAL controls 
the internal write operations. It acts as a clock that produces 
evaluation windows for the output of the comparator, 
diminishing uncertainties in determining the crossing time, 

and improving the quality of the final image. 

V. CONSIDERATIONS FOR ERROR CANCELLATION 

A. Auto-Zeroing Reset Technique 

Offsets of the active circuits introduce errors within the 
signal path. For the pixels of Fig.8, the offsets are contributed 
by the buffer as well as by the comparator. Their impact can 
be addressed by resorting to cancellation schemes, such as 
correlated double sampling [39]. However, these techniques 
are useless in our case because they rely on subtracting images 
and hence would require linear coding. Instead, offset 
cancellation must be part of the capturing mechanism itself. 
Moreover, this cancellation must be stable in time without 
adding significant data distortion. Unfortunately, area 
constraints preclude embedding large analog memories in-
pixel and restrain the options to use (and preferably reuse) 
simple circuitry. 

The strategy adopted for offset attenuation consists of 
resetting the photodiode to a voltage that includes the buffer 
and comparator offsets  ̶ similar to a solution previously 
employed for time-to-first-spike pixels [40]. This strategy has 
already been mentioned in Section IV-B and is achieved by 
obtaining the pixel reset voltage through a feedback loop 
containing the buffer and the comparator 

B. Dark Signal Impact Attenuation 

The dark current [42] degrades the quality of the image. 
Being virtually independent of the signal level, their effects 
are clearly more noticeable at the dark parts of the image, 
where the signal is weaker. In our case, dark pixels are 
typically captured during the last temporal window, when the 
Vref signal ramps up. Bearing this in mind, we have included a 
technique inherited from commercial reflex cameras, where a 
dark frame is subtracted in long time exposure shots [43]. 
Here, instead of subtracting the dark frame, we lower the top 
voltage Vtop of the Vref signal (i.e. we modify the range of the 
single slope DA converter at the end of the exposure), while 
keeping the bottom reference voltage Vbot. The idea is to 
measure dark current frames for a variety of exposure times 
and operating temperatures. This information can be used 
during normal operation, together with the readouts from a 
temperature sensor included in the chip and the exposure time, 
to control the value of Vtop. Thus, Vtop is lowered to the level 
(see Fig.10) produced by the average dark current (ܫௗ௔௥௞തതതതതത) plus 
3 standard deviations of it [3 ∙  ௗ௔௥௞ሻ].  Conversely to whatܫሺߪ
happens in typical dark frame subtraction techniques, where 
some output codes are  unused , our schemes does not 

 
(a) Pixel Digital Control. 

 

 
(b) Pixel SRAM Cell. 

 
Fig. 9.  Pixel Digital Circuitry. 

 
 

Fig. 10.  Voltage adjustment for dark signal elimination. 
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sacrifice available output codes since it just modifies the 
operating range of the comparator. In comparison, our scheme 
uses all available output codes, while keeping accuracy due to 
the margin in voltage swing, which has been gained by the 
auto-zeroing technique.  

C. Global Analog Reference Distribution Scheme 

The precise and fast distribution of the global analog 
reference voltage, Vref, is crucial to obtain uniform images 
with low noise  ̶  not easy since this signal must be distributed 
to a set of  26,640 (180×148) nodes in a pixel array of nearly 
5mm by 6mm. Furthermore, the faster the evolution of Vref 
from Vrst to Vbot (its fixed voltage during most of the 
exposition time), the higher the largest measurable light 
power, and hence, the wider the dynamic range. 

Even using an ideal buffer with infinite power and speed, 
the evolution of the signal using a global buffer will be limited 
by the time constant of the whole array RC load. Therefore, 
despite the buffer used, a row-by-row approach is always 
faster, as speed is now only limited by the time constant of a 
single row, which can never be larger than that of an array 
made by adding a number of such rows. However, including a 
row-by-row buffer unavoidably leads to a row-distributed 
error in the stationary distributed value signals due to the 
different gains and offset voltages of each row buffer, and also 
to different temporal evolutions due to the different dynamic 
response of each buffer and different effective loads of every 
row. Being the slightly different temporal evolutions not too 
important (as long as the circuit remains stable, and the circuit 
does not become excessively slow) for our purposes, we 
concentrated efforts in devising a technique that on the one 
hand improves the overall dynamics (makes the circuit faster), 
and on the other hand improves the spatial uniformity of the 
distributed Vref  value.  
This technique combines the use of row-wise distributed 
buffers inserted between the output of the DA converter, Vdac, 
and the Vref horizontal metal lines ( ௥ܸ௘௙೔), during part of the 
dynamic evolution of the signal, and a direct connection to the 
DA converter at the final stages of this evolution. 

The schematic of the inserted element (one per row) is 
shown in Fig.11. Complementary transfer gates provide two 
paths for the signal Vdac to ௥ܸ௘௙೔. One path enables a direct 

connection whereas the other path inserts a buffer. The cell 
also includes the inverters to create the negate version of the 
control signal that enables either one path or the other, since it 
minimizes (as compared to a global generation of this signal, 
and its distribution cell by cell) the time when both paths are 
simultaneously engaged or disengaged. Besides, we have also 
included power-off control in the amplifiers in order to 
disconnect them from the power supply when they are not in 
use (during the constant Vref regime), which is usually most of 
the exposure time. 

By means of the signal NOVOFF, buffers are activated only 
during changes in Vdac (low NOVOFF). This inserts an error (a 
priori, one can assume that this error has a Gaussian 
distribution) in the ௥ܸ௘௙೔ lines due to the offsets of the buffers 

around its average value (Vdac output voltage). Once the ௥ܸ௘௙೔ 
lines are partially established, the direct path is engaged to 
eliminate the offset error. This produces a very fast 
redistribution of charges, and the lines evolve with the time 
constant of the whole array towards Vdac. When all ௥ܸ௘௙೔ are 
sufficiently established near Vdac, the evaluation signal 
(nEVAL=0) is transmitted to the pixels so that SRAM 
registers can sample the TMC or TSC buses depending on the 
output of the in-pixel comparator. 

VI. EXPERIMENTAL RESULTS 

A prototype has been fabricated using 0.35µm 2P4M opto-
flavored CMOS technology [44]. This technology incorporates 
an EPI substrate to decrease dark current and an anti-
reflection-coating on top of the passivation layers for a 
smoother spectral response. Fig.12 shows a microphotograph 
of the chip whose size is 7.3×6.8mm2 with the pixel array 
occupying 60% of the total area and the sense amplifiers and 
the read buffer placed at the bottom of the chip. In order to 
perform image capture and measurements, the chip has been 
mounted on a control and acquisition system, which for 
further details can be consulted in [41]. 

A. Performance Data 

Table II summarizes the most relevant data measured from 
the chip. The Photon Transfer Curve (PTC) method [45] has 

 
 

Fig. 11.  Vref distribution row cell schematic. 
 

 
Fig. 12.  Chip Microphotograph. 
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been used to characterize some of its main parameters. It 
requires the chip to be configured in linear mode (with all the 
TMC codes assigned to the last temporal window of TSC). 
Measurements reports a read noise of 25e-, a conversion 

factor of  129e-/DN (DN means data number in the photon 
transfer curve method), a fixed pattern noise (FPN) of 1.8%, a 
full well capacitance of 12.2ke- and a maximum SNR (in 
linear mode) of 53.8dB. The read noise defines the 
denominator of the expression employed to calculate the SNR 
and contains the reset noise, the dark current noise, the 
quantization noise, the FPN (caused mostly by mismatch in 
the residual error of the auto-zeroing technique), and the 
input-referred noise of the signal processing chain (buffer + 
comparator + digital circuitry). 

The dynamic range is calculated as follows: 
 Maximum illumination. The maximum measurable light 

power is determined from the shortest integration time 
measurements, which depends on the maximum 
measurable photocurrent and the sense node 
capacitance. Due to the auto-zeroing, the maximum 
photocurrent that allows a correct reset operation is 
limited by the bias current of the comparator OTA (50 
nA). Moreover, any photogenerated current discharging 
the photodiode capacitance faster than the time it takes 
to change Vref from Vrst to Vbot (i.e. how fast can we 
start the comparisons to Vref) will not be detected either. 
Measurements reports a maximum measurable 
illumination of 55329lux captured within 2.34µs.  

 Minimum measurable illumination. It is determined by 

the maximum integration time (dark signal limited) that 
produces an image where SNR=1. Therefore, the stable 
source of light output is dimmed through a combination 
of neutral density filters, which produce a light power 
decrement of several decades. Measurements results in 
a minimum measurable light of 1.48mlux, which is 
captured after an exposure lasting for 8s. 

From these data, and taking into account that the chip can 
provide, in the same image, pixels that are captured just after 
the first 2.34µs, with pixels captured 8s later, the resulting 
maximum intra-frame DR is 151.45dB, which represents an 
enhancement of 109.35dB versus linear acquisition. This 
enhancement is based in skipping saturation basically by 
doing temporal instead of voltage measurements It means that 
there is a trade-off between the DR, on the one hand, and the 
exposition time and frame rate (speed), on the other hand. The 
maximum attainable frame rate is 1,205.4fps (for which a DR 
of only 42.1dB is obtained).DR values for video frame rates 
are above 120dB, particularly 123.3dB@25fps and 
121.7dB@30fps. 

B. Captured Tone Mapped Images 

A typical approach to artificially create HDR images is 
making a direct photograph of a scene including a source of 
light and a set of objects not directly illuminated by it. 
Standard DR cameras are unable to simultaneously capture 
either the filament or other details of the light source and the 
surrounding objects in shadows. We have created some of this 
type of scenes by using different kind of  light sources in order 
to test our system under several spectral emissivity values, 
emitting surfaces and  continuous (tungsten, LED, halogen) or 
pulsating operation (fluorescent). In the four scenes of 
Fig.13(a)-(d), the light from sources is blocked to the printed 
characters (decreasing in contrast) by interposing  a black 
cardboard. Regarding Fig.13(e), it contains a ceiling lamp 
containing 4 fluorescent tubes inside a sort of focusing light 
structure (high intensity source of light), while the ceiling is 
receiving only reflections from the room. The last image in 
Fig.13 corresponds to another typical HDR scene arising when 
one looks through a window, which is also the illumination 
source. Usually, the details observed outside the window are 
either clouds or buildings, while inside are either people or 
objects. However, these scenarios have smaller DR than 
previous ones. Hence, in Fig.13(f) the outside scenario is a 
courtyard where the year-highest intensity sun light is 
vertically hitting the floor near the window, while the room is 
only illuminated through the window. 

The images depicted in Fig.13 shows that the proposed 
architecture and the prototype chip works properly with 
different kinds of light sources, while capturing the details of 
both very bright (even tungsten filament) and very dark  areas 
with moderate-low noise (neither postprocessing adjustment 
nor de-noising have being applied). This is performed while 
creating very natural-like photograph, which means that tone-
mapping implemented without causing compression artifacts. 
It is worth mentioning that poor tone mapping makes 
photographs to look very unrealistic with plenty of artifacts 

TABLE II 
SUMMARY OF THE IMAGE SENSOR PERFORMANCE 

Parameter Value 
  

Fabrication Process 
AMS 0.35 µm 2P4M 
OPTO Technology 

Supply Voltage 3.3V 

Chip Size 7330x6780 µm2 

Array Size 180x148 (QCIF + 4 dummies) 

Pitch 33x33 µm2 

Photodiode 3x3 µm2 Nw-Psub 

Pixels Metal Opening 9.75x7.3 µm2 

Fill Factor 
0.8% (Photodiode), 

7% (including metal opening) 
Exposition time range 2.34 µs to 8 s 

Image Coding 7-bits gray code 

Sensitivity 5.79V/lux-s 

Dark Signal 10.8mV/s (1.4DN/s) 

Full Well Capacity 12.2 ke- 

Conversion Factor 129 (e-/DN) 

PRNU (PTC FPN Quality Factor) 0.018 (1.8 %) 

Read Noise 25 e- (0.2 DN) 

Linear SNR (PTC DR) 53.8 dB 

Linear DR (7-bit) 42.1 dB 

Tone Mapping DR 
151.45 dB @0.125fps 

123.3dB@25fps 
121.7dB@30fps 

Min. Image Download Time 666 µs 

Maximum Frame Rate 1205.4 fps (42.1dB) 

Minimum Power Consumption 4.5mW 

Maximum Power Consumption 111.2 mW@1205.4 fps 
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created by the compression mechanism. It is also remarkable 
that the pulsating light does not create the typical gradients in 
rolling shutter image sensors. This is caused by the pixel 
architecture working as including a pseudo global shutter 
(global shutter for same illuminations). 

Fig.14 shows the results of applying the different HDR 
operation modes featured by the system to the scene in 
Fig.13(a), while a summary of HDR modes performance has 
been included in Table III.  Note that a little modification in 
this computation over only the sixteen values  from the TSI 
histogram, has a great impact in the amplification or reduction 
of details of the scene, which can be very useful depending on 
applications. The following observations can be drafted from 
Fig.14: 

 Fig.14(a)-Histogram weighted: The levels are 
distributed according to the histogram. Therefore, it 
shows a very high contrast in low light areas, but at the 
expense of losing details in the surrounding of the 
source of light because it occupies a small percentage 
of area in the whole image. It is not observable in the 
printed paper due to the low DR of the reproduction 
system, but a better reproduction system would reveal 
that the filament has been captured although with low 
contrast. 

 Fig.14(b)-Bin threshold: It gives a good performance 
around the source of light, but it does not work so good 
in other areas because the light source intensity spreads 

over many temporal windows activating them. 
 Fig.14(c)-Avoid concentration in one bin: Avoiding 

concentration has little effect in comparison with the 
mode used for Fig.14(a), because in this scene the 
concentration is not strong. 

 Fig.14(d)-Weighted with bright priority: It is  clear that 
it amplifies bright pixels (filament is more noticeable) 
taking some levels of detail from the background. 

 Fig.14(e)-Low populated priority: It is meant to make 
clean borders (more codes assigned to low populated 
temporal windows) between significant illumination 
zones (highly populated temporal windows) at the 
expense of details in the these zones. 

 Fig.14(f)-Weighted with minimum threshold: This 
mode generally gives a good overall result as it retains 
levels in any active bin, which creates clean borders, 
and retain good contrast as the rest of levels are 
weighted depending on area. 

     
             (a) Tungsten lamp.                                     (b) Halogen lamp 
 

     
            (c) Fluorescent lamp.                                    d) Led torch. 

 

     
              (e) Ceiling lamp.                               (f) Sun light through window. 

 
Fig. 13.  HDR scene captures using different sources of light. 

     
            (a) Histogram weighted.                   (b) Histogram weighted. 

 

     
    (c) Avoid concentration in one bin.     (d) Weighted with bright priority. 

 

     
          (e) Low populated priority.        (f) Weighted with minimum threshold.

 

     
     (g) Non-linear levels adjustment.      (h) Weighted with bright minimum 
                                                                                low light priority. 

 
Fig. 14.  HDR automatic tone mapping modes. 
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 Fig.14(g)-Weighted over non-linearly transformed 

histogram: It tries to mimic the application of the tone 
mapping over a non-linear acquisition, e.g. logarithmic. 
However, the applied function y=x(1/1.75) has better 
effect in light sources of lower intensities than the 
present in this scene 

 Fig.14(h)-Weighted with minimum threshold and low 

light priority: Its effect is similar to the mode used for 
Fig.14(f), but it features  lower contrast in the source of 
light because it amplifies dark areas. 

Closer observation of Fig.14 highlights a column-wise 
pattern in the surroundings of the sources of light. This is 
actually an optical effect caused by the heterogeneous pixel 
array ̶ meaning that most of the observable image disturbance 
is optical, rather than electrical.  It happens that, at certain 
light incident angles, the shadows produced by the vertical 
metal lines of TMC and TSC are different in one pixel from 
those in its left and right neighbours. This effect can be 
worked out by either using a light shield surrounding the 
photodiode opening (using an additional metal layer, which 
was not available in this process), or, even better, by using a 
back side illuminated process in future evolutions of this chip.  

It must be noticed that TSC can be extracted from TMC 
only in minimum threshold HDR operating modes. It is to say, 
if at least one level is always reserved for every temporal 
window. However, in the lack of experimental information 
about the behavior of this kind of HDR modes in combination 
with real world HDR scenes, this was not included in the 
present proof of concept prototype for a better understanding 
of the whole concept. After many test in real world HDR 
scenarios where the general good behavior of reserving levels 
is observed [see Fig. 14 (f)], future works will not include 
TSC generation, but it will be extracted from TMC.  

This section on static scene measurements is closed by 
showing comparisons to three commercial cameras, namely: 

 Sony Cybershot DSC-W80, which uses a CCD array of 
sensors with enhanced sensitivity (Super HADTM CCD) 
[46]. 

 iPhone 4, that allows HDR mode by using a 
combination of 3 pictures of different exposure (since 
iOS 4.2) [47]. 

 Photonfocus Linlog MV-D752E-40-U2-12, which 
embeds the LINLOGTM technology that combines 
linear response at low illumination levels with 

logarithmic compression at high intensities [48]. 
Images for comparison purposes are included in Fig.15. 

Noticeably, despite using only half of the codes (128 vs. 256) 
for image representation, our approach produces an image 
whose visible quality does not seem poorer than the others. 
The DSC-W80 is a little less noisy, but it shows both over and 
under exposed areas because it is a standard DR camera. The 
HDR mode in the iPhone 4 shows some similar performance 
in the darker areas, despite producing tone mapping artifacts  
(white pixels surrounding  dark characters), but fails to 
produce details in the brightest areas  because the composition 
of only 3 frames is not enough to  cover such a high DR. 
Moreover, the algorithm of HDR composition based on the 
combination of noisy pixels (usual in mobile phone CIS) 
amplifies the noise in the final image. Finally, the Linlog 
sensor shows more details around the light bulb, but at the 
expense of a higher noise and a complete loss of details in 
darkest areas (J K L M N O characters are not 
distinguishable).  

C. Moving Targets 

Conventional tone mapping techniques use multiple 
exposures to synthesize the final HDR images and hence 
require the scene to be relatively stationary; otherwise, 

TABLE III 
HDR MODES PERFORMANCE 

HDR 
Mode 

Contrast 
Source  
of Light 

Avoid Details 
Concentration 

Clean 
Borders 

Dark 
Areas 

 Soyce     

Histogram weighted. Very high Poor Very poor Poor Good 

Bin threshold Very low Very good Very poor Good Very poor 

Avoid concentration in one bin High Poor Very good Poor Good 

Weighted with bright priority High Good Good Medium Good 

Low populated priority Very low Very good Very poor Very good Very poor 

Weighted with minimum threshold High Very good Good Good Good 

Weighted over non-linearly transformed histogram High Medium Very poor Poor Very good 

Weighted with minimum threshold and low light priority Medium Good Good Medium Very good 

 

     
             (a) Sony Cybershot..                            (b) iPhone4 HDR mode. 
 

     
              (c) Photonfocus..                                          (d) Our chip. 

 
Fig. 15.  Comparison with commercial cameras captures. 
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ghosting artifacts (undefined blurred details) appear in the 
synthesized image [17].  

A typical test scene for motion artifacts is a photograph 
with a controllable moving object, such as metronome. In our 
case, the chip is able to capture in the same frame both the 
filament of a light bulb and a fast moving object such as the 
metronome pendulum, as shown in Fig.16. It contains an 
image with time per frame of video rate of 30ms, while the 
metronome is set at its highest speed, observable by the 
bottom most position of the pendulum marker (208 beats per 
minute=288.5 ms per beat). The lack of blurred details in the 
pendulum proves the lack of ghost artifacts in the final image. 
The image contains two circles that softly highlight two 
circular zones, caused by an optical distortion. They are a 
typical photograph effect named lens flare, caused by internal 
reflection and scattering from material inhomogeneities in the 
lenses, and so independent of our image sensor. 

D. Illumination changes 

The algorithm compression function is not affected by 
moving objects (as far as histogram is kept basically 
unaltered). However, when illumination conditions change 
greatly, the compression function will need to change as well 
in order to adapt to the new situation to improve contrast and 
avoid saturation. 

A typical scenario of heavily changing illumination 
conditions is that of entering and leaving a tunnel. In such 
cases, the video frames show a continuously increasing image 
area for the aperture of the tunnel (which turns to be an 
increasing dark area when entering and the opposite when 
leaving) for which the algorithm would be progressively 

adjusting its operation. Therefore, just at the moment of 
entering (or leaving) the tunnel, a set of TMC codes will be 
already reserved for that illumination bands and consequently 
the result is a smooth change in the compression function. A 
much more demanding scenario occurs when the system is 
imaging a light source surrounded by objects of interest, and 
this light source is switched on (or off). In this case, the 
compression function needs to change abruptly to adapt to the 
new illumination conditions. 

Fig. 17 shows a set of consecutive frames from a 30fps 
video sequence, where the scene contains a switching LED 
lamp and a fast moving metronome pendulum. The scene also 
has a window in the background to show adaptability to 
multiple concurrent illuminations (indoors, outdoors and 
directly facing a light source). It is noticeable that when the 
LED light is switched on, TMC codes are taken from the rest 
of light bands (the contrast is slightly lower) to allocate them 
in the LED lamp zone to avoid saturation and so details inside 
the lamp are observable. In this abrupt change of illumination, 
the algorithm takes 1-2 frames to adapt to the new conditions, 
demonstrating the correct operation and stability of the 
algorithm when working under these very demanding 
conditions. 

VII. DISCUSSION OF RESULTS  

Historically, there have been many excellent contributions 
to the field of HDR image sensor chips [6]. A detailed 
overview of all these contributions and the comparison of pros 
and counters of our technique versus all alternative approaches 
is out-of-the-scope of this paper. However, to the best of our 
knowledge no previous contribution had addressed the porting 
of tone mapping algorithms [14] into a custom designed chip. 
Such porting is relevant because tone mapping has 
uncontroversial advantages for HDR scene representation in 
LDR reproduction systems. Furthermore, the architectural 
solution reported in this paper, relying on in-pixel circuitry, 
yield parallel implementation of tone mapping algorithms, 
thus enabling tone mapping for video rates.  

An appealing functional feature of our proposed 
architecture is its ability for content-aware, adaptive 
acquisition. Table IV compares our solution to other content-
aware solutions reported in literature and yielding DR figures 
above 100dB [12][13]. Besides featuring large DR figures and 
allowing the automatic content-aware compression of 
illumination our proposal has the following advantages: 1) the 
output is ready to be used for frame-based post-processing, as 

 
 

Fig. 16  HDR scene capture with fast moving objects. 

 

 
Fig. 17.  Video sequence of switching lamp. 
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it does neither contains artifacts nor require composition, 2) it 
exhibits noise levels low-enough as to preclude the usage of 
de-noising algorithms, and 3) the image is stored at the focal 
plane with low bit-count representation.  

This latter feature is very appealing when considering a 
migration to future 3-D vertically integrated system [28]. 
Specifically, the digital focal plane storage permits   a 
straightforward use of the image sensor as an image frame 
buffer when incorporated as part of a vertically-integrated 
system. In this potential system, our image sensor might be 
massively connected to the image processor by using, for 
instance, Through Silicon Vias (TSV) [49]. Thus, the die (or 
tier, as they are typically known on 3-D technologies) on top 
might contain our design, whereas the die underneath might 
contain a digital processor, standardized I/Os, third-party DSP 
blocks, etc. Moreover, using hybrid 3-D integration 
technologies, one  might also figure out the possibility of 
designing the HDR image sensor front-end using a specialized 
CMOS image sensor (CIS) technology, and designing the 
digital part using an ultra-deep sub-micron purely digital 
CMOS technology. In this case, it will be only one signal (the 
output of the comparator) going from top-tier to second tier to 
inform the digital circuitry when to sample the TMC and TSC 
buses. 

Another important aspect of our solution is the reduction in 
computation requirements, power and area occupation, which 
appears when comparing the present work with the concept of 
frame-based off-chip real-time HDR video integrated 
solutions. The most important point to figure this out is to 
keep in mind that our system is able to provide a frame where 
pixels may have been captured as fast as only 2.34µs after 
reset and as slow as 8s after, with a granularity of 20ns (while 
Vref is constant in the first 15 temporal windows). Moreover, 
as the histogram is calculated concurrently to image 
download, the calculations for algorithm adaptation (levels per 
bin calculus, etc.) takes only 320ns, which is negligible when 
compared to frame time (only 0.04% of frame time for the 
fastest frame rate). In order to obtain such granularity and 
processing speed using multiple frame composition (which 
always requires downloading the whole image), one would 
need to capture, download, and compose images at 50,000,000 
fps. Moreover, it should be able to combine as much images as 
possible evaluations windows  16×128=448 frames in 
1/30fps=33ms in order to allow video rates. Clearly, the 
finally composed image will feature much more bits-per pixel 
that our solution, but, would it result in a more useful image? 
Probably not, in particular in applications such as those our 
chip is targeted to, where what it is pursued is to detect 
situations (like surveillance, automotive safety) and not to 

produce ultra-realistic scenes. In addition to that, working at 
this frame-rate would require: 1) very high-speed pixels, 
which penalize area and power due to the need to strengthen 
the in-pixel source follower, 2) very high-speed column-
parallel ADC, also penalizing area and power, 3) a very fast 
Image Sensor Processor (ISP) to combine an impressive 
amount of frames at video rates.  

VIII. CONCLUSIONS 

We have presented a 151dB (SNR1) image sensor that 
compresses the HDR scene in a 7-bits/pixel format using a 
self-adaptable Tone Mapping algorithm,  which is capable of 
working at video frame rates without producing ghosting 
artifacts in the presence of fast moving objects, neither 
producing gradients under pulsating light illumination. Pixels 
include auto-zeroing to diminish FPN, and SRAM cells to 
allow for very long exposure shots with focal-plane digital 
storage. A dark signal contribution mitigation scheme has 
been implemented to enhance the visual quality in dark areas. 
Global analog reference to the pixels is dynamically 
distributed to provide fast and precise operation. 

The main conclusion is that it is possible to execute an on-
the-fly in-pixel adaptive tone mapping (resulting in good 
quality images) at video frame rates, using an in-pixel 
architecture that creates an arbitrary illumination compression 
function depending on external references. 
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