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Abstract—A 24 Gb/s transmitter employs a digital linear equal-
izer and a 12 GS/s 8-bit digital-to-analog converter (DAC). Imple-
mented in a 90 nm CMOS technology, the transmitter can be pro-
grammed to support a variety of communication modes including
4-channel and 2-channel analog multi-tone (AMT), as well as var-
ious baseband (BB) modes ranging from 2 to 256 PAM. Selection of
the transmission mode is enabled through software programming
of the appropriate tap coefficients into the equalizer. The trans-
mitter dissipates 510 mW of power and is fabricated over an area
of 0.8 mm�. Experimental results confirm clear eye diagrams at 28
Gb/s.

Index Terms—Decision feedback equalizers, equalizers, fre-
quency division multiplexing, high-speed circuits, MIMO systems.

I. INTRODUCTION

M
ODERN high-speed electrical links enable transmission

of data at multi-gigabits per second between integrated

circuits. Examples of such links include the network routers

in the backbone of the internet, the interface between a con-

troller and multiple memory modules inside a personal com-

puter (PC), or the interface between the central and the graphics

processing units (CPU and GPU) inside a PC. In all these appli-

cations the communication media are copper traces on printed

circuit boards (PCB). Signal quality of such channels is dis-

torted by various loss mechanisms as well as reflections from

the impedance discontinuities in the signal path. The latter are

caused by the vias, stubs, and connectors necessary to route the

signal traces across PCB layers and multiple boards. Signal re-

flections caused by these discontinuities create resonance fre-

quencies and result in notches in the frequency response of the

link channels. Fig. 1(a) shows the frequency response of three

different channels used for backplane [see Fig. 1(b)], multi-drop

[see Fig. 1(c)], and chip-to-chip [see Fig. 1(d)] communications.
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Due to the tight constraints on the power consumption of

high-speed links and their extremely high operating rates, the

majority of the state-of-the-art links employ 2 PAM BB sig-

naling with relatively simple signal processing to compensate

for the dispersive nature of the channel [1], [2]. A state-of-

the-art BB link generally includes a discrete linear equalizer

at the transmitter to cancel precursor inter-symbol interference

(ISI), a linear peaking amplifier at the receiver front-end to in-

crease sensitivity and compensate for the magnitude distortion

of the channel, and a decision feedback equalizer (DFE) at the

receiver to cancel post-cursor ISI. Recently, links that addition-

ally utilize a low-resolution analog-to-digital converter (ADC)

and a digital feed-forward equalizer (FFE) at the receiver have

also been demonstrated [3]. Commercial links today generally

operate at data transfer rates of 6 to 12.5 Gb/s and power-ef-

ficiencies of less than 30 mW/Gb/s, while prototype systems

have achieved data rates of 20 Gb/s [4] or power efficiencies

of 2.2 mW/Gb/s [2].

A study of the limits of signaling in backplane links [5],

however, reveals that there is a large gap between the funda-

mental limits of signaling, commonly known as the Shannon ca-

pacity, and the limits achievable with BB signaling techniques.

In particular, inspection of the channel characteristics, shown

in Fig. 1, reveals that, in a class of applications, notches in

the frequency domain are part of the frequency response of the

link channels. It is well known in communication theory that

multi-tone (MT) signaling has the potential to achieve superior

performance over such channels compared to BB signaling by

better allocation of the transmit energy and avoiding wasting en-

ergy over the notch frequencies. MT signaling can therefore be

employed to potentially reduce the gap between current link per-

formances and the Shannon capacity in these applications. How-

ever, as it is usually the case in link environments, the real chal-

lenge lies in the implementation. Implementing conventional

MT techniques, like discrete multi-tone (DMT), which is widely

used in digital subscriber line (DSL) and wireless systems, is not

energy-efficient at the multi-gigabit per second operating rates

necessary for high-speed links [6]. This is because such MT

techniques require high-speed moderate-resolution ADCs at the

receiver and relatively sophisticated digital signal processing,

which significantly add to the total system power consumption.

We recently proposed an MT technique, called analog multi-

tone (AMT), which is customized to the link characteristics

and has the potential to achieve superior performance compared

to BB systems while being energy efficient in a link environ-

ment [7]. Similar to a BB link, an AMT link employs linear

transmit equalization and receive DFE to compensate for the

0018-9200/$25.00 © 2008 IEEE
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Fig. 1. (a) Channel characteristics in frequency domain. (b) An electrical link in a network router. (c) A multi-drop memory interface. (d) A CPU-GPU link.

effects of the band-limited channel. This paper describes the

design of a 24 Gb/s software programmable transmitter, imple-

mented in a 90 nm CMOS technology, which supports 4-channel

and 2-channel AMT as well as a variety of BB transmission

modes including 2 and 4 PAM. With 16 effective FFE taps,

10-bit tap coefficients, and no constraints on the dynamic range

of the taps, the transmitter has sufficient equalization capabili-

ties to enable the study of both AMT and BB transmission algo-

rithms over a wide range of environments and applications. In

other words, the transmitter is an extremely flexible test instru-

ment for high-speed link applications. The transmitter architec-

ture was originally described in [8].

Section II reviews the architecture of an AMT system and

its operation from both time domain and frequency domain

perspectives. With this understanding of the overall system,

Section III describes the architecture of the transmitter, and

measurement results follow in Section IV. The architecture of

the equalizer also enables compensation of analog distortions

caused by the mismatch in the paths of the on-chip time-inter-

leaved DAC through cyclic time-variant equalization. Section V

explains how this correction is done and also provides results

for the multi-PAM BB operation modes supported by the

transmitter.

II. ANALOG MULTI-TONE

In order to have an energy-efficient MT architecture at the

extremely high operation rates necessary for high-speed links,

a BB link can be extended into a bank of parallel links oper-

ating at different carrier frequencies. Fig. 2(a) shows a concep-

tual MT system based on this idea. Each sub-channel (the path

from an input at the transmitter to the corresponding output at

the receiver) in this figure can potentially have a bandwidth

of a few gigahertz and only a small number of sub-channels

may exist. This architecture is, however, difficult to implement

since fully integrated filters with sharp roll-off are not available.

Therefore, energy from one sub-channel will inevitably spill

over to the neighboring sub-channels, causing inter-channel in-

terference (ICI). ICI is similar to ISI in nature, with the excep-

tion that it represents interference from symbols from another

sub-channel. Therefore, as long as the transfer function from the

input of the interfering sub-channel to the output of the target

sub-channel does not change from sample to sample, i.e., as

long as the system is linear time invariant (LTI) in the discrete

domain, ICI can be cancelled in the same way as ISI; through

equalization.

For the system to be considered LTI in the discrete domain,

the following two constraints should be fulfilled:

1) all sub-channel symbol rates should be the same;

2) all carrier frequencies should be integer multiples of the

sub-channel symbol rate.

These two constraints will cause all carrier frequencies

to complete full cycles from one symbol to another. This

means that from the input sequences’ perspective the system

does not change from one cycle to another, and is there-

fore time-invariant in the discrete domain. However, ISI and

ICI cancellation in this multi-input–multi-output (MIMO)

system requires MIMO linear transmit equalization and MIMO

receive DFE [9]. Alternatively, it can be shown that as a

consequence of the two constraints imposed on the system,

for an -sub-channel system, the MIMO transmit equalizer,

the low-pass filters, and the mixers in the transmitter can be
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Fig. 2. (a) Conceptual multi-tone system with low-pass filters and mixers at the transmitter and receiver to create band-limited sub-channels. � � � � � � � are
input sequences. (b) AMT architecture with per-sub-channel linear � -times over-sampled equalizers at the transmitter, and mixer and integrate-and-dump at the
receiver.

replaced by -times1 over-sampled equalizers per sub-channel

[7]. An appropriate choice for the low-pass filter in the receiver

that leads to superior performance and can be implemented

reliably on chip is an integrate-and-dump circuit that integrates

over one sub-channel symbol period [10]. Fig. 2(b) shows the

finalized AMT architecture. In the architecture of Fig. 2(b),

each -times over-sampled equalizer can shape the transmis-

sion bandwidth (from dc to the Nyquist frequency) of the entire

system. Therefore, when all the sub-channel equalizers are

optimized simultaneously, they work together to cancel both

ISI and ICI at the same time.

From a time-domain perspective, the AMT system is a trans-

multiplexer operating based on the principle of perfect recon-

struction [11]. As an example, the time-domain waveforms of

a 2-channel AMT system are plotted in Fig. 3(a) to illustrate

this point further. In this example, the transmit equalizers are

2-times over-sampled 2-tap filters, a zero-order hold filter per-

forms discrete-to-analog conversion, the channel is assumed to

be ideal, and there is no MIMO DFE in the receiver. Contin-

uous time ISI and ICI patterns at the input to the samplers are

also shown along with the sampled sequences and . It can

be seen that even though the transmit equalizers are very short,

and consequently, significant energy overlap exists between the

1� -times with respect to sub-channel symbol rate. Assuming all sub-chan-
nels are 2 PAM, each sub-channel equalizer is operating at the overall data rate
of the link.

two sub-channels at the transmitter output, both the ISI and the

ICI are forced to zero at the sampling points at the receiver. As

a result, and are fully recovered at the sampler outputs

without any interference. However, the ISI and the ICI are not

necessarily zero at points other than the sampling point. This is

very similar to the operation of an equalized BB system where

a linear equalizer forces the ISI to zero (only) at the sampling

points.

Ignoring the MIMO DFE, for large number of sub-channels,

the AMT system shown in Fig. 2(b) is a very inefficient im-

plementation of a DMT system in which the IFFT operation at

the transmitter is performed using -times over-sampled equal-

izers. However, for a small number of sub-channels, the AMT

system is highly efficient and its performance is not limited by

cyclic prefix overhead [12]—a limiting factor in small-block-

size DMT systems. In fact, it can be shown that the equalization

complexity (and consequently equalization power) of the AMT

system is comparable to a BB system operating at the same

overall throughput. To demonstrate this point further, Fig. 3(b)

shows a 2-way parallelized 4-tap BB transmit equalizer and a

4-tap-per-channel 2-channel AMT equalizer. The BB and AMT

equalizers look structurally identical except that the taps in the

lower branch of the 2-way parallelized BB equalizer are con-

strained to be a shifted version of the upper branch. The taps

in the two branches of the AMT equalizer, on the other hand,

have more degrees of freedom and can take values indepen-
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Fig. 3. (a) Signal waveforms in an example 2-channel AMT system. Two-tap equalizers per sub-channel at the transmitter, ideal channel, and no DFE at the
receiver. Continuous-time ISI and ICI patterns are shown at the sampler inputs. (b) A 2-way parallelized 4-tap linear equalizer and a 2-channel 4-tap per channel
AMT equalizer.

dently.2 In other words, the AMT equalizer is a general form

of a BB equalizer. The additional degrees of freedom in the

AMT equalizer enable the AMT system to shape the transmit

spectrum better than a BB system. As a result, an AMT system

performs considerably better than a BB system over channels

with notches in their frequency response or in the presence of

frequency selective interference, where optimal shaping of the

transmit spectrum is crucial. Over smooth channels, however,

where both AMT and BB can achieve close to optimum transmit

power allocation, for the same transmit peak voltage, the AMT

system can put less signal energy on the line compared to a BB

system, because a MT signal in general has a higher peak-to-av-

erage power ratio (PAPR) than a single-tone signal. Therefore,

BB signaling may be optimal for signal transmission over these

kinds of channels.

Fig. 3(b) also indicates that an AMT transmitter can be built

to support BB signaling with very small overhead. Such a trans-

mitter can achieve the best performance over a very wide range

of channel characteristics using either AMT or BB transmission

depending on which one is optimal. Section VII describes this

type of transmitter designed to support 24 Gb/s in both AMT

and BB modes.

III. TRANSMITTER ARCHITECTURE

The 24 Gb/s transmitter, fabricated in a 90 nm CMOS tech-

nology, includes an on-chip pattern generator (PG), a linear

2Same complexity (power) argument applies to the MIMO DFE in the re-
ceiver of the AMT system as well, and the argument is independent of whether
FFE and DFE are implemented in digital domain or as pseudo-DAC current
mode equalizers.

equalizer, and a DAC. The design of the equalizer in the dig-

ital domain, with 16 10-bit full-range taps, makes the trans-

mitter a platform with sufficient flexibility to enable evaluation

of different transmission algorithms in different environments.

Fig. 4(a) shows the top level block diagram of the transmitter.

The PG creates 24 Gb/s of pseudo-random (PN) binary data

for the system in the form of four (2-way parallelized) 3 GS/s

4 PAM (or 2 PAM) sequences. The 16-tap linear equalizer is

parallelized four ways with each parallel branch allowed to take

independent tap values. This way the transmitter can be con-

figured to support 4-channel and 2-channel AMT, as well as

multi-PAM BB signal transmission ranging from 2 to 256 PAM.

Each parallel branch of the equalizer is 2-way parallelized to op-

erate with a 1.5 GHz clock and receives a 4 PAM (or 2 PAM) se-

quence as input. A thermometer encoder, included at the output

stage of the equalizer, converts the three most significant bits

of the output to unary code. An on-chip 8-bit 12 GS/s 2-way

output multiplexed current-mode DAC converts the digital out-

puts to an analog signal and directly drives the 50- chip output.

Fig. 4(b) shows the clock network of the transmitter. The

system uses an external 12-GHz reference signal along with

CML frequency dividers to minimize the impact of clock jitter

and achieve optimum duty cycle for the synchronizing half-rate

clock. The 6 GHz half-rate clock is further divided on-chip to

create the 3 GHz clock required for the DAC, and the 1.5 GHz

clock required for the digital equalizer and the PG. A phase in-

terpolator and a phase detector are placed at the interface be-

tween the DAC and the equalizer to ensure the two circuits have

independent clock distribution networks without potential setup
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Fig. 4. (a) Transmitter block diagram. (b) Transmitter clock network. Black dots in the equalizer indicate the placement of the clock drivers. A phase interpolator
(PI) shifts the phase of the input clock to the transmitter based on information from a phase detector (PD). The phase detector samples a 1.5 GHz clock that branches
off from a leaf of the equalizer’s clock grid with the 3 GHz input clock to the DAC.

and hold violations at their common interface. The phase de-

tector samples a 1.5 GHz clock that branches off from the equal-

izer network with the 3 GHz in-phase clock and provides infor-

mation on the phase alignment of the two clocks. The phase in-

terpolator is programmed offline based on this information. The

1.5 GHz clock distribution inside the equalizer is in the form

of an 8-mesh with the clock being routed from the sides toward

the center, in the direction of the data flow [see Fig. 5(a)]. The

PG block, implemented with standard library cells following a

full ASIC flow, operates with a 375 MHz clock, with the ex-

ception of a small block of serializers at the output stage which

operate with a 1.5 GHz clock. The 1.5 GHz clock for the PG

also branches off from the equalizer network, and the 1.5 GHz

clock distribution latency in the PG is included in the critical

path of the data interface between the equalizer and the PG.

The equivalent functionality of the equalizer is a 16-tap FIR

filter with 10-bit tap coefficients and 2-bit (4 PAM) inputs op-

erating at 12 GS/s. Fig. 5(a) shows the datapath of one phase of

the 4-phase equalizer. The relative placement of the blocks is

chosen to minimize power dissipation in the long wires. In one

phase, 16 10-bit by 2-bit multiplications are performed and the

results are summed in one 3 GHz cycle. For multiplications, the

10-bit values of W and 3 W (where W is an equalizer tap coef-

ficient) are stored in flip-flops and a 4:1 multiplexer selects the

correct multiplication output ( W or 3 W) based on the 2-bit

data input. The flip-flops storing the tap coefficients do not dis-

sipate any active power and only impose a small area overhead.

Additions are performed with three stages of 4:2 compressor

units and a final pseudo Kogge–Stone adder. In this design, the

compressor architecture proposed in [14] was used, except that

parts of the logic were duplicated to create true and complemen-

tary outputs in parallel to reduce the total number of logic stages

in the critical path (see Fig. 6). Optimizing the compressors to

meet a 3.0 GHz cycle time would lead to larger area and higher

power consumption than a 2-way parallelized architecture to

meet a 1.5 GHz cycle. Consequently, the design was 2-way par-

allelized to operate with a 1.5 GHz clock and each compression

was placed in a separate pipeline stage. Overall, the equalizer

has five stages of pipelining, with flip-flops placed before every

compressor, before the final adder and before the thermometer

encoder. A final 2:1 multiplexer that converts the 1.5 GHz odd

and even outputs to a 3.0 GHz output is placed after the ther-

mometer encoder and precedes the long output wires. The ther-

mometer encoder was sized to settle in a 3.0 GHz cycle to reduce

the transient power dissipated on the long output wires.

The equalizer is implemented in static logic and transistor

sizing of the building components is fully custom. However,

these building components are further characterized as stan-

dard cells to enable the automation of the design using a com-

bination of several commercial ASIC design tools, including a

synthesis and a place and route (P&R) tool, in addition to an

in-house hierarchical MATLAB placement tool. The MATLAB
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Fig. 5. (a) Datapath of one phase of the equalizer consisting of three stages of 4:2 compression, a pseudo Kogge–Stone adder and a thermometer encoder. Each
block is 2-way parallelized and a 2:1 multiplexer (serializers) is included in the thermometer encoder. (b) Equalizer floorplan in the Matlab placement tool. Large
rectangles on the sides are areas where low-speed flip-flops holding equalizer tap coefficients are placed by the P&R tool. Large rectangles in the middle column
are areas where the adder and the thermometer encoder are placed by the P&R tool. The small isolated blocks in the middle row are latches, implementing the shift
registers for the input data sequence. �- and � -axes show actual sizes in microns.

tool interacts with the P&R tool to place high-speed components

at exact desired locations. Fig. 5(b) shows the complete floor-

plan of the equalizer. Routing is fully handled by the P&R tool

and verification is performed with commercial Static Timing

Analysis tools. The overall flow has a precision close to a full

custom design while utilizing the vast automation and verifica-

tion capabilities of the commercial ASIC design tools [17]. The

equalizer was designed to meet the 24 Gb/s specification in the

SS/125 /0.95 V corner. Correct operation was observed in the

lab at room temperature and nominal supply at 29 Gb/s before

the clocking circuitry start to break.

In order to achieve superior linearity and higher operation

speeds, data multiplexing and current switching are combined

within the same circuit inside the DAC cell. The 6-GHz syn-

chronizing clock signal utilizes CML swings to avoid device

stress in presence of a 1.8-V termination voltage. Calibration is

performed so that the multiplexing 6-GHz clock is centered with

respect to the data bits. The calibration process consists of two

steps. In the first step, two binary phase detectors identify the

zero crossings of the 6 GHz clock with respect to the two 6 Gb/s

LSB signals. Consequently, a fixed phase offset is added to the

data bits. The circuit utilizes inductive techniques to increase the

clock driver and the output termination bandwidths. The design

of the DAC is described in [13]. The circuit can achieve higher

operation speeds if the clock dividers and the 6-GHz driver are

redesigned to achieve an even higher bandwidth.

IV. MEASURED TRANSMITTER PERFORMANCE

Fig. 7 shows the measured eye diagrams in different opera-

tion modes. The three figures to the left show the eye diagrams

captured on an equivalent-time scope when the transmitter is op-

erating in BB mode. In AMT mode, the eye diagrams can only

be drawn after mixing and integration at the receiver. Since an

AMT receiver was not available, the analog signal at the output

of the transmitter was sampled with a scope and mixing and

integration was performed in MATLAB to generate the eyes.
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Fig. 6. 4:2 compressor schematic. The critical path is from X1 to CO.

Fig. 7. (a) Eye diagrams measured on a scope when the transmitter is operating in baseband mode: unequalized 2 PAM at 12 Gb/s (left), equalized 2 PAM at
12 Gb/s (middle), and equalized 4 PAM at 24 Gb/s. (b) Eye diagrams measured at the transmitter output with a scope and post-processed in Matlab (mixing and
integration per channel—no DFE) when the transmitter is operating in 4-channel 18 Gb/s AMT mode.

Fig. 7(b) shows the four eye diagrams corresponding to the four

sub-channels when the transmitter operates in 4-channel AMT

mode. Two of the sub-channels are operating in 4 PAM mode

and the other two in 2 PAM mode for an aggregate data rate of

18 Gb/s. The two 2 PAM sub-channels can also be programmed

to operate in 4 PAM mode.

For the eye diagrams shown in Fig. 7, the communication

channel consists of the chip plastic package, 2 inches of dif-

ferential traces on the PCB, 3 ft of cable, and the front-end of

the scope. The overall pulse response of the channel exhibits

14 dB of attenuation at 6 GHz. Optimum equalizer tap coef-

ficients are calculated offline using the analytical optimization

framework described in [7] such that the receiver achieves BER

of 10 with minimum required transmit swing. The taps are

subsequently scaled such that transmit voltage swing is 1.6 V .

Measured 3 dB bandwidth of the DAC with respect to an ideal

zero-order-hold pulse is at 7.1 GHz. Maximum measured In-

tegral Nonlinearity (INL) and Differential Nonlinearity (DNL)

are 0.31 and 0.28 LSB, respectively. Measured signal to noise

and distortion ratio (SNDR) and spurious free dynamic range

(SFDR) using single tones are 41 and 51 dB, respectively, at

(a) (b)
Fig. 8. (a) Chip micrograph. (b) Performance summary.

750 MHz and 32.5 and 35 dB, respectively, at 1.5 GHz. Mea-

sured wideband linear signal to distortion ratio (SDR) [16] of

the DAC is 32 dB.
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Fig. 9. (a) Multi-drop configuration. (b) Measured frequency response of a three-drop 16 in FR4 trace. (c) Eye diagrams based on measured data when only two
2 PAM, 2.3 GS/s sub-channels are used. Total throughput is 4.6 Gb/s. (d) Block diagram of the receiver simulated in MATLAB to generate the eyes.

Fig. 10. (a) 8 PAM symbol decomposition to a 4 PAM and a 2 PAM symbol. (b) Transmitter configured in 8 PAM mode (only six taps per phase shown). (c) Eye
diagram on a scope in 8 PAM, 36 Gb/s mode.

Fig. 8(a) shows the chip micrograph. The main measured

characteristics are included in Fig. 8(b). At nominal oper-

ating rate, the entire transmitter has an energy efficiency of

21 mW/Gb/s. Clear eyes can be seen in the lab at 28 Gb/s at

nominal supply voltage and room temperature.

AMT can particularly improve the performance of high-speed

links where stubs dominate the channel characteristic. Fig. 9(a),

for example, shows a configuration where multiple devices

(for example memory modules) are connected to two CPUs.

In this application, when the two CPUs communicate, other

modules connected to the trace act as reflection generators and

create notches in the frequency response of the communication

channel. However, notch frequencies are directly related to the

length and the impedance of the stubs, and it is possible to tune

these parameters to ensure that all reflections from different

stubs resonate at the same frequencies [15]. Stubs are waveg-

uides and waveguides have periodic frequency responses. As a

result, in these applications, when a notch occurs at a certain

frequency, other notches appear at odd harmonics of the first

notch frequency. Equally-spaced notch frequencies are ideal

for AMT, because in an AMT system all sub-channels have

equal symbol-rates, and consequently, the same bandwidths.
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Fig. 11. (a) Measured pulse responses of the 4 phases of the DAC. (b) LTI
equalized BB 4 PAM 28 Gb/s eyes on a scope. (b) Cyclically time-variant equal-
ized BB 4 PAM 28 Gb/s eyes on a scope.

Fig. 9(b) shows the measured frequency response of a 3-stub

16 in FR4 trace. The first notch frequency is slightly above

1 GHz. A property of AMT, and the implemented transmitter

in particular, is that the entire frequency response of the system

can be scaled by changing a single clock frequency. In this case

in order to place the 3 dB bandwidth of the BB sub-channel

around 1.1 GHz, the input clock frequency to the transmitter is

reduced from 12 to 9.2 GHz. Fig. 9(c) shows the measured eye

diagrams when only two of the sub-channels are used in 2 PAM

mode for an aggregate data-rate of 4.6 Gb/s. Again the receiver

[see Fig. 9(d)] is implemented in MATLAB to post process

measured data at the output of the channel. If the transmitter is

configured in 2 PAM BB mode over the same channel, no open

eyes can be observed on the scope beyond 2.6 Gb/s.

V. OTHER TRANSMITTER OPERATION MODES

The degrees of freedom available in the transmitter enable

supporting more complex multi-PAM (for example 8 PAM) BB

modulations. In addition the freedom in choosing the tap coeffi-

cients for different branches of the parallelized equalizer enables

digital compensation of the analog distortions through cyclic

time-variant equalization. These modes are briefly described in

this section.

A. Multi-PAM Operation

By programming the correct tap coefficients to the equal-

izer, the transmitter can support signal transmission in 2 -PAM

mode. Operation in 8 PAM, for example, is en-

abled based on the observation that an 8 PAM sequence can

be decomposed to the summation of a 4 PAM sequence and a

2 PAM sequence as shown in Fig. 10(a). Fig. 10(b) shows the

transmitter configured to operate in 8 PAM mode, as a 2-way

parallelized system where each of the parallel branches con-

sists of two branches which together generate an equalized 8

PAM output. In this mode the transmitter can only support up

to 18 Gb/s of uncorrelated data since two of the branches are

operating in 2 PAM mode instead of 4 PAM. However, in order

to show the operating limits of the analog circuits in the trans-

mitter, some of the equalizer taps were used to delay the input

sequence for a few cycles and add it back to itself. This effec-

tively doubles the throughput by creating a virtual source with a

weakly correlated sequence. As long as the delay is larger than

the delay spread of the pulse response of the channel, such corre-

lation has negligible effect on the eye diagrams. Fig. 10(c) shows

that discernible, although perhaps too small to be practical, eyes

observed on the scope at 36 Gb/s in 8 PAM mode. Similar ideas

can be applied to program the transmitter in higher multi-PAM

BB modes as well as 2-channel AMT with 6 GS/s (12 Gb/s)

sub-channels.

B. Linear Cyclic Time-Variant Equalization

The transmitter also supports cyclic time-variant equaliza-

tion. This mode is useful for applications utilizing wide-band

interleaved data converters, where the response from the input

to the output may be different from time to time due to the mis-

match between the interleaved paths. For example, in the trans-

mitter described in this paper, four different paths can be iden-

tified from the input of the DAC to its output. Fig. 11(a) shows

the estimated pulse responses for these four paths. It can be seen

that one path is visibly different from the other three. This differ-

ence in the responses makes the system cyclically time-variant

rather than time-invariant. Therefore, as long as the system is

treated like an LTI system, the time-variant nature manifests it-

self as analog distortion. Fig. 11(b) shows the measured eye di-

agrams when the transmitter is operating in BB 4 PAM 28 Gb/s

mode, and LTI equalization is performed. Measured signal to

interference and distortion ratio (SIDR) at the middle of the eye

is 26 dB. However, if the four phases of the 4-way parallelized

equalizer in the transmitter are programmed independently to

perform cyclic time-variant equalization [16], measured SIDR

improves to 31 dB [see Fig. 11(c)], which indicates at least 5 dB

of the distortion is related to the mismatch.3

VI. CONCLUSION

A software programmable transmitter can be implemented by

parallelizing a conventional FIR filter and letting each of the

parallel branches to be programmed independently. The archi-

tecture of the transmitter enables supporting bandwidth scalable

AMT and 2 -PAM BB transmission. In addition, the degrees of

freedom available in an AMT system and in the transmitter in

particular, enable cyclic time-variant equalization to compen-

sate for analog distortions of the system. The additional degrees

of freedom come at a small cost, since the additional equalizer

tap values which are needed only add a small additional area to

the chip, but do not increase the active power.
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