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Abstract—A digital compensation method and key circuits
are presented that allow fractional-N synthesizers to be modu-
lated at data rates greatly exceeding their bandwidth. Using this
technique, a 1.8-GHz transmitter capable of digital frequency
modulation at 2.5 Mb/s can be achieved with only two compo-
nents: a frequency synthesizer and a digital transmit filter.

A prototype transmitter was constructed to provide proof
of concept of the method; its primary component is a custom
fractional-N synthesizer fabricated in a 0.6-�m CMOS process
that consumes 27 mW. Key circuits on the custom IC are an on-
chip loop filter that requires no tuning or external components, a
digital MASH �–� modulator that achieves low power operation
through pipelining, and an asynchronous, 64-modulus divider
(prescaler). Measurements from the prototype indicate that it
meets performance requirements of the digital enhanced cordless
telecommunications (DECT) standard.

Index Terms—Compensation, continuous phase modulation,
digital radio, frequency modulation, frequency shift keying, fre-
quency synthesizers, phase locked loops, sigma–delta modulation,
transmitters.

I. INTRODUCTION

T HE use of wireless products has been rapidly increasing
the last few years, and there has been worldwide develop-

ment of new systems to meet the needs of this growing market.
As a result, new radio architectures and circuit techniques are
being actively sought that achieve high levels of integration
and low power operation while still meeting the stringent
performance requirements of today’s radio systems. Our focus
is on the transmitter portion of this effort, with the objective of
achieving over 1-Mb/s data rate using frequency modulation.

To achieve the goals of low power and high integration,
it seems appropriate to develop a transmitter architecture
that consists of the minimal topology that accomplishes the
required functionality. All digital, narrowband radio transmit-
ters that are spectrally efficient require two operations to be
performed. The baseband modulation data must be filtered to
limit the extent of its spectrum, and the resulting signal must
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Fig. 1. Methods of frequency modulation upconversion: (a) mixer based, (b)
direct modulation of VCO, and (c) indirect modulation of VCO.

be translated to a desired RF band. This paper will focus on
the issue of frequency translation, which can be accomplished
in at least three different ways for frequency modulation. As
illustrated in Fig. 1, the modulation signal can be (a) multiplied
by a local oscillator (LO) frequency using a mixer, (b) fed into
the input of a voltage controlled oscillator (VCO), or (c) fed
into the input of a frequency synthesizer.

Approach (a) can theoretically be accomplished with either
a heterodyne or homodyne approach. The heterodyne approach
offers excellent radio performance but carries a high cost
in implementation due to the current inability to integrate
the high- , low-noise, low-distortion bandpass filters required
at intermediate frequencies (IF) [1]. As a result, the direct
conversion approach has recently grown in popularity [2]–[4].
In this case, two mixers and baseband A/D converters are
required to form in-phase/quadrature (I/Q) channels and a
frequency synthesizer to obtain an accurate carrier frequency.

Approach (b) is referred to as direct modulation of a VCO
and has appeared in designs for the digital enhanced cordless
telecommunications (DECT) standard [5], [6]. A frequency
synthesizer is used to achieve an accurate frequency setting
and then disconnected so that modulation can be fed into the
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VCO unperturbed by its dynamics. This technique allows a sig-
nificant reduction in components; no mixers are required since
the VCO performs the frequency translation, and only one D/A
converter is required to produce the modulation signal. Power
savings are thus achieved, as demonstrated by the fact that
the design in [5] appears to consume nearly half the power
of the mixer based designs in [2]–[4]. Unfortunately, since
the synthesizer is inactive during modulation, the nominal
frequency setting of the VCO tends to drift as a result of
leakage currents. In addition, undesired perturbations, such
as the turn-on transient of the power amp, can dramatically
shift the output frequency. As stated in [6], the isolation
requirements for this method exclude the possibility of a one-
chip solution. Therefore, while the approach offers a significant
advantage in terms of power dissipation, the goal of high
integration is lost.

Finally, approach (c) can be viewed asindirect modulation
of the VCO through appropriate control of a frequency syn-
thesizer that sets the VCO frequency and yields the simplest
transmitter solution of those presented. The synthesizer has a
digital input which allows elimination of the D/A converter
that is required when directly modulating the VCO. Since the
synthesizer controls the VCO during modulation, the problem
of frequency drift during modulation is eliminated. Also,
isolation requirements at the VCO input are greatly reduced at
frequencies within the PLL bandwidth. The primary obstacle
faced with this architecture is that a severe constraint is placed
on the maximum achievable data rate due to the reliance on
feedback dynamics to perform modulation.

This paper presents a compensation method and key circuits
that allow modulation of a frequency synthesizer at rates that
are over an order of magnitude faster than its bandwidth.
Application of the technique allows a high data rate (1 Mb/s)
transmitter with good spectral efficiency to be realized with
only two components: a frequency synthesizer and a digital
transmit filter. By avoiding additional components such as
mixers and D/A converters in the modulation path, a low
power transmitter architecture is achieved. Since off-chip fil-
ters are not required, high integration is accomplished as well.
The technique can be used in transmitter applications where
frequency modulation is desired, and a moderate tolerance is
allowed on the modulation index. (When using compensation,
the accuracy of the modulation index, which is defined as the
ratio of the peak-to-peak frequency deviation of the transmitter
output to its data rate, is limited by variations in the open-
loop gain of the PLL [7].) To provide proof of concept of the
technique, we present results from a 1.8-GHz prototype that
supports Gaussian frequency shift keying (GFSK) modulation,
the same modulation method used in DECT, at data rates in
excess of 2.5 Mb/s.

We begin by reviewing a fractional- synthesizer method
presented in [8]–[11] that provides a convenient structure with
which to apply the technique. It is shown that high data rates
and good noise performance are difficult to achieve with this
topology. A method is proposed to overcome these problems,
followed by discussion of issues that ensue from its use. A
description of key circuits in the prototype is then given,
which include an on-chip loop filter, a 64-modulus divider,

Fig. 2. A spectrally efficient, fractional-N modulator.

and a pipelined, digital – modulator. Finally, experimental
results are presented and conclusions made.

II. BACKGROUND

The fractional- approach to frequency synthesis enables
fast dynamics to be achieved within the phase-locked loop
(PLL) by allowing a high reference frequency [8]; a very
useful benefit when attempting to modulate the synthesizer.
High resolution is achieved with this approach by allowing
noninteger divide values to be realized through dithering; it
has been shown that low spurious noise can be obtained by
using a high-order – modulator to perform this operation
[8], [10], [11]. This approach leads to a simple synthesizer
structure that is primarily digital in nature, and is referred to
as a fractional- synthesizer with noise shaping.

Using this fractional- approach, it is straightforward to
realize a transmitter that performs phase/frequency modula-
tion in a continuous manner by direct modulation of the
synthesizer. Fig. 2 illustrates a simple transmitter capable of
Gaussian minimum shift keying (GMSK) modulation [9]. The
binary data stream is first convolved with a digital finite
impulse response (FIR) filter that has a Gaussian shape.
(Physical implementation of this filter can be accomplished
with a ROM whose address lines are controlled by consecutive
samples of the data and time information generated by a
counter.) The digital output of this filter is then summed with
a nominal divide value and fed into the input of a digital

– converter, the output of which controls the instantaneous
divide value of the PLL. The nominal divide value sets the
carrier frequency, and variation of the divide value causes
the output frequency to be modulated according to the input
data. Assuming that the PLL dynamics have sufficiently high
bandwidth, the characteristics of the modulation waveform
are determined primarily by the digital FIR filter and thus
accurately set.

Fig. 3 depicts a linearized model of the synthesizer dynam-
ics in the frequency domain. The digital transmit filter confines
the modulation data to low frequencies, the– modulator
adds quantization noise that is shaped to high frequencies, and
the PLL acts as a low-pass filter that passes the input but
attenuates the – quantization noise. In the figure, is
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Fig. 3. Linearized model of fractional-N modulator.

calculated as

(1)

where and are the loop filter transfer func-
tion, the VCO gain (in Hz/V), and the nominal divide value,
respectively. (See [7] for modeling details.) An analogy be-
tween the fractional- modulator and a – D/A converter
can be made by treating the output frequency of the PLL as
an analog voltage.

A key issue in the system is that the– modulator adds
quantization noise at high frequency offsets from the carrier.
In general, the noise requirements for a transmitter are very
strict in this range to avoid interfering with users in adjacent
channels. In the case of the DECT standard, the phase noise
density can be no higher than131 dBc/Hz at a 5-MHz
offset [6]. Noise at low frequency offsets is less critical for
a transmitter and need only be below the modulation signal
by enough margin to insure an adequate signal-to-noise ratio.

Sufficient reduction of the – quantization noise can be
accomplished through proper choice of the– sample rate,
which is assumed to be equal to the reference frequency, and
the PLL transfer function, (Note that this problem is
analogous to that encountered in the design of– D/A
converters, except that the noise spectral density at high fre-
quencies, rather than the overall signal-to-noise ratio, is the key
parameter.) One way of achieving a low spectral density for
the noise is to use a high sample rate for the– so that the
quantization noise is distributed over a wide frequency range
and its spectral density reduced. Alternatively, the attenuation
offered by can be increased; this is accomplished by
decreasing its cutoff frequency, , or increasing its order,

Unfortunately, a low value of carries a penalty of lower-
ing the achievable data rate of the transmitter. This fact can be
observed from Fig. 3; the modulation data must pass through
the dynamics of the PLL so that its bandwidth is restricted by
that of Given this constraint, the achievement of low
noise must be achieved through proper setting of the–
sample rate and PLL order.

It is worthwhile to quantify required values of these param-
eters for a given data rate and noise specification. To do so,
we first choose to be a Butterworth response of order

The above expression is chosen for the sake of simplicity in
calculations; other filter responses could certainly be imple-
mented. The spectral density of the noise at the transmitter

Fig. 4. Achievable data rates versus PLL order and�–� sample rate when
noise from�–� is �136 dBc/Hz at 5 MHz offset.

output due to quantization noise is expressed as

(2)

where is the – sample period, and a multistage (MASH)
structure [12] of order is assumed for the modulator. By
choosing the order of the MASH – to be the same as
the order of , the rolloff of (2) and the VCO noise are
matched at high frequencies (20 dB/dec). Fig. 4 displays the
resulting parameters at different data rates; these values were
calculated by setting (2) to 136 dBc/Hz at 5 MHz and the
ratio to 0.7, where is the data rate. (The noise
specification was chosen to achieve less than131 dBc/Hz at
5 MHz offset after adding in VCO phase noise.)

The figure reveals that the achievement of high data rates
and low noise must come at the cost of power dissipation
and complexity when attempting direct modulation of the
synthesizer. In particular, the power consumed by the digital
circuitry is increased at a high – sample rate by virtue
of the increased clock rate of the– modulator and the
digital FIR filter, The power consumed by the
analog section is increased for high values of PLL order since
additional poles and zeros must be implemented. This issue is
aggravated by the need to set these additional time constants
with high accuracy in order to avoid stability problems in the
PLL. If tuning circuits are used to achieve such accuracy [13],
spurious noise problems can also be an issue.

III. PROPOSEDMETHOD

The obstacles of high data rate modulation discussed above
are greatly mitigated if the modulation bandwidth is allowed
to exceed that of the PLL. In this case, the bandwidth of
can be set sufficiently low that an excessively high PLL order
or reference frequency is not necessary to achieve the required
noise performance. Fig. 5 illustrates the proposed method that
achieves this goal. By cascading a compensation filter, ,
with the digital FIR filter, the transfer function seen by the
modulation data can be made flat by setting
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Fig. 5. Proposed compensation method.

This new filter is simple to implement in a digital manner—by
combining it with the FIR filter, we need only alter the ROM
storage values. In fact, savings in area and power of the ROM
can be achieved over the uncompensated method since the
number of time samples that need to be stored are dramatically
reduced [7].

To illustrate the technique, we consider the case where
is chosen to implement GFSK modulation with
as used in the DECT standard, and is second

order. Under these assumptions, the time domain version of
is described as samples of

(3)

where “ ” is the convolution operator, is the – sample
period, is the period of the data stream, and
equals for and zero elsewhere. Since

is the inverse of , we write

(4)

In the time domain, the digital compensated FIR filter is
then calculated by taking samples of the expression

(5)
For described in (3), these derivatives are well defined
and can be calculated analytically. A final form is derived by
substituting (3) into (5) to yield

(6)

A. Achievable Data Rates

Equation (6) reveals that the signal swing of increases
in proportion to for large values of
Since is the ratio of the modulation data rate to
the bandwidth of the PLL, we see that high data rates lead
to large signal swings of the modulation signal when using
compensation. Intuitively, this behavior makes sense since the
attenuation of must be overcome by the compensated

TABLE I
THEORETICALLY ACHIEVABLE DATA RATES

USING COMPENSATION FORSECOND-ORDER PLL

Fig. 6. The effect of mismatch.

signal. If the order of is increased to the resulting
signal swings will be amplified according to

The achievable data rates using compensation are limited by
the ability of the PLL to accommodate this increased signal
swing. PLL components that are particularly affected are the

– modulator, the divider, and the charge pump. Assuming
an appropriate multibit – structure and multimodulus di-
vider topology are used, the bottleneck in dynamic range will
be set by the limited duty cycle range of the charge pump.

Table I displays the achievable data rates at different–
sample rates using compensation; the noise specification was
identical to that used to generate Fig. 4. In light of the signal
swing limitation and our goal of simplicity, we have restricted
our attention to second-order PLL dynamics. Calculations were
based on the assumption that the duty cycle of the charge pump
is limited only by its transient response, which was assumed
to be 5 ns. Comparison of this information with Fig. 4 reveals
that compensation allows high data rates to be achieved with
relatively low power and complexity. In the actual prototype,
data rates as high as 2.85 Mb/s are achieved with a second-
order PLL with kHz, and a – sample rate of
20 MHz.

B. Matching Issues

In practice, mismatch will occur between the compensation
filter and PLL dynamics. While the compensation filter is
digital and therefore fixed, the PLL dynamics are analog in
nature and sensitive to process and temperature variations.
Fig. 6 illustrates that a parasitic pole/zero pair occurs when
the bandwidth of the PLL is too high; a similar situation
occurs when its bandwidth is too low. As will be seen in the
results sections, the parasitic pole/zero pair causes intersymbol
interference (ISI) and modulation deviation error. To mitigate
this problem in the prototype, an on-chip loop filter with
accurate time constants was implemented, and open-loop gain
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Fig. 7. Prototype system.

control was used to accurately place the overall pole and zero
positions of the PLL transfer function.

An additional issue related to be mismatch arises from prac-
tical concerns in the PLL implementation. The achievement
of a large dynamic range in the charge pump is aided by
including an integrator in the loop filter (see Section IV-B2),
which yields an overall PLL transfer function as

(7)

A parasitic pole/zero pair, and , is now added that occurs
well below in frequency. Unfortunately, taking the inverse
of (7) leads to a compensation filter that is IIR in nature and
cannot be implemented with a ROM. To avoid such difficulties,
we can ignore the parasitic pole/zero pair and use as
described in (4). The resulting ISI is negligible sinceand

are close to each other and low in value. However, the
digital compensation filter must be modified to be samples of

to accommodate the increased gain of at
frequencies greater than

IV. I MPLEMENTATION

To show proof of concept of the proposed compensation
method, the system depicted in Fig. 7 was built using a
custom CMOS fractional- synthesizer that contains several
key circuits. Included are an on-chip, continuous-time filter
that requires no tuning or external components, a digital
MASH – modulator with six output bits that achieves
low power operation through pipelining, and a 64-modulus
divider that supports any divide value between 32 and 63.5
in half cycle increments. An external divide-by-two prescaler
is used so that the CMOS divider input operates at half the
VCO frequency, which modifies the range of divide values to
include all integers between 64 and 127.

Fig. 8. Die photo.

TABLE II
POWER DISSIPATION OF IC CIRCUITS

Fig. 8 displays a die photograph of the custom IC, which
was fabricated in a 0.6-m, double-poly, double-metal, CMOS
process with threshold voltages of V and

V. The entire die is 3 mm by 3 mm, and its power
dissipation is 27 mW. Table II lists the power consumed by
individual circuits. The power supply values given in Table
II were chosen to be as low as possible to minimize power
dissipation; at the cost of higher power dissipation, all circuits
could be powered by a single 3.3-V supply.
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Fig. 9. An asynchronous, eight-modulus divider topology.

The 64-modulus divider and six-output-bit– modulator
provide a dynamic range for the compensated modulation
data that is wide enough to support data rates in excess of
2.5 Mb/s. The on-chip loop filter allows an accurate PLL
transfer function to be achieved by tuning just one PLL
parameter—the open-loop gain. A brief overview of each of
these components is now presented.

A. Divider

To achieve a low-power design, it is desirable to use an
asynchronous divider structure to minimize the amount of
circuitry operating at high frequencies. As such, a multimod-
ulus divider structure was designed that consists of cascaded
divide-by-2/3 sections [14]; this architecture is an extension of
the common dual-modulus topology [15]. The eight-modulus
example in Fig. 9 shows the proposed structure which allows
a wide range of divide values to be achieved by allowing a
variable number of input cycles to be “swallowed” per output
cycle. Each divide-by-2/3 stage normally divides its input by
two in frequency, but will swallow an extra cycle perOUT
period when its control input, , is set to one. As shown
for the case where all control bits are set to one, the number
of IN cycles swallowed perOUT period is binary weighted
according to the stage position. For instance, setting
causes one cycle ofIN to be swallowed, while setting
causes four cycles ofIN to be swallowed. Proper selection of

allows any integer divide value between 8 and 15
to be achieved.

The 64-modulus divider that was developed for the proto-
type system uses a similar principle to that discussed above,
but has a modified first stage to achieve high-speed operation.
Specifically, the implemented architecture consists of a high-
speed divide-by-4/5/6/7 state machine followed by a cascaded
chain of divide-by-2/3 state machines as illustrated in Fig. 10.
The divide-by-4/5/6/7 stage accomplishes cycle swallowing
by shifting between four phases of a divide-by-two circuit.
Each of the four phases is staggered by oneIN cycle, which
allows single cycle pulse swallowing resolution despite the fact
that two cascaded divide-by-two structures are used; details of
this approach are discussed at length in [7]. The important
point to make about the phase shifting approach, which is

Fig. 10. An asynchronous, 64-modulus divider implementation.

Fig. 11. PFD, charge pump, and loop filter.

also advocated in [15], is that it allows a minimal number of
components to operate at high frequencies—the first two stages
are simply divide-by-two circuits, not state machines. Also, the
fact that control signals are not fed into the first divide-by-two
circuit allows it to be placed off-chip in the prototype.

B. Analog Section

The achievement of accurate PLL dynamics is accomplished
in the prototype system with the variable gain loop filter
topology depicted in Fig. 11. The input to the filter is the
instantaneous phase error between the reference frequency and
divider output and is manifested as the deviation of the phase
frequency detector (PFD) output duty cycle from its nominal
value of 50%. As modulation data is applied, the duty cycle
is swept across a range of values; the shaded region in the
figure corresponds to the deviation that occurs when GFSK
modulation at 2.5 Mb/s is applied. A 50% nominal duty cycle
is desired to avoid the dead-zone of the PFD and thus reduce
distortion of the modulation signal. The prototype used a PFD
design from [16] to achieve this characteristic.

To produce a signal that is a filtered version of the phase
error, the output of the PFD is converted to complementary
current waveforms by a charge pump before being sent into
the inputs of an on-chip loop filter. The conversion to current
allows the filtering operation to be performed without resistors
and also provides a convenient means of performing gain
control of the resulting transfer function. An integrator is
included in the loop filter which forces the average current
from the charge pump to be zero and the nominal duty cycle
to be, ideally, 50% when the PLL is locked.

A PFD design with 50% nominal duty cycle is seldom used
in PLL circuits due to power consumption and spurious noise
issues—the charge pump is always driving current into the
loop filter under such conditions, and spurs at multiples of
the reference frequency are produced due to the square wave
output of the PFD. Fortunately, these problems are greatly
mitigated in the prototype transmitter since the charge pump
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Fig. 12. Loop filter implementation.

output current is very small (at its largest setting, it toggles
between 3.5 and 3.5 A), and the loop filter bandwidth is
very low (84 kHz) in comparison to the reference frequency
(20 MHz). The resulting spur at the transmitter output is less
than 60 dBc at 20 MHz when measuring the transmitter in an
unmodulated state without an RF bandpass filter at its output.
When modulated, this spur is convolved with the modulation
signal and thus turned into phase noise [7]; it is reasonable to
assume that this noise is reduced to a negligible level when the
RF bandpass filter is included due to its high frequency offset.

1) Loop Filter: The on-chip loop filter uses an opamp to
integrate one of the currents and add it to a first-order filtered
version of the other current. This topology, shown in Fig. 12,
realizes the transfer function

kHz kHz (8)

The open loop gain, , is adjusted by varying the charge
pump output current, The first-order pole is created using
a switched capacitor technique, which reduces its sensitivity
to thermal and process variations and removes any need
for tuning. Note that, although this time constant is formed
through a sampling operation, the output of the switched
capacitor filter is a continuous-time signal. Finally, the value of
the zero, is determined primarily by the ratio of capacitors

and under the assumption that the complementary
charge pump currents are matched.

A particular advantage of the filter topology is that the rate
of sampling and can be set high since it is independent
of the settling dynamics of the opamp. As such, and

are set to the PFD output frequency, 20 MHz, to avoid
aliasing problems.

The opamp is realized with a single-ended, two-stage topol-
ogy chosen for its simplicity and wide output swing. Its unity
gain frequency was designed to be 6 MHz; this value is
sufficiently higher than the bandwidth of the GFSK modu-
lation signal at 2.5 Mb/s to avoid significantly affecting it.
It is recognized that the single-ended structure has higher
sensitivity to substrate noise than a differential counterpart.
However, little would be gained in this case by making it fully

(a)

(b)

(c)

Fig. 13. Effect of transient time and mismatch on duty cycle range.

differential since the output of the opamp is connected directly
to the varactor of anLC-based VCO, which is inherently single
ended. Fortunately, measured eye diagrams and spectral plots
presented at the end of this paper conform to calculations
that exclude substrate noise, thereby showing that it has
negligible impact on the modulation and noise performance
of the prototype system. However, as even higher levels of
integration are sought in future radio systems, the impact of
substrate noise will need to be carefully considered.

The limited dynamics of the opamp prevent it from fol-
lowing the fast transitions of its input current waveforms.
To prevent these waveforms from adversely affecting the
performance of the opamp, the voltage swing that appears at its
input terminals is reduced to a low amplitude (less than 40 mV
peak-to-peak) by capacitors and In the case of , this
capacitor also serves as part of the switched capacitor filter.

2) Charge Pump:Proper design of the charge pump is
critical for the achievement of high data rates since it forms the
bottleneck in dynamic range that is available to the modulation
signal. Fig. 13 illustrates the fundamental issues that need to be
considered in its design. To avoid distortion of the modulation
signal, the variation in duty cycle should be limited to a range
that allows the output of the charge pump to settle close to
its final value following all positive and negative transitions.
Fig. 13(a) shows the dynamic range available for a well-
designed charge pump; the nominal duty cycle is 50% and the
transition times are fast. Fig. 13(b) demonstrates the reduction
in dynamic range that occurs when the nominal duty cycle is
offset from 50%. This offset is caused by a mismatch between
positive and negative currents produced by the charge pump.
(The type II PLL dynamics force an average current of zero.)
Finally, Fig. 13(c) illustrates a case in which the charge pump
has slow transition times, the result again being a reduction
in dynamic range.

The charge pump topology was designed with the above is-
sues in mind and is illustrated in Fig. 14. The core component
of the architecture is a differential pair and that is
fed from the top by two current sources, and , and from
the bottom by a tail current, Ideally, and are equal
to and to where is adjusted by a 5-b D/A that
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Fig. 14. Charge pump implementation.

Fig. 15. A second-order, digital MASH structure.

controls the node Transistors and are switched
on and off according to which ideally causes and
to switch between and

To achieve a close match between the positive and negative
currents of each charge pump output, the design strives to
set and In the first case,
and are implemented as cascoded PMOS devices whose
layout is optimized to achieve high levels of device matching.
Unfortunately, device matching cannot be used to achieve a
close match between and since they are generated
by different typesof devices. To circumvent this obstacle, a
feedback stage is used to adjust by comparing currents
produced by a replica stage. This technique allows to
be matched to to the extent that the replica stage is
matched to the core circuit.

A low transient time in the charge pump response is
obtained by careful design of signal and device characteristics
at the source nodes of and First, the parasitic
capacitance at this node is minimized by using appropriate
layout techniques to reduce the source capacitance of
and , the drain capacitance of , and the interconnect
capacitance between each of the devices. Second, the voltage
deviation is minimized at this node that occurs when
switches. The level converter depicted in Fig. 14 accomplishes
this task by reducing the voltage variation at nodes and

to less than 350 mV and setting an appropriate dc bias.

Fig. 16. A pipelined adder topology.

C. – Modulator

Fig. 15 shows the second-order MASH– topology used
in the prototype. This structure is well known [12] and has
properties that are well suited to our transmitter application.
The MASH topology is unconditionally stable over its entire
input range and is readily pipelined by using a technique
described in this section.

The spectral density at the output of a second-order MASH
– modulator is described by the equation

(9)

In the presence of a sufficiently active input, can
be considered a white noise source with spectral density
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Fig. 17. A pipelined, second-order, digital MASH structure.

Fig. 18. Pipelined digital data path to divider input.

This assumption is reasonable while the
modulation signal is applied; we have found that setting the
least significant bit (LSB) of the modulator high also helps
to achieve this condition by forcing the internal states of the
MASH structure to constantly change.

A fact that does not appear to have been appreciated in
the literature is that the digital MASH – structure is
highly amenable to pipelining. This is a useful technique when
seeking a low power implementation since it allows the supply
voltage to be reduced by virtue of the fact that the required
throughput can be achieved with lower circuit speed.

To pipeline the MASH structure, we apply a well-known
technique that has been used for adders and accumulators [17],
[18]. Fig. 16 illustrates a 3-b example. Since the critical path
in these structures is their carry chain, registers are inserted in
this path. To achieve time alignment between the input and the
delayed carry information, registers are also used to skew the
input bits. As indicated in the figure, we refer to this operation
as “pipe shifting” the input. The adder output is realigned
in time by performing an “align shift” of its bits as shown.
(Note that shading is applied to the adder block in Fig. 16 as a
reminder that its bits are skewed in time.) The same pipelining
approach can be applied to digital accumulators since there is
no feedback from higher to lower bits.

Since its basic building blocks are adders and accumulators,
a MASH – modulator ofany ordercan be pipelined using
this technique. Using the symbols introduced in the previous
two figures, Fig. 17 depicts a pipelined, second-order MASH
topology. Each first-order – is realized as a pipelined
accumulator with feedback removed from the most significant
bits in its output. The output of the second stage is fed into the

filter , which is implemented with two pipelined adders
and a delay element, A delay is inserted between these
two adders in order to pipeline their sum path, which requires
a matching delay in the path above for time alignment.
Also, a delay must also be included in the output path of
the first – stage to compensate for the time delay incurred
through the second stage. Since a signal once placed in the
“pipe shifted domain” can be sent through any number of
cascaded, pipelined adders and/or integrators, only one pipe
shift and align shift are needed in the entire structure.

Fig. 18 illustrates the implementation of the overall digital
path using pipelining. To save area, the circuits were pipelined
every two bits as opposed to one, and pipe shifting was not
applied to the carrier frequency signal since it is constant
during modulation. To achieve flexibility, the compensated
digital transmit filter was implemented in software, as opposed
to a ROM, and the resulting digital data stream fed into the
custom CMOS IC.

V. MEASURED PERFORMANCE

The primary performance criteria by which a transmitter is
judged are its accuracy in modulation and its noise perfor-
mance. We now describe the characterization of the prototype
in relation to these issues.

Fig. 19 shows measured eye diagrams from the prototype
using an HP 89441A modulation analyzer. To illustrate the
impact of mismatch between the compensation filter and PLL
dynamics, measurements were taken under three different
values of open-loop gain. These results indicate that the
modulation performance of the transmitter is quite good even
when the open-loop gain is in error by25%; the effects of
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(a) (b) (c)

Fig. 19. Measured eye diagrams at 2.5 Mb/s for three different open-loop gain settings: (a)�25% gain error, (b) 0% gain error, and (c) 25% gain error.

Fig. 20. Expanded view of PLL system.

this gain error are to produce a moderate amount of ISI and
an error in the modulation deviation.

An explanation of the observed ISI and deviation error is
given in [7]. In brief, the resulting mismatch creates a parasitic
pole/zero pair that occurs near the cutoff frequency of the PLL
(84 kHz in this case); the resulting transfer function seen by
the data can be viewed as the sum of a low-pass and an all-pass
filter. ISI is introduced as data excites the impulse response
of the low-pass filter, and modulation deviation error occurs
since the magnitude of the all-pass is changed according to
the amount of mismatch present.

Fig. 20 displays the dominant sources of noise in the
prototype; their values are displayed in Table III. Many of
these values were obtained through ac simulation of the
relevant circuits in HSPICE. Note that all noise sources other
than are assumed to be white, so that the values of their
variance suffice for their description. This assumption is only
approximate for the VCO noise in the prototype, as will be
seen in the measured data.

Based on measurements, the input referred noise of the VCO
was calculated in the table from the expression

dBc/Hz at MHz

(10)

TABLE III
VALUES OF NOISE SOURCES WITHIN PLL

where is 30 MHz/V. The value of the kT/C noise cur-
rent produced by the switched capacitor operation, is
calculated as

(11)

where is Boltzmann’s constant, and is temperature in
degrees Kelvin.

Assuming that each of the noise sources in Fig. 20 are
independent of each other, we can express the overall phase
noise spectral density at the transmitter output as

(12)

where and are the noise contributions
from the dominant voltage, current, and quantization noise
sources. Based on the values in Table III and the model in
Fig. 20, we obtain

(13)

where

In the case of the division of by two is an
approximation based on the fact that the dominant charge
pump noise source is switched in and out at each opamp input
with a nominal duty cycle of 50%. Note that is given
by (2).

A plot of the spectra in (13) is shown in Fig. 21(a).
Computation of these spectra assumed the parameter values
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(a)

(b)

Fig. 21. Noise spectra of synthesizer: (a) calculated: (1) charge pump induced,S� (f); (2) VCO and opamp induced,S� (f); (3) �–� induced,S� (f);
(4) overall, S�(f) and (b) measured synthesizer and open-loop VCO noise.

listed in Fig. 20 and Table III, and described by (7) with

kHz kHz

kHz

As seen in this diagram, the noise from the charge pump
dominates at low frequencies, and the influence of the–
quantization noise dominates at high frequencies.

Fig. 21(b) shows measured noise results from the transmitter
prototype taken with an HP 3048A phase noise measurement

system. (The spurious content of the– modulator was
reduced to negligible levels by feeding a binary data stream
into the LSB of the modulation path so that the internal states
of the – were randomized; the binary data stream was
designed to have relatively flat spectral characteristics and
negligible levels of spurious energy at frequencies greater
than 10 kHz.) The resulting spectrum compares quite well
with the calculated curve in Fig. 21(a), especially at high
frequency offsets close to 5 MHz. At lower frequencies in the
range of 100 kHz, the measured noise is within about 3 dB
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of the predicted value; the higher discrepancy in this region
might be attributed to the fact that was calculated without
considering the offset or transient response of the charge pump
and/or the possible inaccuracy of the HSPICE device models
at low currents. Note that the spur at 20-MHz offset (the
reference frequency), which is due to the 50% nominal duty
cycle of the PFD, is less than60 dBc.

Fig. 21(b) demonstrates that the unmodulated transmitter
has an output spectrum of 132 dBc/Hz at 5-MHz
offset from the carrier. At this frequency offset, simulations
reveal that the output spectrum of themodulatedtransmitter
is equal to when its data rate is close to the DECT rate
of 1 Mb/s [7]. This being the case, the transmitter satisfies the
DECT noise specification of 131 dBc/Hz at 5-MHz offset;
eye diagrams for data rates close to 1 Mb/s are found in [7].

VI. CONCLUSION

A digital compensation method and key circuits were pre-
sented that allow modulation of a frequency synthesizer at
rates over an order of magnitude faster than its bandwidth.
Using this technique, a transmitter prototype was built that
achieves 2.5-Mb/s data rate modulation using GFSK modu-
lation at a carrier frequency of 1.8 GHz. Measured results
indicate that the architecture can achieve the modulation and
noise performance required by the DECT standard with a
structure that is highly integrated and has low power dis-
sipation. In particular, the mostly digital design requires no
off-chip filters, no mixers, and no D/A converters in the
modulation path. Further, the structure contains only the core
components required of a narrowband, spectrally efficient
transmitter: a frequency synthesizer and a digital transmit filter.

ACKNOWLEDGMENT

The authors thank G. Dawe and J. Mourant for guidance
in RF issues, A. Chandrakasan for discussion on low power
methods, R. Weiner for bonding the die, B. Broughton for aid
in phase noise measurements, and M. Trott, P. Ferguson, P.
Katzin, Z. Zvonar, and D. Fague for advice.

REFERENCES

[1] P. Gray and R. Meyer, “Future directions in silicon IC’s for RF personal
communications,” inIEEE Custom IC Conf., 1995, pp. 83–90.

[2] T. Stetzler, I. Post, J. Havens, and M. Koyama, “A 2.7–4.5 V single-chip
GSM transceiver RF integrated circuit,” inProc. IEEE Int. Solid-State
Circuits Conf., Feb. 1995, pp. 150–151.

[3] J. Min, A. Rofougaran, H. Samueli, and A. A. Abidi, “An all-CMOS ar-
chitecture for a low-power frequency-hopped 900 MHz spread spectrum
transceiver,” inIEEE Custom IC Conf., 1994, pp. 16.1/1-4.

[4] S. Sheng, L. Lynn, J. Peroulas, K. Stone, I. O’Donnell, and R. Brodersen,
“A low-power CMOS chipset for spread-spectrum communications,” in
Proc. IEEE Int. Solid-State Circuits Conf., Feb. 1996, pp. 346–347.

[5] S. Heinen, S. Beyer, and J. Fenk, “A 3.0 V 2 GHz transmitter IC for
digital radio communication with integrated VCO’s,” inProc. IEEE Int.
Solid-State Circuits Conf., Feb. 1995, pp. 150–151.

[6] S. Heinen, K. Hadjizada, U. Matter, W. Geppert, V. Thomas, S. Weber,
S. Beyer, J. Fenk, and E. Matschke, “A 2.7 V 2.5 GHz bipolar chipset for
digital wireless communication,” inProc. IEEE Int. Solid-State Circuits
Conf., Feb. 1997, pp. 306–307.

[7] M. H. Perrott, “Techniques for high data rate modulation and low power
operation of fractional-N frequency synthesizers,” Ph.D. dissertation,
MIT, 1997.

[8] T. A. Riley, M. A. Copeland, and T. A. Kwasniewski, “Delta-sigma
modulation in fractional-N frequency synthesis,”IEEE J. Solid-State
Circuits, vol. 28, pp. 553–559, May 1995.

[9] T. A. Riley and M. A. Copeland, “A simplified continuous phase mod-
ulator technique,”IEEE Trans. Circuits Syst. II, vol. 41, pp. 321–328,
May 1994.

[10] B. Miller and B. Conley, “A multiple modulator fractional divider,” in
Proc. 44th Annual Symp. on Frequency Control, May 1990, pp. 559–567.

[11] B. Miller and B. Conley, “A multiple modulator fractional divider,”
IEEE Trans. Instrum. Meas., vol. 40, pp. 578–583, June 1991.

[12] J. Candy and G. Temes,Oversampling Delta-Sigma Data Converters.
New York: IEEE Press, 1992.

[13] Y. Tsividis and J. Voorman,Integrated Continuous-Time Filters. New
York: IEEE Press, 1993.

[14] T. Kamoto, N. Adachi, and K. Yamashita, “High-speed multi-modulus
prescaler IC,” in 1995 Fourth IEEE Int. Conf. Universal Personal
Communications. Record. Gateway to the 21st Century, 1995, pp. 991,
325-8.

[15] J. Craninckx and M. S. Steyaert, “A 1.75-GHz/3-V dual-modulus divide-
by-128/129 prescaler in 0.7-�m CMOS,” IEEE J. Solid-State Circuits,
vol. 31, pp. 890–897, July 1996.

[16] M. Thamsirianunt and T. A. Kwasniewski, “A 1.2�m CMOS implemen-
tation of a low-power 900-MHz mobile radio frequency synthesizer,” in
IEEE Custom IC Conf., 1994, pp. 16.2/1-4.

[17] S.-J. Jou, C.-Y. Chen, E.-C. Yang, and C.-C. Su, “A pipelined multiplier-
accumulator using a high-speed, low-power static and dynamic full
adder design,”IEEE J. Solid-State Circuits, vol. 32, pp. 114–118, Jan.
1997.

[18] F. Lu and H. Samueli, “A 200-MHz CMOS pipelined multiplier-
accumulator using a quasidomino dynamic full-adder cell design,”IEEE
J. Solid-State Circuits, vol. 28, pp. 123–132, Feb. 1993.

Michael H. Perrott (S’97) was born in Austin, TX,
in 1967. He received the B.S.E.E. degree from New
Mexico State University, Las Cruces, in 1988, and
the M.S. and Ph.D. degrees in electrical engineering
and computer science from Massachusetts Institute
of Technology, Cambridge, in 1992 and 1997, re-
spectively.

He currently works at Hewlett-Packard Labora-
tories, Palo Alto, CA. His interests include signal
processing and circuit design applied to communi-
cation systems.

Theodore L. Tewksbury III (S’86–M’87) received
the S.B. degree in architecture in 1983 and the
M.S. and Ph.D. degrees in electrical engineering and
computer science in 1987 and 1992, respectively,
all from the Massachusetts Institute of Technology,
Cambridge. His doctoral dissertation consisted of
an experimental and theoretical investigation of the
effects of oxide traps on the large-signal transient
performance of analog MOS circuits.

He joined Analog Devices, Inc., in 1987 as De-
sign Engineer for the Converter Group, where he

worked on high-speed, high-resolution data acquisition circuits for video,
instrumentation, and medical applications. From 1992 to 1994, as Senior Char-
acterization Engineer, he was involved in the development of high-accuracy
analog models for advanced bipolar, BiCMOS, and CMOS processes, with
emphasis on the statistical modeling of manufacturing variations. In December
1994, he joined the newly formed Communications Division at Analog
Devices as RF Design Engineer. He is presently involved in the design of
RF integrated circuits for wireless communications, including GSM, DECT,
and DBS. He is also actively involved in the development and modeling of
advanced semiconductor technologies for RF applications, including ADRF
(Analog Devices bipolar RF process) and silicon germanium.



2060 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 32, NO. 12, DECEMBER 1997

Charles G. Sodini (S’80–M’82–SM’90–F’95) was
born in Pittsburgh, PA, in 1952. He received the
B.S.E.E. degree from Purdue University, Lafayette,
IN, in 1974 and the M.S.E.E. and the Ph.D. degrees
from the University of California, Berkeley, in 1981
and 1982, respectively.

He was a Member of the Technical Staff at
Hewlett-Packard Laboratories from 1974 to 1982,
where he worked on the design of MOS memory
and later, on the development of MOS devices with
very thin gate dielectrics. He joined the faculty of

the Massachusetts Institute of Technology, Cambridge, in 1983, where he
is currently a Professor in the Department of Electrical Engineering and
Computer Science. His research interests are focused on IC fabrication, device
modeling, and device level circuit design, with emphasis on analog and
memory circuits and systems.

Dr. Sodini held the Analog Devices Career Development Professorship of
Massachusetts Institute of Technology’s Department of Electrical Engineering
and Computer Science and was awarded the IBM Faculty Development
Award from 1985–1987. He has served on a variety of IEEE Conference
Committees, including the International Electron Device Meeting where he
was the 1989 General Chairman. He was the Technical Program Co-Chairman
for the 1992 Symposium on VLSI Circuits and the 1993-1994 Co-Chairman of
the Symposium. He has served on the Electron Device Society Administrative
Committee from 1988–94 and is currently a member of the Solid-State Circuits
Council.


