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Abstract

In this paper we describe a new method for auto-
~atic eztraction and anatomic labelling of the cortical
urface in Magnetic Resonance (MR) images of the
uman brain. Our algorithm consists of a series of
morphological operations which automatically find the
ortical surface and detect sulci in an MR volume im-
ge. The extracted surface points are labelled as Usul-
usn or "not sulcus".

Introduction

In our work, we want to obtain an accurate, de-
ailed description of an individual’s brain from three
imensional (3-D) MR images. This type of brain
arface description can provide valuable information
I clinical and research studies. For example, the
isualization of complex neuroanatomical structures
.~.g. cortical sulci and gyri) in MR brain images is
nportant to brain researchers. Other problems re-
uire more than just visualization of anatomy. For
mtance, by measuring the magnetic field outside the
ead, magnetoencephalography (MEG) noninvasively
lonitors brain activity. MEG can be used to estimate
arrent distributions inside the brain, and knowledge
~om MR images, about location and orientation of
3rtical folds, can dramatically improve an MEG cur-
mt source estimate [2]. Anatomically labelled MR
nages provide necessary information for these brain
.~search problems.

Automatic cortical labelling can be viewed as a
omputer vision task in which the system interprets
given image using a priori knowledge in the form

f a model. In most of the existing labelling schemes
he model is an anatomical atlas which is elastically
r rigidly transformed to fit the subject’s brain [3]. In
eneral these techniques are interactive,requiring the
ser to manipulate the atlas or data to obtain a fit
etween the atlas and subject images. In [1] an elastic

matching scheme is implemented. Although it does
not require user interaction, this process may be inad-
equate for matching structures that are small or have
complex shapes.

The labelling procedure described in this paper is
an application of 3-D binary mathematical morphol-
ogy, which is a powerful set theoretic method of image
analysis [4]. In contrast to existing techniques which
label regions of a brain image that correspond to a
physical model, su_ch as an_ anatomical atlas, our algo-
rithm labels image regions which remain after filtering
by morphological transformations. More detailed la-
bels can be assigned to the extracted regions, using an
image to model matching approach such as deformable
atlas matching. Model matching and morphological
processing complement each other well, since a pre-
processed image is required to derive accurate results
with deformable models.

2 A Morphological Algorithm

We use standard notation from mathematical mor-
phology to describe the steps of our algorithm. In
binary morphology we denote a binary image as a
set X in N-dimensional discrete space ZN; the set
complement X~ denotes the image background. We
transform the image by performing operations defined
between X and a set B C_ ZN, the set structuring
element. A dilation of X by B is denoted X ~ B,
and erosion is represented by X @ B. Morphological
opening and closing are denoted by X o B and X ¯ B
repspectively, and finally we denote a set difference
operation between sets X and Y by X \ Y.

We have developed a 3-D morphological algorithm
to automatically extract and label the cortex in an
MR brain image. The algorithm requires a binary
volume, which we generate by modifying a Marr Hil-
dreth edge detected image. This edge image is al-
ready in a form close to our requirement, since voxels
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are either black or white depending on whether or not
they represent region boundaries. A Mart Hildreth
detector always creates closed contours - regions be-
longing to the head (including skull, scalp, and brain)
appear as white areas completely surrounded by black
boundaries. When we color the background of an edge
detected image black, we arrive at a binary volume,
which consists of a white object in a black background.

We represent a binary head image by a 3-D set, de-
noted X. Set X represents other anatomical regions,
not just the brain. The brain is a connected 3-D subset
of X, where any two points in this subset can be joined
by a 3-D path entirely contained within the brain vol-
ume. And, because of noise, the partial volume effect,
or true anatomical connections, X may contain vox-
els that link brain regions to extraneous surrounding
structures, such as dura mater or skin. To sever un-
wanted connections and extract only the brain from
an image, we first perform aa erosion, which shrinks
the brain volume and eliminates all regions smaller
than the structuring element. We have chosen a 3-D
rhombus structuring element of discrete size I (RI),
which is a 3-D digital cross 3 voxels wide in the x, y,
and z directions. Therefore, transforming by RI will
eliminate regions which have a size of 2 voxels or less
in any direction and shrink a majority of the brain
surface by 1 voxel. This element deletes narrow con-
nections without globally damaging or distorting an
image.

After erosion we carry out a 3-D flood filling opera-
tion. This step is necessary because although erosion
eliminates undesirable connections, non-brain regions,
such as eyeballs or skull, still remain. We want to
select only brain voxels. A 3-D flood filling routine
finds all voxels connected to a seed point in the brain.
Specification of an arbitrary seed point is the only user
interaction required for our entire labelling procedure;
every other step is automatic. We will denote this
eroded and flood filled set of brain voxels as XEBrair,.

Since erosion shrinks the brain surface and widens
holes in the volume, Xgsrain is not a true represen-
tation of an entire brain. We fill holes in XEsr,~n by
closing the set with an octagon structuring element of
size 2, denoted 02. This isotropic element, which is a
digital approximation to a sphere in Euclidean space,
has a width of 9 voxels. We choose size 2 because an
octagon of size 1 is only 5 voxels wide and may not be
large enough to close all holes that were widened by
erosion. Besides filling image holes, a closing opera-
tion replaces portions of an object’s boundary with the
structuring element’s boundary. Therefore, this oper-
ation will result in a brain volume in which boundaries

are smooth and all holes less than 9 voxels wide are
closed (see figure 1 (b)). We will denote the result 
this operation XCarai,:

XCBrain ~- XBBrain * 02.

Set XcBrai, is a smooth image that serves as a tem-
plate on which we can reintroduce fine details from the
original binary volume, X. That is, when we take the
difference XCBroi, \ X we obtain a set which repre-
sents all gaps and holes belonging to the brain (see
figure I (c)). We denote this set XHole,. A difference
operation between the closed brain and its set of holes
yields our final brain volume:

XBrain = XCBrain \ Xtlole,.

Figure 2 (a) shows a slice from a brain extracted 
this morphological processing.

Below, we summarize six processing steps which
we require for extracting a brain from a head image.
These steps comprise the first part of our automated
algorithm:

1. Color the background of an edge detected image
to arrive at a binary image X.

2. Xl.t = X 0 RI.

3. Flood-fill XIn, to arrive at XEBrain.

4. XCBrain --" XEBrain @ 02.

6. XBrain -- XCBrain \ XHolea.

The algorithm’s next portion labels elements of
Xarain corresponding to cortical regions. A cortex
is a convoluted structure whose anatomy is defined by
deep grooves (sulci) which cross its surface. Each sub
cus is surrounded by ridges (gyri) and is assigned 
anatomical label according to its location. The cor-
tical surfaqe is the outer contour of our binary brain
image, Xarai,, and sulci appear as regions bordering
holes and gaps in XBr4in. By tracing this outer con-
tour one 2-D slice at a time, we find portions of XBrain
corresponding to the cortical surface (the outer con-
tour of a binary object is found with a simple bound-
ary following routine). Because the brain has a convo-
luted surface, finding its outline a slice at a time sim-
plifies cortex-tracing procedures. However, we must
take into account the brain’s complexity as a 3-D ob-
ject if we are to process it successfully on a 2-D basis.
For example, on certain 2-D slices, deep sulci make
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the brain appear to be comprised of disconnected re-
gions. Therefore, the outer contour of every patch of
connected pixels on every 2-D slice is traced and la-
belled as part of the cortical surface. We will call the
set of surface points found by this procedure Xco, e=.
Furthermore, because the cortex folds over on itself,
on some 2-D slices the cortical surface may appear to
be interior to the brain; the contour tracing routine
will mi~ these regions, since it traces only exterior
boundaries. Interior regions are found by further mor-
phological processing steps, and the extracted surface
is labelled aa "suicus" or "non-suicus".

In step five of our algorithm, we created XHd,°, a
set representing all gaps and holes in a brain image. A
portion of these holes are due to sulci, but others are
created by noise or anatomical structures. A feature
which differentiates a sulcus opening from any other
is that given any point in this opening, we can find a
connected path of voxels from that point to the im-
age background which lies outside the brain. If we
compare corresponding slices of Xma, and XcBr~i,,,
we find that sulci openings intersect the boundary of
XcB,ai,, the closed brain image, somewhere in the
volume. We conclude this section by providing a de-
tailed list of necessary steps to find all sulci openings
in the cortex. These steps form the second part of our
automated algorithm.

1. Trace the boundary of XcBr4i,, and initialize the
next processing steps on the first slice of XcB,,i,,.
In addition, initialize a set called .X.4,s,,~i which
starts out as an empty set, but after this part
of the algorithm is complete, it will contain all
voxels corresponding to sulci openings.

2. Find a point on Xcs,~i.’s boundary that inter-
sects XH¢~., and mark it as a sulcus point.

3. Find all voxels in XUo/, connected to the sulcus
point found in step 2 (we denote this set of con-
nected voxels Xs,rcu,). As in the first part of our
algorithm, we use a 3-D flood filling routine to
find all voxels connected to a particular point.

4. Perform the following set union: XA,sul¢i --

XA,S,,cl U Xs,,~,,. That is, add Xs,,~u, to the
set of all brain sulci.

5. Redefine XHde, as: XHole, = XHole~ \ XSulcus.
That is, remove Xs,a¢,, from Xuol,.

6. Return to step 2, and continue processing in this
manner until XcBr~in volume has been traversed
in its entirety.

7. Redefine the set of cortical surface locations as:

8. Find the intersection: Xcorte: ~ XAIISuIcl, and
label those surface points in the intersection aa
cortical sulci.

Once this processing is complete, we arrive at a set
Xcor,e= which is a point by point description of the
cortical surface. Also, Xc~,t,= is labelled as to which
surface points correspond to sulci. Figure 2 (b) shows
one slice through Xcortez, the cortical surface found
by the above processing steps; part (c) shows points
that the morphological processing labels aa sulci -
these points are superimposed on the original gray
scale image of the slice.

The algorithm was able to successfully locate the
cortical surface and differentiate sulci from other brain
openings. An advantage to our approach is that once
an arbitrary point inside the brain has been specified,
the processing is entirely automatic. Also, this point-
wise surface description can be sampled and the sam-
pies used to find a closed-form, analytic description of
the surface, which is useful for determining geomet-
ric properties such as surface normals. Future work
will concentrate on methods for sampling the convo-
luted surface and for assigning final anatomical labels
to each sulcus.
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(a) (b) (c)

Figure 1: (a) A transverse slice through an MR volume. (b) The same transverse slice through the morphologically
closed image. (c) Results of the set difference between the closed and the original binary brain images.

(a) (b) (c)

Figure 2: (a) Transverse slice through extracted binary brain image. (b) The extracted cortical surface. (c) 
sulci detected by the morphological algorithm
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