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Abstract— An image sensor comprising an array of apertures
each with its own local integrated optics and pixel array is
presented. A lens focuses the image above the sensor creating
overlapping fields of view between apertures. Multiple perspec-
tives of the image in the focal plane facilitate the synthesis of
a 3D image at a higher spatial resolution than the aperture
count. Depth resolution is shown to continue to improve with
pixel scaling below the diffraction limit. Preliminary circuit
implementation is described.

I. INTRODUCTION

In applications such as robotics, biometrics, security and
surveillance, there is a need to simultaneously extract both
a 2D image and a 3D depth map of the scene. In recent
years, several 3D imaging systems implementing a variety of
techniques such as stereo-vision, motion parallax, depth-from-
focus, and light detection and ranging (LIDAR) have been
reported. In particular, multi-camera stereo vision systems
infer depth using parallax from multiple perspectives [1], while
time-of-flight sensors compute depth by measuring the delay
between an emitted light pulse (e.g., from a defocused laser)
and its incoming reflection [2]. These systems are relatively
expensive, consume high power, and require complex camera
calibration. Moreover, methods using active illumination, al-
though highly accurate, employ large pixels which results in
low spatial resolution for a given format.

In this paper, we describe an architecture for a single-chip
multi-aperture image sensor that is capable of simultaneous,
high resolution capture of a 2D image and 3D depth map
of the scene. The sensor does not require an active illumi-
nation source. Furthermore, complex camera calibration is
not required as the critical system dimensions are controlled
by lithography. Consequently, it is well suited for low cost,
miniaturized vision systems. Depth is inferred in a manner
similar to stereo vision systems except that the correspondence
problem is solved through the use of multiple, localized images
of the focal plane.

In the following sections, we describe the architecture and
operation of our image sensor, discuss how spatial resolution
depends on various system parameters, and provide prelim-
inary circuit implementation. A detailed analysis of sensor
performance including the effect of nonidealities as well as
characterization of test structures will be reported in future
publications.

II. ARCHITECTURE

The image sensor comprises an m× n aperture array, each
with its own local optics and a k × k pixel array and readout
circuit (see Fig. 1). The local optics are implemented in
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Fig. 1. Block diagram of integrated sensor.

the dielectric stack of the integrated circuit using refractive
microlenses or diffractive gratings patterned in the metal
layers. The creation of independent apertures and localized
pixels allows for aggressive pixel scaling, which is key to
achieving high depth resolution as discussed later.

Unlike a conventional imaging system where the lens fo-
cuses the image directly onto the image sensor (see Fig. 2(a)),
the image is now focused above the sensor plane and re-
imaged by the local optics to form partially overlapping
images of the scene (see Fig. 2(b)). The captured images are
combined to form the 2D and 3D representations of the scene.
Note that the objective lens in our system has no aperture
from the perspective of the aperture array. This allows for a
relatively complete description of the wavefront in the focal
plane. The amount of depth information that can be extracted
depends on the total area of the objective lens that is scanned
by the aperture array.

While our system is similar in structure to the plenoptic
system described in [3], which employs a separate microlens
array on top of an image sensor, there is a key difference
between the way these two systems operate. In the plentopic
system, the objective lens is focused onto the microlens array
and the microlens array is focused onto the system aperture.
Each microlens spreads out the incident rays to the pixels
behind it, which provides information about their direction as
well as intensity. While the spatial resolution of this system
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(a) Traditional optical configu-
ration.

(b) Multi-aperture optical con-
figuration.

Fig. 2. Traditional vs multi-aperture configuration.

is only equal to that of the microlens array, the information
about the directions of the rays can be used for a number of
applications such as range finding and perspective. Note that
this system contains only one aperture (that of the objective
lens), which is imaged by each of the microlenses. The useful
size of each pixel in this configuration is limited by microlens
aberrations and fundamentally by diffraction. In contrast, our
system captures less information about the wavefront but
achieves higher spatial resolution than that of the aperture
array. Depth is extracted by sampling the same points in
the focal plane from multiple perspectives. Our image sensor
architecture is also similar to that of the compound-eye [4]
whose purpose is to realize a compact, thin camera with a
total resolution exceeding that of an individual aperture. The
spatial resolution of this scheme is largely dependent on object
distance while our sensor confines the imaging to a tight region
behind the objective lens to enable both high 2D and 3D spatial
resolution.

III. 2D AND 3D IMAGE EXTRACTION

Depth information is obtained from the disparity between
apertures. Fig. 3(a) depicts the chief ray traces for an object
as it is imaged from the apertures behind the objective lens.
The circle below the diagram shows the location at which the
chief ray pierces the objective lens. As the object moves back
and forth, the object in the focal plane (above the sensor)
moves back and forth with some attenuation in magnitude
governed by the lens law. The movement of the object in
the secondary images formed by the local optics is lateral.
Therefore, the amount of lateral displacement between mul-
tiple apertures corresponds to the depth of the object. With
several apertures accurately placed with respect to each other,
the correspondence between them becomes quite reliable. The
marginal ray traces for the same point as seen from the two

(a) Chief rays for
a pair of apertures

(b) Left virtual
objective aperture

(c) Right virtual
objective aperture

(d) Virtual stereo
view

Fig. 3. Virtual aperture views.

different apertures are shown in Fig. 3(b)-3(d). The circle
below each diagram shows the area of the objective lens that
is used by each aperture. As can be seen, a virtual stereo
pair is projected up to the plane of the objective lens. The
characteristics of the apertures remain constant across the array
without spatial compensation, especially as the objective lens
maintains telecentricity.

At nominal object distance, only a small number of aper-
tures sample any given point in the object plane. As the
object moves to further distances, more apertures capture its
information. Therefore, both the position of objects within
each aperture and the total number of apertures imaging the
same point are indicators of depth. Since the redundancy
between apertures is localized across the focal plane, spatial
resolution continues to scale by adding more apertures. To
increase depth resolution, as we shall see, pixel size is scaled
down even below the diffraction limit. While it is difficult to
scale pixels to this level in a large, uniform array, the fact
that the pixels in our sensor are grouped into smaller disjoint
arrays facilitates such aggressive pixel scaling.

In Subsection III-A we quantify the depth of field for our
system and in Subsection III-B, we establish the relationship
between object distance and the displacement at the sensor
surface. In Subsection III-C, we discuss the dependency of
the available 2D and 3D spatial resolution on pixel size and
local magnification. We assume an ideal, diffraction limited
optical system and ideal sensor characteristics. Of course, such
nonidealities should be considered when computing the real
spatial resolution limits.

A. Depth of Field
To evaluate the depth of field, consider the diagram in Fig. 4.

Considering the parameters defined in the figure, define the
distance E = B +C and the magnification factors M = B/A
and N = D/C. Because we fix the distance E for a given
object range, the other variables B, C, D, M , and N are
all driven by the object distance A. Given a nominal object
distance A0, we denote the other parameters by B0, C0, D0,
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Fig. 4. Diagrams for computing depth.

M0, and N0. As A varies, the distance E can be adjusted to
achieve the desired local magnification N0 for the secondary
image focused at D0. This is similar to adjusting the focus
in a conventional camera. The distance D0 is approximately
equal to the dielectric stack height of the fabrication process,
or the nominal distance to the secondary focal plane from the
local optics. Thus, given the stack height D0, the focal length
g is set during fabrication to meet the desired N0 value. To
illustrate the results, we assume that f = 10mm, A0 = 1m,
D0 = 10µm, and g = 8µm. These parameters yield a nominal
magnification factor of N0 = 1/4. This value is chosen to
achieve the desired amount of overlap between aperture views
as detailed in later calculations.

We solve for D as a function of A by fixing the parameters
to meet the nominal magnification factor N0. To characterize
the depth of field, we find the deviation in D from the nominal
position D0 where it is in best focus. Since the local optics
collect light across the entire aperture, the focus is degraded
with deviation in D. By the lens law,

1/f = 1/A + 1/B, and 1/g = 1/C + 1/D.

Using the magnification factors M and N , we solve for B and
D to obtain

B = (M+1)f, and D = (N+1)g, or D = (1/g − 1/C)
−1

.

Substituting E and B for C, we obtain

D =

[

1

g
−

1

(E − B)

]

−1

=

[

1

g
−

1

D0/N0 + (M0 − M)f

]

−1

.

This establishes the desired relationship between A and D
in terms of the magnification M . The above expression for D
shows that, as the object moves to infinity, the total movement
in the primary focal plane is M0f . The total movement in the
secondary focal plane is further reduced from this value, which
results in a wider range of focus over conventional imaging.

In our example, the movement in the primary focal plane is
100µm for an object distance of 1m to infinity. This translates
into a mere 1.5µm deviation in D. The magnification factor
N varies from 1/4 to 1/16. It is clear that, even with wide
local apertures, the system is adequate for measuring depth
while maintaining focus. Note that although objects remain
in focus, the effective spatial resolution is decreased due to
demagnification.

B. Depth Extraction
To obtain an expression for depth, consider Fig. 4(b) and

let L be the distance between a pair of apertures and ∆ be the
displacement of the image between apertures. We estimate the
distance A from ∆. Again, E is adjusted to meet the desired
magnification N0 according to the other fixed parameters. The
geometry of the configuration from the sensor to the primary
focal plane gives:

C/L = D0/∆.

Using the lens law for A as a function of B and making the
substitution B = E − C = B0 + C0 − C, we obtain

A =

(

1

f
−

1

B

)

−1

=

(

1

f
−

1

B0 + C0 − C

)

−1

.

Solving for A in terms of ∆ gives the depth equation

A =

[

1

f
−

1

(M0 + 1)f + D0/N0 − D0L/∆

]

−1

.

A characteristic of this sensor is that the amount of depth
information available is a strong function of the object distance
(the closer the object, the higher the depth resolution). We can
quantify this by solving for ∆ in terms of M , which gives

∆ =
D0L

(M0 − M)f + D0/N0

.

As M increases, ∆ rapidly approaches its limit of
D0L/(M0f + D0/N0).

The rate of change in ∆ with A, i.e., ∂∆/∂A, can be
computed as a function of ∂B/∂A and ∂∆/∂C. Setting
∂C = −∂B at the focal plane, it can be shown that

∂∆/∂A ≈ −

f2

A2

DL

C2
−→ ∂∆/∂A ≈ −M2N2

L

D
.

For example, if assuming 0.5µm pixel pitch, the displace-
ment between apertures can be estimated to within 0.5µm
resolution. Further, assuming L/D = 2, the incremental depth
resolution ∂A is approximately 4cm at A0 = 1m and 4mm at
A0 = 10cm. Decreasing pixel size allows for more accuracy
in ∂∆ leading to higher depth resolution.

C. Spatial Resolution and Pixel Size
Clearly, the spatial resolution of our system is limited

to the total number of pixels mnk2. However, to establish
overlapping fields of view, we set the magnification factor of
the local optics to N < 1. Since each pixel is projected up to
the focal plane by a factor of 1/N , spatial resolution is reduced
by 1/N2. Thus, the total available resolution is ≈ mnk2N2.
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(a) W ≈ λ/NA, Diff-
raction limited

(b) W ≈ λ/2NA, Ray-
leigh Criterion

(c) W < λ/NA, Multi-
aperture

Fig. 5. Spot size comparison.

In our example, we assume a 16 × 16 array of 0.5µm pixels
with a magnification factor of N0 = 1/4. Thus, the maximum
resolution is 16 times greater than the aperture count itself but
16 times lower than the total number of pixels.

The actual spatial resolution is limited by optical aberrations
and ultimately by diffraction. The minimum spot size W
for a diffraction limited system is ≈ λ/NA (see Fig. 5(a)),
where NA= ni sin θ is the numerical aperture of the local
optics, ni is the index of refraction of the dielectric and θ
is the angle between the chief and the marginal rays. Using
the Rayleigh criterion, the minimum useful pixel pitch is
commonly assumed to be half the spot size (see Fig. 5(b)).
Assuming ni ≈ 1.5 in the dielectric stack, NA can be about
0.5, which gives a spot size of ≈ 1µm. Thus, scaling the pixel
beyond 0.5µm does not increase spatial resolution. Although
no further increase in spatial resolution is feasible beyond
the diffraction limit, depth resolution continues to improve
as long as there are features with sufficiently low spatial
frequencies. Indeed, the disparity between apertures can be
measured at smaller dimensions than set by the diffraction
limit as illustrated in Fig. 5(c).

IV. IMPLEMENTATION

As discussed, the proposed image sensor consists of an m×

n array of apertures each having a k× k pixel array. Here we
briefly discuss the design of the pixel array and how readout
is performed.

The fact that our image sensor is composed of many small
pixel arrays that can have gaps between them makes it feasible
to scale pixel size beyond current sensor design limits. Specifi-
cally, we use a frame transfer charge-coupled device (FT-CCD)
array with small pixels at each aperture. Because of the small
array size, acceptable readout performance can be achieved
with a modest charge transfer efficiency. By lowering the
requirement on charge transfer, such a CCD becomes feasible
to implement in CMOS with minor process modifications. As
shown in Fig. 6, the pixel array is divided into two sections, a
light sensitive CCD array of k × k pixels and a light shielded
CCD array of k × k storage cells. The pixels in the entire
image sensor are set to integrate simultaneously via global
control. Such global shuttering is important here because of
the need for highly accurate correspondence between apertures
in extracting depth. After integration, the charge from each
pixel array is shifted into its local frame buffer and then read
out through a floating diffusion node via a follower amplifier.
A correlated double sampling scheme is used for low temporal
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Fig. 6. Single aperture array with readout.

and fixed-pattern noise. Global readout is performed using
hierarchal column lines similar to hierarchal bit/word lines
used in low-power SRAM (such a scheme is not desirable
in a conventional image sensor because it causes optical
non-uniformity). Digitization is performed using column-level
ADCs for fast readout or on-chip parallel processing.

V. CONCLUSION

The multi-aperture image sensor extracts a depth map of
the scene by solving the correspondence problem between
multiple views of the same points in the primary focal plane.
The spatial resolution of the system is shown to be greater than
the aperture count itself and governed by the magnification of
the local optics and pixel size. The amount of depth resolution
available is shown to increase with decreasing pixel size while
the 2D spatial resolution remains limited.

In addition to providing depth information, the multi-
aperture image sensor architecture can be used to improve
the performance of color imaging. It can be shown that
employing a per-aperture color filter array (CFA), instead
of the conventional per-pixel CFA, can largely eliminate the
color aliasing and crosstalk problems resulting from the large
dielectric stack heights relative to pixel size in sub-micron
CMOS image sensors.
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