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ABSTRACT In order to overcome challenges associated with the integration of distributed energy resources

(DER) into state-of-the-art and future power grids, a common basis for testing using appropriate benchmark

systems is required. Real-time hardware-in-the-loop (HIL) simulation has proven to be an advanced and

efficient tool for the analysis and validation of electric power systems and DER components. However,

a common methodology for HIL testing of DER along with the required set of reference systems has not

yet been developed. This task-force paper proposes a benchmark system for HIL testing incorporating DER

into the real-time simulation environment. A low-voltage benchmark system with detailed HIL setup is

proposed for the testing of DER performance. The modeling of DER for real-time applications is discussed,

and the detailed laboratory procedures and setups for both controller HIL (CHIL) and power HIL (PHIL)

are provided. Results from CHIL simulation related to the centralized controls and experimental results of

PHIL simulation related to local control on the benchmark system substantiate the suitability of the proposed

real-time simulation approach.

INDEX TERMS Benchmark systems, distributed energy resources, hardware in the loop simulation,

microgrid, reference networks, real-time simulation.

I. INTRODUCTION

The challenges for the widespread integration of distributed

energy resources require advanced simulation methods as

well as a common basis for testing. Real-time hardware-in-

the-loop (HIL) simulation based testing has been recognized

as an advanced method for the analysis and testing of power

system phenomena and components. Realistic, yet flexible

testing conditions for de-risking equipment are its salient

benefits. The suitability of HIL testing for distributed energy

resources (DER) related studies has been demonstrated in

several publications and reports [1]–[8]. However, bench-

mark systems providing a common basis for testing and

facilitating the analysis of DER integration at distribution and

transmission level are required.

A number of benchmark reference systems for power sys-

tem digital simulation studies can be found in the literature.

IEEE has published several test systems for both transmission

and distribution level, such as the IEEE 13, 16, 34 and 70 bus
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distribution systems [9]. In 2013, CIGRE published the report

‘‘Benchmark Systems for Network Integration of Renewable

and Distributed Energy Resources’’ [10], which proposes

test systems for high voltage (HV), medium voltage (MV)

and low voltage (LV) networks for both North America

and Europe. The CIGRE European LV distribution network

benchmark was derived from [11], while the North Amer-

ican is presented also in [12]. These benchmark networks

have been used in several technical publications. In [13],

the CIGRE MV benchmark and the IEEE HV 12 bus system

were tested together on a real-time simulation platform to

study high photovoltaic (PV) penetration. A fault diagnosis

study was performed in the CIGRE MV benchmark in [14].

The operating modes of the CIGRE benchmark LVmicrogrid

were simulated in [15]. Additional benchmark-reference net-

works, such as MV networks for China [16] and India [17],

have also been proposed in the literature.

The implementation of benchmark systems in a digital

real-time simulator (DRTS) as required for HIL testing is

not straightforward. Moreover, real-time HIL simulation still

lacks reference networks, test procedures, and guidelines in

order to adopt them for DER related studies. Resolving these

issues can facilitate the adoption of HIL simulation for stan-

dardized testing. This paper aims to address these deficiencies

by defining a comprehensive benchmark network and guide-

lines for real-time HIL testing and simulation of DER related

studies.

The structure of the paper is as follows: Section II shows

a benchmark distribution network used as the basis for the

development of reference systems for real-time HIL testing

of DER technologies. Moreover, key technical considerations

to adopt benchmark distribution networks from non-real-time

simulation to real-time simulation for DER studies and HIL

testing are discussed. Section III proposes benchmark test

setups for control HIL (CHIL) and power HIL (PHIL) test-

ing with recommendations on the equipment and reference

laboratory procedures. Section IV presents CHIL and PHIL

simulation results on the proposed benchmark systems and

Section V concludes the paper.

II. BENCHMARK NETWORKS AND

REAL-TIME SIMULATION

The CIGRE European LV distribution networks is used as

the basis for the development of benchmark systems for HIL

testing of DER. Fig. 1 shows a benchmark LV feeder, derived

from the CIGRE European LV distribution network, which

incorporates currently popular DER technologies namely

photovoltaics, a combined heat and powermicroturbine, wind

turbines, fuel cells and energy storage [18].

This benchmark LV network maintains important tech-

nical characteristics of an actual utility grid permitting

efficient modeling and simulation with the different DER

technologies. Key technical considerations for adopting

benchmark networks for real-time simulation are discussed

below.

FIGURE 1. Benchmark LV network with DER based on the CIGRE

network [18].

A. COMPUTATIONAL CAPABILITIES OF THE DRTS

DRTS compute the state of the modeled power system net-

work at discrete time instances called the simulation time

step. Time steps of approximately 50 µs are typically used

to simulate power system dynamic responses from DC to

approximately 3 kHz. Smaller time steps (<5µs) are required

to simulate higher frequency components and capture tran-

sients in DER power electronic converters stemming from

power electronic switching events. Specialized methods such

as adaptive discretization are available to preserve accuracy at

larger time steps [19]. In order to achieve real-time simulation

at the specified time step, the DRTS utilizes high-speed dig-

ital processors in a parallel architecture. The computational

capabilities of the DRTS impose limitations on the network

size, the number, and level of details of DER models and

overall controls to be simulated within the specified time

step [20].

In order to simulate large power system networks while

maintaining the required simulation time step, parallel opera-

tion of different racks or computational units of the DRTS

may be necessary. Large networks can be decoupled into

subnetworks, which are solved independently and exchange

boundary information with other racks/units at every time

step. The subnetworks are usually decoupled using power

systems network components such as transmission lines and

cables with propagation times greater than the simulation
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time step. Traveling wave models of overhead transmission

lines and cables with lengths of 15 km and 5 km, respectively,

exhibit a propagation delay greater than 50 µs, which is

the one time-step delay, typically seen between the paral-

lel processing units. Shorter lines and cables, with lengths

of 0.6 km and 0.2 km will have a propagation delay greater

than 2 µs [21].

Such a decoupling technique becomes challenging in mod-

eling distribution networks characterized by tightly coupled

feeders having short lines and/or cables with propagation

times less than the required time step. Artificially increasing

the length of the line or cable, introduces large capacitance

and unacceptable results such as bus voltages becoming

unusually high [22]. In turn, using smaller time steps reduces

the size of the distribution network and the scope of the study

that can be simulated on the DRTS. Partition-based nodal

solvers that reduce node count without adding delays have

been reported in the literature and could extend to a certain

point the size of the networks under study [23].

For a DRTS with limited computing capabilities, a reduced

version of the network can be an acceptable option. For

example, modeling a large system, such as the entire network

of the CIGRE benchmark system including the full models

of the DER primary sources and power electronic compo-

nents, requires larger DRTS with state-of-the-art computing

capabilities. If symmetric operating conditions are assumed,

the single-phase equivalent can be employed to reduce the

computational burden for simulating the network. In addi-

tion, the separation of the network in software (simulation in

the DRTS) and actual hardware (DER, line(s), load(s), etc.)

can further decrease the number of network nodes requiring

explicit modeling [1].

B. LEVEL OF DETAILS IN THE DER MODELS

Another important factor for the real-time implementation is

the level of details of DER models required for the study and

HIL testing. Detailed component models of the DERs provide

accurate modeling of the dynamics for the test applications

but require increased computational resources in the DRTS.

DER units can be represented in different ways, such as

P-Q source models (including time constants, limiters etc)

versus detailed dynamic models of each primary generator

(e.g. wind turbine, PV panel, microturbine, etc), average

models of converters versus full scale PWMmodels (e.g., for

harmonics and dynamic overvoltage studies).

Fig. 2a shows a 6-pulse voltage source converter and

Fig. 2b shows the average model of the voltage source

converter. The average model neglects the switching fre-

quency components allowing simulations at larger simulation

time steps and hence reduced computational requirements.

An alternative approach is the use of sub-cycle average mod-

els, which is a hybrid method between fully switched and

average models [24]. The most appropriate option for each

application is determined by the purpose of the studies and

the capability of the available DRTS.

FIGURE 2. (a) Circuit diagram of a switched mode voltage source

converter. (b) Average model of voltage source converter.

It should be noted that DRTS technologies continuously

improve to allow modeling of increasingly higher frequency

PWM switching phenomena. For example, FPGAs have been

extensively used for detailed device-level modeling of fast

switching power electronic apparatus used in AC and DC

applications [25]–[27]. However, such capabilities may not

be readily available in all locations where HIL testing takes

place. Future efforts of this Task Force will focus on investi-

gating general modeling approaches for real-time simulation

systems.

III. DESCRIPTION OF BENCHMARK SETUP

FOR HIL TESTING

In this section, a benchmark system is defined for HIL testing

of DER. In order to define a benchmark setup/architecture

for CHIL and PHIL testing, several aspects have to be con-

sidered, such as the requirements for the equipment, standard

laboratory procedures, interfacing methods etc. In this way,

the future use of CHIL and PHIL simulation in standardized

testing of DER can be facilitated.

A. EQUIPMENT REQUIREMENTS

As mentioned in section II, the DRTS must demonstrate an

acceptable time step to reproduce the dynamic behavior of

interest within the simulated system in real-time. Fig. 3 shows

the two classes of real-time HIL testing. Signals, such as

voltages, currents and set points, are exchanged over the

interface between the power system simulated in the real-time

software of the DRTS and the physical device under test.

The signals can be either analog or digital depending on the

nature of the interface. Amplifiers are required in the inter-

face when the DRTS sends signals at levels lower than the
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FIGURE 3. Basic approaches of CHIL and PHIL testing.

ratings of the device under test. The DRTS should comprise

a sufficient number of accurate and fast input/output (I/O)

devices and ideally a user-friendly graphical software inter-

face to facilitate the HIL application. Apart from commercial

solutions as described in [20], customized DRTS are used in

some laboratories highlighting the need for requirements.

In CHIL simulation, a hardware controller is tested and

linked to a power network simulated entirely in the real-time

software of the DRTS. A typical application is the testing

of an inverter controller implemented in a Digital Signal

Processor (DSP), where the DSP sends set-points to the

DRTS as digital signals and receives voltage and current

measurements as analog signals from the DRTS. When test-

ing a power system controller (e.g. microgrid controllers),

the signal exchange between the controller and the DRTS

can be performed via Ethernet based communication proto-

cols. Therefore, the DRTS should provide appropriate analog

and digital I/Os, as well as proper digital communication

protocol interfaces. The design of the interface between the

DRTS and the control equipment under test in CHIL appli-

cations is usually more straightforward than in PHIL sim-

ulation, as in many cases, the device ratings use low-level

signals or Ethernet communication, which do not require any

amplification or power transfer between the controller and

the DRTS.

In PHIL simulation, the hardware under test (HUT) is

a power component (e.g. a power electronic converter)

therefore appropriate power amplification is necessary.

Fig. 4 shows a PHIL test interface of a photovoltaic converter

where the AC bus voltage from the simulated network in the

DRTS is interfaced to the PV inverter through aD/A converter

and power amplifier. The measured inverter current from the

amplifier is fed back to the DRTS using an A/D converter to

close the loop.

Due to the non-ideal power interface, additional stability

and accuracy considerations are required for PHIL simula-

tion. Crucial factors for stability are the loop delays inherent

in the PHIL interface when exchanging signals between the

DRTS and the power device under test. Large simulation time

steps in the DRTS increase the total loop delay, which in

FIGURE 4. PHIL testing of a PV inverter.

principle increases the potential for instability in PHIL sim-

ulation. Moreover, filters in the power interface may impact

stability and accuracy of the experiment.

The power amplifier should be able to receive and amplify

signals from the DRTS with adequate signal accuracy, small

time delay, sufficient frequency bandwidth, and low sig-

nal noise. Power amplifiers are mainly categorized as lin-

ear (LN) and switched mode (SM) devices. A comparative

description of these technologies at PHIL simulations has

been performed in [28]. Classification of overall simulation

accuracy and bandwidth depends on the implemented case

study. Transient investigations are performed in the range

of 2 – 5 kHz, while power flow analysis is done in the

range of 0.05 – 1 kHz. Based on this classification, the HIL

equipment consisting of the power amplifier, DRTS, sensors,

I/O and D/A, A/D converters can be selected and minimum

requirements can be formulated.

As characteristics of each type of power amplifier

(LN and SM) can differ significantly with respect to dynamic

performance, it is suggested to put attention on specific

requirements for each type. Indicative values for signal

response times, slew rate, and amplification bandwidth are

given in datasheets and have to be respected for voltage and

current amplifiers used in the PHIL simulation setups.

B. REFERENCE LABORATORY PROCEDURES

The reference laboratory procedure for performing CHIL

tests is proposed in Table 1. Table 2 shows the proposed

reference laboratory procedure for PHIL tests. Variations

of these procedures can be found in different laboratories,

due to the differences of amplification units, protection

strategies etc.
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TABLE 1. Reference laboratory CHIL test procedure.

C. INTERFACING CONSIDERATIONS

Different interface algorithms for performing PHIL simula-

tions have been proposed in [33]. Each approach presents sev-

eral advantages and limitations mainly regarding the stability

and accuracy. In practice, the Ideal TransformerModel (ITM)

and the Damping Impedance Method (DIM) are the most

commonly used interface algorithms. A recent review on

this topic is performed in [34] along with a state-of-the-art

status of PHIL simulation. Investigations on the accuracy of

PHIL simulation are performed using the guidelines proposed

in [29], [30], and [35]. Future work could aim to formalize

the effect of different sources of error and uncertainty on the

HIL accuracy and eventually equip the HIL test results with

objective quality indicators.

IV. BENCHMARK HIL TEST RESULTS

A. CHIL RESULTS: CENTRALIZED CONTROL

The LV microgrid of Fig. 1 is implemented in the DRTS,

as shown in Fig. 5. The following simplifications are made

to facilitate the real-time simulations: single-phase equivalent

representation and all the distributed generation (DG) units

are considered to be PV systems modeled as P-Q sources.

TABLE 2. Reference laboratory PHIL test procedure.

The daily load curves of the benchmark microgrid, as pro-

posed in [18], and a typical irradiation profile of a sunny day

are used.

98 VOLUME 5, NO. 3, SEPTEMBER 2018



P. Kotsampopoulos et al.: Benchmark System for HIL Testing of DERs

FIGURE 5. The simplified version of the benchmark LV microgrid

simulated in the DRTS software.

A centralized control scheme is applied to perform peak

shaving in combination with optimal coordinated voltage

control. The optimization algorithm aims to minimize the

node voltage deviations and active power losses on the dis-

tribution lines and transformer. The method is an extension

of the algorithm developed in [36]. The control algorithm is

implemented on a hardware controller and is tested at a CHIL

test setup as shown in Fig. 6.

FIGURE 6. CHIL test setup of the benchmark system.

The active power exchange between the main grid and

the microgrid is measured at the secondary of the MV/LV

transformer. The results with and without the implemen-

tation of the centralized control are presented in Fig. 7.

At high irradiation, active power flows from the microgrid

to the upstream network, as the DG’s production exceeds the

load.

The peak shaving operation is shown clearly during peak

load at a time interval t ∈ [18:00 h; 22:30 h], when the battery

storage system provides active power, as highlighted in Fig. 8.

FIGURE 7. Active power exchange between the main grid and the

microgrid with and without the centralized control (CHIL

simulation).

FIGURE 8. Active and reactive power of the storage system

(CHIL simulation).

During low load conditions, the storage system absorbs active

power to reach a target state of charge. The reactive power of

the storage system helps to support the voltage and the active

and reactive power as well as the state of charge of the storage

system are shown in Fig. 8 and Fig. 9, respectively.

FIGURE 9. State of charge of the storage system (CHIL

simulation).

The reactive power of the PV systems during the CHIL

simulation is depicted in Fig. 10. Fig. 11 and Fig. 12 show that

the operation of the centralized control algorithm manages

also to improve the node voltages of the benchmark system.

In this way, the operation of the developed controller is tested

conveniently under realistic conditions in the lab, before field

deployment.
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FIGURE 10. Reactive power of PV systems (CHIL simulation).

FIGURE 11. Node voltages without the operation of the

centralized control algorithm (CHIL simulation).

FIGURE 12. Node voltages during the operation of the

centralized control algorithm (CHIL simulation).

B. PHIL RESULTS: LOCAL CONTROL

The aforementioned benchmark LV microgrid of Fig. 1 is

implemented in the DRTS, as depicted in Fig. 5 and is tested

in both grid-connected and islanded operation using the PHIL

simulation methodology.

1) GRID-CONNECTED MICROGRID OPERATION

The following simplifications weremade to facilitate the real-

time simulations: single-phase equivalent representation and

all the DG units are considered to be PV systems modeled as

P-Q sources. A commercial PV inverter with a rated single

phase AC power of 3 kVA and advanced ancillary services

capabilities is used as the HUT. It is connected to the bus of

load#4 via a suitable power interface consisting of a linear

amplifier and a current sensor. The PHIL simulation setup

including the simulation of the benchmark system is shown

in Fig. 13.

FIGURE 13. PHIL test setup of the benchmark system.

FIGURE 14. Typical Q(U) and P(f) droop characteristics

incorporated in the inverters of DG units according to recent

standards.

The simulated and hardware DG units provide voltage

and frequency support, according to recent standards [37],

by employing theQ(U ) and P(f ) droop characteristics shown

in Fig. 14. At a time of high irradiation, the total load of

the microgrid is reduced. The load values are chosen from

the daily load curves of the benchmark microgrid according

to [18]. The node voltages with and without the operation

of the Q(U ) droop controllers of the DGs during the PHIL

test are shown in Fig. 15. The reactive power absorption

results in voltages closer to the nominal value. As the hard-

ware PV inverter operates near its nominal operating point,

it reduces its active power to absorb reactive power, according

to the Q (U ) characteristic, in order to respect the apparent

power limitation. As a result, some fluctuations occur on the

FIGURE 15. Node voltages with and without the operation of the

Q(U) droop controllers of the DGs (PHIL simulation).
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FIGURE 16. Active and reactive power of the hardware PV

inverter: active power reduction to absorb reactive power

according to the Q(U) droop (PHIL simulation).

FIGURE 17. Active and reactive power of the storage system at

the transition from grid connected to island mode (PHIL

simulation).

FIGURE 18. Microgrid frequency at the transition from grid

connected to island mode: the P(f) droop of the DGs lead to an

improved frequency response (PHIL simulation).

voltages, which are illustrated in Fig. 15. This operation is

made clearer in Fig. 16, where initially the Q (U ) controller

is deactivated and receives the activation command.

2) ISLANDED MICROGRID OPERATION

The islanded operation of the benchmark microgrid is inves-

tigated, including the transition from grid connected to the

islanded operation. The storage system employs the com-

mon f (P), V (Q) droop curves in island mode [15] and the

DG units employ P(f ) and Q(U ) droop characteristics shown

in Fig. 14.

PHIL tests are performed for the case of high irradiation.

At the transition to islanded operation, the storage system

FIGURE 19. Active power curtail of the simulated DGs at the

transition from grid connected to island mode (PHIL simulation).

FIGURE 20. Active power curtail of the hardware PV inverter at

the transition from grid connected to island mode (PHIL

simulation).

FIGURE 21. Node voltages at the transition from grid connected

to island mode (PHIL simulation).

FIGURE 22. Reactive power of the simulated DGs at the transition

from grid connected to island mode (PHIL simulation).

begins to absorb active power, due to the high DG produc-

tion, and provides reactive power (Fig. 17). The microgrid

frequency and voltages are mainly influenced by the droop

curves of the storage system and the DGs. The high DG
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FIGURE 23. Reactive power of the hardware DG at the transition

from grid connected to island mode (PHIL simulation).

production leads to an increase of the frequency as shown

in Fig. 18, which is limited by the active power curtail droop

characteristic of the DGs at over-frequency. The P(f ) droop

control of the DGs leads to an improved frequency response,

as illustrated in Fig. 18. The production of all the DGs

is reduced at frequencies exceeding the 50.2 Hz threshold,

as illustrated in Fig. 19 and 20 for the simulated and hard-

ware DGs, respectively. Fig. 21 shows that the voltage reduc-

tion due to the reactive power demand (the storage system

operates with aV (Q) droop characteristic), is mitigated by the

reactive power provision of the DGs, according to theirQ(U )

characteristics. The reactive power of the simulated and hard-

ware DGs is illustrated in Fig. 22 and 23, respectively.

V. CONCLUSION

The paper offers important insight into the HIL testing

of power hardware and controllers of distributed energy

resources in distribution networks. The main outcomes are

as follows:

a) Established benchmark systems for analytical studies

are selected and the applicability and real-time capability for

relevant studies are addressed.

b) Reference test procedures for real-time simulationmeth-

ods such as CHIL and PHIL are elaborated. The focus is

on the provision of practical guidelines, which can help

researchers to set up HIL simulations in a laboratory envi-

ronment in a structured and safe way.

c) Two advanced test cases applying the proposed HIL

methodologies are reported. At the CHIL benchmark sys-

tem, a hardware central controller executing an optimization

algorithm is tested. Peak shaving, voltage control and mini-

mization of losses are evaluated in realistic conditions. Local

control of the DER units is evaluated at the PHIL benchmark

system at both grid-connected and islanded operation. The

impact of the hardware PV inverter on the voltage regulation

is shown at grid-connected operation. The performance of

standard droop control functions of PV inverters for grid-

connected operation is investigated during the transition to

islanded operation
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