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Abstract: The next generation of E-Government and health-

care has the potential to increase the more intelligent gov-

ernance with improvements in transparency, accountability,

efficiency, and effectiveness. It enables organizations to use

the benefits of information via big data analysis to settle

the difficulties effectively. Big Data has emerged which plays

a significant role in many sectors around the world. Global

trends in taking advantage of the benefits from big data are

considered with an overview of the US, European Union,

and several developing countries. To deeply understand

the utilization of big data in several domains, this study

has presented a brief survey of key concepts (such as IoT-

enabled data, blockchain-enabled data, and intelligent sys-

tems data) to deeply understand the utilization of big data in

several domains. Our analysis sets out also the similarities

and differences in these concepts. We have also surveyed

state-of-the-art technologies including cloud computing,

multi-cloud, webservice, and microservice which are used

to exploit potential benefits of big data analytics.

Furthermore, some typical big data frameworks are sur-

veyed and a big data framework for E-Government is

also proposed. Open research questions and challenges

are highlighted (for researchers and developers) following

our review. Our goal in presenting the novel concepts pre-

sented in this article is to promote creative ideas in the

research endeavor to perform efficaciously next-generation

E-Government in the context of Industry 4.0.

Keywords: big data, E-Government, big data analytics,

big data framework

1 Introduction

The digital transformation can be created by many huge

databases. This is one of the major causes that led to the

emergence of the “Big Data” concept, which plays a vital

role in many sectors around the world to increase the

efficiency and effectiveness. There have been rapid socio-

technological developments in using the advancements

of cloud, IoT, blockchain, and other technologies [1–3].

Moreover, the field of data science has seen exponential

growth in data generation and data sharing [4,5]. Big

data through digital transformation has contributed

to the growth in the volume of data generated [6,7]

such as increase in data processing capacity, lower cost

of digital storage, affordable and faster communication

technologies, proliferation of applications and smart

devices, and so on.

Big Data is a significant concept in Industry 4.0 as it

contributes to increase the efficiency and effectiveness

of governance. Big data analytics (BDA) helps not only

companies but also governments through many intelli-

gent systems such as intelligent monitoring systems,

intelligent decision-support systems, and intelligent pre-

diction systems. In order to deeply understand big data

for E-Government, this work presents a systematic survey

of some key subjects such as open government data

[8–10], IoT-enabled data [11], blockchain-enabled data

[12], intelligent system data [13–15], and social network

data. In Industry 4.0, there are some frontier technologies

such as blockchain, artificial intelligence (AI), IoT, cloud

computing, and BDA used by governments to improve

intelligent governance along with transparency, account-

ability, and improved efficiency and effectiveness [16–23].

Therefore, some countries have studied state-of-the-art

technologies to develop the next generation in healthcare

community, education, finance of E-Government.

Implementing advanced technologies has resulted

in a phenomenon termed Technological Determinism

(TD) or Disruptive Innovation (DI) [24]. It relates to the

manifestation of a time lag between the development and

implementation of new technologies and an understanding
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of the underlying theory which develops following research

into the application of new technologies. The result of the

early adoption of new technologies is frequently manifested

in socioeconomic and technological problems that are exa-

cerbated in the onlineworld. For example, social networking

pushes recommendations based on browsing history and

expressed preferences; this can result in subjective reinfor-

cement which reinforces current views held by users without

such views being questioned.

In terms of the survey, there are some research ques-

tions that need to be addressed: How is the level of the

research paper growth per year associated with big data?

Which database are works surveyed? Which of the top

regions/countries are there research works related to

big data as well as interested in investing, researching

on big data? In the study presented in this article, we

have reviewed 435 published papers (published in the

period 2010–2019) sourced using indexing from the

ScienceDirect, IEEE Xplore, and Google Scholar research

databases. The publications show the key technologies

including both proprietary and open-source systems.

The search terms used address the key concepts and tech-

nologies, and our analysis shows a number of significant

and relevant results. Figure 1 shows the number of papers

per year from 2010 to 2019, as well as the number of

papers by databases, continents, and leading countries.

• From 2010 to 2017, the number of articles grew regu-

larly, from around 5 to 45; the number increased sharply

with 80 documents in 2018 and reached a peak of 176

documents in 2019.

• The rate of documents related to Big Data and E-

Government in the ScienceDirect, the IEEE Xplore,

and Google Scholar databases, at 67, 11, and 22%

respectively.

• The top three continents are Europe (187), Asia (149),

and America (60). Europe is more around ten times

than the remaining continents (Africa and Oceania).

The leading countries active in the field are China,

India, the US, UK, and Spain.

The literature reviewed has considered big data in

Industry 4.0 with concepts, methodologies, supporting

techniques, data sources/URLs, domains, and new con-

tributions highlighted in Table 1. Furthermore, some

typical big data frameworks (BDFs) are surveyed and a

Big Data Framework for E-Government (BDFEG) is also

proposed.

The rest of the study is structured as follows: Some

key concepts are shown in Section 2. Research back-

ground and international effects are set out in Sections

3 and 4, respectively. In Section 5, we introduce a BDF for

E-Government and consider open research questions and

potential future works. The article closes with Section 6,

where we present concluding observations.

2 Key concepts

Currently, a number of huge datasets are created at an

unprecedented rate from many different sources. The

data traffic is driven by a number of technological trends

including IoT, cloud computing, blockchain, and the

spread of smart devices [17,18]. For instance, there are

many powerful systems and distributed applications that

are applied using new technologies in various domains

such as smart grid systems [19,20], healthcare systems

[21], retailing systems [22], and government systems [23].

Big data performs a crucial role in intelligent govern-

ance. The new technologies and products have a poten-

tially “game-changing” impact on intelligent governance

models and methods. However, as discussed in Section 1,

while such technologies may be “game-changing,” there

is clearly potential for TD [24] which represents a signifi-

cant issue for all stakeholders in governmental and com-

mercial information systems.

In this section, we present three major factors that

generate an amount of huge data in the context of

Industry 4.0: IoT-enabled data, blockchain-enabled data,

and intelligent system data.

The survey is carried out by six steps. First, the key-

words and terms “Big Data” AND “E-Government” are

defined. Second, they are searched in the ScienceDirect,

IEEE Xplore, and Google Scholar research databases.

Third, the contents are classified by the papers according

to features such as database, year, region, and country.

In summary of big data, the Pivot Table Report function

in Microsoft Excel was used to analyze the collected data.

Finally, the results are shown in Figure 1.

2.1 IoT-enabled data

Networked sensors (also known as smart sensors which

may produce raw data or data which have received some

pre-processing) accessed using the Internet in cloud-

based systems including fog and edge computing (gen-

erally known as the IoT) are the source of captured data

in smart environment (SE), the data being used for “real-

time” analysis and big-data analytics. SE is diverse in

both geographical terms (e.g., smart homes and smart
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cities [40]) and provides the capability to manage sys-

tems in many domains and applications.

The IoT is a primary source of data for big-data ana-

lytic solutions [25] along with social networking or

Figure 1: Statistics from the ScienceDirect, the IEEE Xplore, and Google Scholar databases (search keywords: “Big Data” AND

“E-Government;” Date: 26 April 2020). (a) The number of papers per year; (b) the number of papers by databases; (c) the number of

papers by continents; and (d) the number of papers by top countries.
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blockchain. Given their diversity, applications using data

from the IoT are undergoing continuous development in

many fields [26] such as transportation, agriculture, intel-

ligent manufacturing, smart city, and digital government.

In fact, there are many IoT-enabled applications used

in transportation and logistical delivery companies [27]

where vehicle locations and movement can be tracked

[28] by methods such as sensors, wireless adapters, and

GPS [29–32]. This helps organizations optimize delivery

routes as well as manage employees effectively through

data-driven systems [33].

In agriculture [34,35], IoT-based systems help farmers

become more intelligent. For instance, in IoT-enabled

smart farming [36], a system is built for monitoring the

light, humidity, temperature, soil moisture, etc. and auto-

mating the irrigation system. IoT-based farms prove to be

more efficient compared with the traditional ones. The IoT-

based applications are applied for data acquisition and

sharing, which will significantly impact the agriculture

sectors in the near future [37–39].

In an SE, the integration of all the IoT devices in the

city can play a vital role in developing smarter city ser-

vices by digitization [41]. IoT-based applications are also

used by governments and public organizations [42–47] to

provide public services better for citizens and businesses.

In such applications, sensors are deployed at various

locations, in objects, and inmonitoring systems [48–53]; exam-

ples include “real-time:” smart homes, smart parking systems,

vehicle networking, surveillance, environmental monitoring

(e.g., air quality and weather), and water monitoring.

The impact of the IoT on the Internet is generating

existential change with the prediction of 75 billion IoT

connections by 2020 [54,55] and 100 billion connected

IoT devices by 2025 [56]. It can be seen that the exponen-

tial increase in the development and use of IoT applica-

tions with the ubiquity of smart devices is driving data

generation in a large range of heterogeneous fields and

applications.

2.2 Blockchain-enabled data

Blockchain is considered a frontier technology and its

cryptocurrency applications have provided the basis for

bitcoin and Ethereum. In practice, Ethereum (https://

www.ethereum.org/) offers distributed and transparent

transactions [57]. However, most significantly, block-

chain offers novel solutions to help users control actively

their transactions.

Blockchain is considered a frontier technology in

Industry 4.0 that has attracted attention of stakeholders

in many different sectors such as real estate, finance,

health, government agencies, and research institutions

[58–60]. A huge data volume has been generated from

blockchain-based applications in recent years.

Bitcoin is considered a typical case. Blockchain can

store the system’s transactions [61] in a peer-to-peer and

decentralized method. Case studies in the financial domain

have shown that blockchain-based applications and plat-

forms in the banking sector reach better results both secure

issue and processing speed [58,62].

The benefits of blockchain technology have also

attracted the attention of governments, leading to innova-

tion and transformation of government services and pro-

cesses. Some governments (e.g., US, UK, Singapore,

Estonia, Australia, and so forth) have taken advantage of

the potential of blockchain to improve public service

quality [63–68]. Blockchain is also considered as a poten-

tial technology to urge the online services of governments

in the future because of enabling secure data sharing and

integrity [69].

2.3 Intelligent systems data

Intelligent systems are systems that can collect, process,

and explore data and exchange them with other ones

[70,71]. They can learn themselves during the operation

process [72–74] such as chatbots, IBM Watson, and

AlphaGo [75–89]. They are used in Information Systems

(IS) which are used by both individuals and organizations

and are an important component in computerized systems

employed in a wide range of fields and applications imple-

mented both on-line and off-line [70,71]. The traditional

approach processes data into information without selec-

tion, which results in potentially irrelevant information.

Checkland et al. [24] have introduced an intermediate

stage termed CAPTA by extending the process. The use of

data selection in the CAPTA process is particularly relevant

to intelligent systems in SE using the IoT where relevance

forms a central role. Moreover, there is the recognized

potential issue of latency in “real-time” cloud-based

(including fog and edge computing) systems. Intelligent

systems must accommodate the principles espoused in

CAPTA and accommodate scaled latency capabilities.

2.4 Comparative analysis

The aforementioned concepts are very important for the

next-generation E-Government as BDA solutions will

466  Cu Kim Long et al.
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have a significant impact on the activities of governments

in all sectors. To deeply understand the aforementioned

ideas, Table 1 shows a comparison of aspects such as meth-

odologies, supporting techniques, data sources, domains,

and new contributions.

To recap, as mentioned in Sections 1 and 2, we rea-

lized that the huge data sizes are created at an unprece-

dented rate from sources in many different domains (e.g.,

transportation, environment, weather, agriculture, energy,

tourism, education, healthcare, finance, government, man-

ufacturing, and smart city). To meet the need for storage in

the future, there are some open-source products that are

used ubiquitously, feature-rich, useful and are applied

effectively in the private sector. Besides, BDA provides a

basis upon which government agencies can analyze past

and current data to identify trends in the data which are

then applied to plan and manage services and future

projects.

3 Research background

3.1 Storage

Cloud computing has additional advantages such as cost-

efficiency, safety, and so on [104,105]. However, it also

has several disadvantages such as data security in the

cloud, legal issue, and so forth [106–108]. Despite the

various major disadvantages, as mentioned, cloud com-

puting has been pervasively used in some sectors (busi-

ness, healthcare, manufacturing, education, transporta-

tion, etc.) and in nations (US, UK, France, Japan, China,

Iran, etc.). It also manifested increasing competitiveness

through optimal resource utilization, effective ubiquitous

data usage, and so forth [109–111].

Furthermore, multi-cloud has advanced in recent

years, and new opportunities and capabilities emerge

with relation to web services and microservice. In fact,

cloud computing has facilitated to deploy web services.

This leads to the advent of new platforms and operating

systems. It also sparked the large utilization of applications

based on mobile phones or portable devices. Besides,

microservice, a variant of the service-oriented architecture

(SOA), is a technique to develop applications as a combi-

nation of loosely coupled services. Microservice is also

known as a specialization of an implementation approach

for SOA used to build flexible, independently deployable

software systems. Multi-cloud-based service will be one of

the hot trends to deploy intelligent systems not only in the

private sector but also in the public sector in the near

future.

3.2 Frontier technologies in Industry 4.0

In the context of Industry 4.0, there are many state-of-

the-art technologies that have contributed to increasing

huge amounts of data in the past few years, especially

IoT, blockchain, and social networks.

First, the IoT has evolved from the convergence of

key technologies such as wireless technologies or data

analytics technologies [112]. With the advent of smart

cities, the IoT is considered a very important technology.

It can impact every aspect of our life [113]. However, the

security problem is considered the biggest disadvantage

of IoT devices because they are attacked easily compared

with other devices such as computers or portable devices

[114–117].

Second, blockchain promises to be a frontier tech-

nology applied in many domains [118]. Currently, there

are many cryptocurrency applications in the coin market

capitalization, approximately more than 2,200 cryptocur-

rencies (https://coinmarketcap.com/ as accessed on 26

April 2020). This concept was introduced by Satoshi

Nakamoto in 2008, which became an interesting topic

nowadays [119]. To deeply understand blockchain, these

studies have investigated several main concepts (block-

chain, distributed, trusted computing, smart contracts,

and proof of work), as well as private, public, and hybrid

blockchains [120,121].

Finally, social networks, as well as portable devices,

are more and more ubiquitous [122] such as Facebook,

Myspace, YouTube,WhatsApp, Google+, Instagram, Twitter,

WeChat, and so on. They also create huge datasets and

contribute to supporting governments to collect and analyze

data. However, government agencies should consider

strictly before using social networks their online social

network analysis drawbacks and ensure user’s informa-

tion privacy and security [123,124].

3.3 BDA

BDA is the core technology for using and developing IoT

and AI applications. For instance, smart technology pro-

ducts can recognize handwriting, speech, chat, and so

on. Hence, BDA will contribute to making more intelli-

gent systems in the future such as AI systems. They can
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learn themselves via interaction with humans or other

systems by using some intelligent techniques such as

machine learning, deep learning, and so forth. However,

BDA is still challenging because of the existing major lim-

itations such as the requirements of the capacity of proces-

sing computers to be very strong, the novel tools for

storing and processing large and unstructured databases

must be studied continuously, as well as humans’ need for

highly accurate prediction systems is more and more

increasing [127–129].

BDA is also considered one of the most important tech-

nologies in Industry 4.0. It is an integral essential part of

creating intelligent systems in Industry 4.0. There are four

types of BDA: (i) descriptive data analysis (describes what

happened in the past based on graphical reports, images,

but does not explainwhy andpredictwhatwill happen); (ii)

analyzediagnosticdata (explainwhathappened in thepast);

(iii) predictive data analysis (predict what can happen); and

(iv) prescriptive data analysis (the predictions or recommen-

dations are given based on the large datasets processing

results). BDA has a significant impact on many sectors

[130], and some major solutions are applied to solve the

problems related to BDA including machine learning, deep

learning, granular computing, and so on [125,126,131,133].

To sum up, with the development of the cloud com-

puting, especially multi-cloud in recent years, new opportu-

nities and capabilities emerge with relation to webservice

and microservice. Moreover, the cutting-edge technologies

have contributed to increasing colossal databases, especially

IoT, blockchain, and social networks. One of the issues is

how to take advantage of the benefits of big data for govern-

ment agencies to support smart governance? It is understood

that it is very necessary to propose a novel methodology

about big data to help government agencies to undertake

effectively big data projects as well as to understand clearly

the steps of data processing for intelligent systems.

4 International effects

This section presents a synopsis of the major ongoing big

data plans, strategies, as well as projects in some coun-

tries or regions in the world.

4.1 The United States

Big data research and development initiative was given to

solve complicated problems faced by the US government

in 2012 [132]. It included 84 programs carried out by six

different departments. The biggest data center of the US

was completed in 2015 in Utah with a budget of $1.5

billion. The storage capacity was estimated to be approxi-

mately a few exabytes [134,135]. Particularly, a federal big

data strategic plan was built based on the initiative with

seven key areas related to big data research and devel-

opment [136]. In 2016, once again history confirmed that

BDA played an important role in D. J. Trump’s victory in

the US presidential election campaign (the first one in

2012 in B. Obama’s victory).

4.2 The European Union (EU)

Industry 4.0 is a new concept that was introduced in 2013

by Germany. Then, the EU also approved the Horizon

2020 program in 2014 [137–139] with funding of approxi-

mately €80 billion. Under Horizon 2020, there are many

major problems to solve which have big data research

and development. The aim is to increase using large

data in the public sector in Europe. However, it requires

the scalability of data analysis, sample discovery, real-

time applications, and the sharing and integration of data

from the public sector. Besides, built-in security and

privacy mechanisms in big data applications are still lim-

ited. Developing predictive analytics as well as modeling

and simulation tools for historical data analysis are the

main challenges that need to be addressed to use big data

effectively.

4.3 Other countries

In China, big data is known widely through the China

International Big Data Industry Expo (China’s Big Data

Valley), especially some leading enterprises such as

Huawei, Alibaba, Tencent, and Baidu. The strategic plans

were given to aim for supporting digital transformation in

China like “Made in China 2025” and other similar docu-

ments. The results of these strategic plans show that China

has gained important achievements in big data collection

and analysis to contribute to solving big problems of nation

[140,141]. For instance, the Integrated Joint Operations Plat-

form is applied to manage the population in China [142].

In India, many policies and guidelines have been

promulgated by NDSAP in recent years such as India’s

open data policy, government open data license, and

open data implementation guidelines [143,179]. Besides,
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the Government of India takes advantage of the achieve-

ments of big data to undertake a lot of big projects

such as Aadhaar, Ettal, Ebhasha, DigiLocker, and so on

[144–146]. According to Dataquest, the big data industry

is currently estimated to be Rs 17.615 crore (equal to ten

million) in revenues and is predicted to reach Rs 130.000

crore by 2025 [147].

In Nigeria, ICT is applied to improve the governance

process at different levels. Most of these data collected by

these organizations are structured in nature and very

suitable for current governance services. For example,

big data is used in the telecommunication sector to

manage customers as well as to provide services effi-

ciently. A critical component of the decision-making pro-

cess is information derived from the aggregation of data

from various sources. Hence, the government effectively

explores the huge opportunities in BDA and runs effective

E-Government following some guidelines such as a national

master plan for E-Government, a national BDA framework,

and so forth [148–151].

In Vietnam, the government has had activities to

enhance awareness about the benefits of emerging tech-

nologies for some years ago such as blockchain, IoT, AI,

big data, and so on. Some policies have promulgated in

recent years to stimulate research and application of

state-of-the-art technologies within IS for not only effec-

tive task management in internal government agencies

but also serving businesses and citizens better such

as The Directive to Enhance the Capacity to Access the

Fourth Industrial Revolution, The Artificial Intelligence

Development Plan in Vietnam by 2025, and so on. Besides,

in the private sector, some of the leading technology enter-

prises in Vietnam have initially exploited the benefits of

cutting-edge technologies to create competitive advantages.

For example, while VNPT has the IoT ecosystem and FPT

does the online movie and advertising service, VinTech con-

centrates on researching the AI solutions [152–154].

5 A BDFEG

5.1 Typical BDFs

In this section, some typical BDFs or architectures will be

presented briefly via some attributes including frame-

works, time, and components/characteristics. Most of

the researchers highlight the necessity of the BDF for

reducing the risk when the implementation of big data

projects and propose similar BDFs as shown in Table 2.

5.2 E-Government in the context of

Industry 4.0

In previous studies [165], E-Government is the govern-

ment’s strong application of the ICT’s achievements

in daily tasks to improve efficiency, while enhancing

transparency to serve citizens and businesses better.

Particularly, data-driven governance is more and more

important for decision-making timely as well as predic-

tion accurately [166,167].

In Industry 4.0, there is a convergence of many frontier

technologies, such as blockchain, AI, IoT, supercom-

puting, machine learning, and deep learning. These tech-

nologies promise to bring big opportunities for organizations

in various domains such as finance, bank, health, environ-

ment, transportation, E-Government, smart cities, and so on.

The rapid development of these technologies will help gov-

ernments not only evolving E-Government effectively but

also development sustainably [168–179].

Industry 4.0 is considered a strong impact on the

world economy. Technologies will be applied more and

more in operation and production such as information

technology, smart applications, self-operating systems,

and so on. This will lead to some positive results such

as increasing productivity, forming new industries, redu-

cing the number of employees, and so on. However, it

also requires organizations and businesses to increase

initial costs, requires human resources to bemore qualified

and skills, and so on. Therefore, the governments need also

to have the appropriate way to develop the new IS effec-

tively following the trend of Industry 4.0 [180–190].

5.3 Proposal for a BDF for E-Government

As analyzed in the aforementioned sections, we realize

that it is very necessary to propose a BDF for E-Government

in the context of Industry 4.0. To reduce the risk of big data

projects as well as to help government agencies understand

clearly about the steps of big data implementation to take

advantage of its benefits for effective governance, we are

based on mostly components referred from reputed frame-

works of several countries which did it successfully in the

E-Government, and we propose a three-layer framework of

Big Data for E-Government, so-called BDFEG. The proposed

BDFEG is shown in Figure 2 and its layers and components

are recapitulated as follows.

The platform layer includes some components such

as servers, operating systems, networking systems, sto-

rage systems, user interface, and so on.
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The data layer has three main components including

data collection and governance registration, data prepro-

cessing and classification, and data analytics. This layer

provides two methods for processing data, which include

online and batch. The key components in the data layer

are briefly presented in the following:

• First, intelligent techniques include advanced data pro-

cessing techniques (data mining, machine learning,

deep learning, and so on) as well as platforms or archi-

tectures (web services, microservices). They will be

used to develop intelligent systems in the future.

• Next, intelligent systems will be built after analyzing

data as well as using intelligent techniques. They com-

prise the decision-making support system, prediction

support system, recommendation system, expert sys-

tems, and other similar systems.

• In addition, this component also provides two kinds of

API (Application Program Interface). The API govern-

ment open data service supports government agencies

to develop intelligent systems, while the API open data

service assists in health care, hospitals, businesses,

universities, developers, and so on.

The application and security layer consists of safety

ensuring solutions as well as systems of applications that

will be clearer during the physical implementation of the

BDFEG. Particularly, the most important component in

this layer is intelligent techniques and systems that it

refers to significant parts after data analysis.

• First, data collection and governance registration cap-

ture data from the data sources (such as internal data-

bases, websites/portal system, online public service

system, statistical system, financial system, social net-

works, and so forth).

• Second, data preprocessing and classification will clean

the data gathered by the previous step. This component

will be responsible for converting and classifying input

data into analysis-ready formats.

• Finally, data analytics includes two types of reposi-

tories (data zone and batch data repository). The data

zone is used to store data that are gathered from online

systems (websites/portals, online public services, social

networks, and so on), while the batch data repository is

used to store datasets in DBMSs (e.g., Hadoop HDFS,

NoSQL, and so forth). The component also comprises

three sorts of analytics such as online analytics, real-

time analytics, and batch analytics. This component

also comprises three sorts of data analytics (such as

online analytics, real-time analytics, and batch analy-

tics). Both online analytics and real-time analytics are

usually used to handle new data that have just been

generated. The latency of online analytics usually less

than a defined value (calculated by minutes or seconds),

while this of real-time analytics is very small (millise-

cond). Batch analytics is usually utilized for applications

that have high latency (more than 20 minutes) or calcu-

lated results base on the huge data volume (TB or

even PB).

5.4 A case study for validation

In this subsection, we have presented a case study at the

Ministry of Science and Technology in Vietnam (MOST) to

validate the BDFEG. A diagram is shown in Figure 3 that

can be described by the following five main steps:

Table 2: Some typical BDFs or architectures

BDFs Time Components/characteristics Refs.

BDF1 2016

and 2017

ISO 8000 standard: planning, process, data, stakeholders, technology, implementation and

evaluation, conformance to the quality

[155,156]

BDF2 2018 The framework consists of eight components: organization, stakeholders, scope, policies and

standards, optimization, quality, storage, communication and data management

[157]

BDF3 2018 The framework has four layers: sources, storage, security and privacy, and applications [158]

BDF4 2018 The Big Data Governance Framework encompasses four main layers: objective, strategy,

components, and IT infrastructure

[159]

BDF5 2019 This framework includes five main components: planning, organization, operation, implementation,

and monitoring

[160]

BDF6 2019 The system architecture contains several key components: information consolidation, service

registration, storage user profiles, and provide a user interface

[161]

BDF7 2019 The architecture framework in real time includes six layers: data, data collection, data storage, data

processing, result storage, and visual display

[162]

BDF8 2019 The framework consists of three domains: drive domain, support domain, and capability domain [163]

BDF9 2019 The framework comprises three layers: operational platform, security, and data processing [164]
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Step 1: The platform is a data center that includes

types of devices such as servers, networking devices,

operating systems, storage devices, and so on.

Step 2: Data sources are gathered from two main

sources. First, stream data sources are collected from

social networking such as Facebook. Second, historical

data sources are aggregated from the existing databases

of the units under the MOST like the web or portal data-

bases, online public services databases, human resources

management databases, etc.

Step 3: The security includes the measures to avoid

the unauthorized intrusion from outside. The key mea-

sures are used to grant the safety of the system that

include the restriction sign-on access to the system (fire-

walls, intrusion detection system, intrusion prevention

system, etc.), the multi-level user authentication (data-

base, application, networking, operations, and moni-

toring levels), and so on.

Step 4: The data processing layer has some key com-

ponents such as data collection and classification, data

storage, and data analytics. This layer is able to gather

stream data sources (e.g., Facebook) and batch data from

historical databases of the units under the MOST. At this

step, Flume and Kafka are used to collect, aggregate, and

ingest data to Hadoop. Sqoop is utilized to transfer big data

between traditional databases (Microsoft SQL, MySQL) into

the Hadoop Distributed File System (HDFS), and inversely.

The HDFS, NoSQL databases, and SQL databases are used

to store data after collecting and classifying. Then, Storm

and Spark are applied to analyze and extract knowledge.

Storm can perform both the streaming data and batch data.

Spark can process batch data via Spark streaming.

Step 5: Intelligent Techniques and Systems include

many systems based on the data after collection, clas-

sification, and analysis. They are using those used in the

case study at the MOST shown in Figure 3 such as Portal

MOST, Documents and Tasks Management System, Online

Public Services System, Planning and Finance System,

R&D Tasks Management System, HRM System, Elec-

tronic One-Stop-Shop System, Complaints and Denuncia-

tions System, Reporting Statistics System, andmany others.

Besides, this component also provides two kinds of APIs.

The API for government agencies is applied in the systems

(Documents and Tasks Management System, Online

Public Services System) to exchange most of the docu-

ments between the MOST and other ministries as well as

local governments. The API for researchers and developers

is used in the R&D Tasks Management System to support

the academic community and businesses. Until now, this

system provides users more than 260,000 papers in local

journals, 34,000 R&D projects, and 40 million documents

in international R&D databases.

Figure 2: A BDFEG.
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6 Conclusions and future works

BDA solutions have been the subject of research and appli-

cation overmany years. Initially, the analytics were carried

out using large datasets in traditional relational databases

to find emergent properties. The advent of the frontier

technologies in Industry 4.0 has driven the concept of

big data into a new research area of extremely large and

rapidly growing datasets. Using big data effectively is con-

sidered a central component in the context of Industry

4.0 in both public and private sectors worldwide and

is an important factor for developing the next generation

E-Government. Such solutions will provide benefits for

governments that can plan policies and national programs

with analytics implemented using intelligent techniques

and systems.

In this study, we have considered the key concepts,

frontier technologies, and BDFs. We have proposed a

three-layer framework for Big Data in the context of

Industry 4.0. Although the BDFEG gives only at the con-

cept level, it provides a new approach for governments to

deploy big data projects. Future works are also empha-

sized to inspire researchers and developers and are to

promote new ideas in the research effort to perform effi-

caciously next-generation E-Government in the context

of Industry 4.0.

As mentioned earlier, many BDFs have been pub-

lished, but there is no BDF for E-Government. In fact, a

BDF for E-Government must be studied to reduce risks for

the big data projects of government agencies in the near

future. This study proposed a BDF for E-Government, so-

called BDFEG. However, the BDFEG is only given at the

concept level, and it still needs further research attention

to complete in the future works. Some key open research

questions and challenges are highlighted (for researchers

and developers) following our review as follows:

• The first question is to select the big data platform for

the government’s projects. Many researchers and devel-

opers usually process large datasets on Apache Hadoop.

It is considered a wonderful replacement for DBMS that

was introduced decades ago. However, one question is

given whether the Apache Spark is the alternative of the

Apache Hadoop in the future. That is a question that

needs to be answered in future research. This is to

help the governments select an appropriate platform

for big data projects.

• The second question relates to the open government

data. The open data issue will help to access easily

from businesses, developers, and so on, and will be

an excellent opportunity for the academy community

to study future works related to big data. Nevertheless,

privacy and security are significant issues to consider

Figure 3: A case study at the MOST in Vietnam.
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strictly. This leads to a big question that is how to har-

mony between security issues and open data issues.

• The last question relates to the data processing model.

In fact, most of the applications of governments still

process offline data or batch. To apply online or real-

time data processing models, governments need to

invest a huge budget like big technology companies.

This also leads to a big issue to be solved in the future

that is how to reduce the costs of data transmission,

storage, and repeated scanning. The results will help

governments improve efficiency in using intelligent

techniques as well as building smart applications and

intelligent systems in the future.
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