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Abstract

We study the label complexity of pool-based
active learning in the agnostic PAC model.
Specifically, we derive general bounds on the
number of label requests made by the A2 al-
gorithm proposed by Balcan, Beygelzimer &
Langford (Balcan et al., 2006). This repre-
sents the first nontrivial general-purpose up-
per bound on label complexity in the agnostic
PAC model.

1. Introduction

In active learning, a learning algorithm is given access
to a large pool of unlabeled examples, and is allowed to
request the label of any particular example from that
pool. The objective is to learn an accurate classifier
while requesting as few labels as possible. This con-
trasts with passive (semi)supervised learning, where
the examples to be labeled are chosen randomly. In
comparison, active learning can often significantly de-
crease the work load of human annotators by more
carefully selecting which examples from the unlabeled
pool should be labeled. This is of particular interest for
learning tasks where unlabeled examples are available
in abundance, but labeled examples require significant
effort to obtain.

In the passive learning literature, there are well-known
bounds on the number of training examples necessary
and sufficient to learn a near-optimal classifier with
high probability (i.e., the sample complexity) (Vapnik,
1998; Blumer et al., 1989; Kulkarni, 1989; Benedek
& Itai, 1988; Long, 1995). This quantity depends
largely on the VC dimension of the concept space being
learned (in a distribution-independent analysis) or the
metric entropy (in a distribution-dependent analysis).
However, significantly less is presently known about
the analogous quantity for active learning: namely, the
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label complexity, or number of label requests that are
necessary and sufficient to learn. This knowledge gap
is especially marked in the agnostic learning setting,
where class labels can be noisy, and we have no as-
sumption about the amount or type of noise. Building
a thorough understanding of label complexity, along
with the quantities on which it depends, seems essen-
tial to fully exploit the potential of active learning.

In the present paper, we study the label complexity by
way of bounding the number of label requests made by
a recently proposed active learning algorithm, A2 (Bal-
can et al., 2006), which provably learns in the agnostic
PAC model. The bound we find for this algorithm
depends critically on a particular quantity, which we
call the disagreement coefficient, depending on the con-
cept space and example distribution. This quantity is
often simple to calculate or bound for many concept
spaces. Although we find that the bound we derive is
not always tight for the label complexity, it represents
a significant step forward, since it is the first nontriv-
ial general-purpose bound on label complexity in the
agnostic PAC model.

The rest of the paper is organized as follows. In Sec-
tion 2, we briefly review some of the related literature,
to place the present work in context. In Section 3, we
continue with the introduction of definitions and nota-
tion. Section 4 discusses a variety of simple examples
to help build intuition. Moving on in Section 5, we
state and prove the main result of this paper: an up-
per bound on the number of label requests made by
A2, based on the disagreement coefficient. Following
this, in Section 6, we prove a lower bound for A2 with
the same basic dependence on disagreement coefficient.
We conclude in Section 7 with some open problems.

2. Background

The recent literature on the label complexity of active
learning has been bringing us steadily closer to un-
derstanding the nature of this problem. Within that
literature, there is a mix of positive and negative re-
sults, as well as a wealth of open problems.
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While studying the noise-free (realizable) setting, Das-
gupta defines a quantity ρ called the splitting index
(Dasgupta, 2005). ρ is dependent on the concept
space, data distribution, and a (new) parameter τ he
defines, as well as the target function itself. It essen-
tially quantifies how easy it is to reduce the diameter
of the concept space. He finds that under the assump-
tion that there is no noise, roughly Õ(d

ρ) label requests

are sufficient (where d is VC dimension), and Ω( 1
ρ )

are necessary for learning (for respectively appropri-
ate τ values). Thus, it appears that something like
splitting index may be an important quantity to con-
sider when bounding the label complexity. However,
at present the only published analysis using splitting
index is restricted to the noise-free (realizable) case.
Additionally, one can construct simple examples where
the splitting index is O(1) (for τ = O(ǫ2)), but agnos-
tic learning requires Ω

(

1
ǫ

)

label requests (even when
the noise rate is zero). See Appendix A for an example
of this. Thus, agnostic active learning seems to be a
fundamentally more difficult problem than realizable
active learning.

In studying the possibility of active learning in the
presence of arbitrary classification noise, Balcan,
Beygelzimer, & Langford propose the A2 algorithm
(Balcan et al., 2006). The strategy behind A2 is to
induce confidence intervals for the error rates of all
concepts, and remove any concepts whose estimated
error rate is larger than the smallest estimate to a sta-
tistically significant extent. This guarantees that with
high probability we do not remove the best classifier
in the concept space. The key observation that some-
times leads to improvements over passive learning is
that, since we are only interested in comparing the er-
ror estimates, we do not need to request the label of
any example whose label is not in dispute among the
remaining classifiers. Balcan et al. analyze the number
of label requests A2 makes for some example concept
spaces and distributions (notably linear separators un-
der the uniform distribution on the unit sphere). How-
ever, other than fallback guarantees, they do not derive
a general bound on the number of label requests, ap-
plicable to any concept space and distribution. This
is the focus of the present paper.

In addition to the above results, there are a number
of known lower bounds, than which there cannot be a
learning algorithm guarateeing a number of label re-
quests smaller. In particular, Kulkarni proves that,
even if we allow arbitrary binary-valued queries and
there is no noise, any algorithm that learns to accu-
racy 1 − ǫ can guarantee no better than Ω(log N(2ǫ))
queries (Kulkarni et al., 1993), where N(2ǫ) is the size
of a minimal 2ǫ-cover (defined below). Another known

lower bound is due to Kääriäinen, who proves that in
agnostic active learning, for most nontrivial concept
spaces and distributions, if the noise rate is ν, then
any algorithm that with probability 1 − δ outputs a
classifier with error at most ν + ǫ can guarantee no

better than Ω
(

ν2

ǫ2 log 1
δ

)

label requests (Kääriäinen,

2006). In particular, these lower bounds imply that
we can reasonably expect even the tightest general up-
per bounds on the label complexity to have some term

related to log N(ǫ) and some term related to ν2

ǫ2 log 1
δ .

3. Notation and Definitions

Let X be an instance space, comprising all possi-
ble examples we may ever encounter. C is a set of
measurable functions h : X → {−1, 1}, known as
the concept space. DXY is any probability distri-
bution on X × {−1, 1}. In the active learning set-
ting, we draw (X, Y ) ∼ DXY , but the Y value is
hidden from the learning algorithm until requested.
For convenience, we will abuse notation by saying
X ∼ D, where D is the marginal distribution of
DXY over X ; we then say the learning algorithm (op-
tionally) requests the label Y of X (which was im-
plicitly sampled at the same time as X); we may
sometimes denote this label Y by Oracle(X). For
any h ∈ C and distribution D′ over X × {−1, 1},
let erD′(h) = Pr(X,Y )∼D′{h(X) 6= Y }, and for S =
{(x1, y1), (x2, y2), . . . , (xm, ym)} ∈ (X × {−1, 1})m,
erS(h) = 1

m

∑m
i=1 |h(xi) − yi|/2. When D′ = DXY

(the distribution we are learning with respect to), we
abbreviate this by er(h) = erDXY (h). The noise rate,
denoted ν, is defined as ν = infh∈C er(h). Our objec-
tive in agnostic active learning is to, with probability
≥ 1−δ, output a classifier h with er(h) ≤ ν+ǫ without
making many label requests.

Let ρD(·, ·) be the pseudo-metric on C induced by D,
s.t. ∀h, h′ ∈ C, ρD(h, h′) = PrX∼D{h(X) 6= h′(X)}.
An ǫ-cover of C with respect toD is any set V ⊆ C such
that ∀h ∈ C, ∃h′ ∈ V : ρD(h, h′) ≤ ǫ. We additionally
let N(ǫ) denote the size of a minimal ǫ-cover of C with

respect to D. It is known that N(ǫ) < 2
(

2e
ǫ ln 2e

ǫ

)d
,

where d is the VC dimension of C (Haussler, 1992).
To focus on learnable cases, we assume d <∞.

Definition 1. For a set V ⊆ C, define the region of
disagreement

DIS(V ) = {x ∈ X|∃h1, h2 ∈ V : h1(x) 6= h2(x)}.

Definition 2. The disagreement rate ∆(V ) of a set
V ⊆ C is defined as

∆(V ) = PrX∼D{X ∈ DIS(V )}.
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Definition 3. For h ∈ C, r > 0, let

B(h, r) = {h′ ∈ C : ρD(h′, h) ≤ r}

and define the disagreement rate at radius r

∆r = sup
h∈C

∆(B(h, r)).

Definition 4. The disagreement coefficient is the in-
fimum value of θ > 0 such that ∀r > ν + ǫ,

∆r ≤ θr.

The disagreement coefficient plays a critical role in the
bounds of the following sections, which are increasing
in this θ. Roughly speaking, it quantifies how quickly
the region of disagreement can grow as a function of
the radius of the version space.

4. Examples

The canonical example of the potential improvements
in label complexity of active over passive learning is
the thresholds concept space. Specifically, consider the
concept space of thresholds tz on the interval [0, 1] (for
z ∈ [0, 1]), such that tz(x) = +1 iff x ≥ z. Further-
more, suppose D is uniform on [0, 1]. In this case, it
is clear that the disagreement coefficient is at most 2,
since the region of disagreement of B(tz , r) is roughly
{x ∈ [0, 1] : |x − z| ≤ r}. That is, since the disagree-
ment region grows at rate 1 in two disjoint directions
as r increases, the disagreement coefficient θ = 2.

As a second example, consider the disagreement coef-
ficient for intervals on [0, 1]. As before, let X = [0, 1]
and D be uniform, but this time C is the set of in-
tervals I[a,b] such that for x ∈ [0, 1], I[a,b](x) = +1
iff x ∈ [a, b] (for a, b ∈ [0, 1], a ≤ b). In contrast to
thresholds, the space of intervals serves as a canonical
example of situations where active learning does not
help compared to passive learning. This fact clearly
shows itself in the disagreement coefficient, which is

1
ν+ǫ here, since ∆r = 1 for all r > ν + ǫ. To see this,
note that the set B(I[0,0], r) contains all concepts of

the form I[a,a]. Note that 1
ν+ǫ is the largest possible

value for θ.

An interesting extension of the intervals example is
the space of p-intervals, or all intervals I[a,b] such that
b − a ≥ p ∈ ((ν + ǫ)/2, 1/8). These spaces span the
range of difficulty, with active learning becoming easier
as p increases. This is reflected in the θ value, since
here θ = 1

2p . When r < 2p, every interval in B(I[a,b], r)
has its lower and upper boundaries within r of a and
b, respectively; thus, ∆r ≤ 4r. However, when r ≥ 2p,
every interval of width p is in B(I[0,p], r), so ∆r = 1.

As an example that takes a (small) step closer to realis-
tic learning scenarios, consider the following theorem.

Theorem 1. If X is the surface of the origin-centered
unit sphere in Rd for d > 2, C is the space of ho-
mogeneous linear separators1, and D is the uniform
distribution on X , then the disagreement coefficient θ
satisfies

1

4
min

{

π
√

d,
1

ν + ǫ

}

≤ θ ≤ min

{

π
√

d,
1

ν + ǫ

}

.

Proof. First we represent the concepts in C as weight
vectors w ∈ Rd in the usual way. For w1, w2 ∈
C, by examining the projection of D onto the sub-
space spanned by {w1, w2}, we see that ρD(w1, w2) =
arccos(w1·w2)

π . Thus, for any w ∈ C and r ≤ 1/2,
B(w, r) = {w′ : w · w′ ≥ cos(πr)}. Since the deci-
sion boundary corresponding to w′ is orthogonal to
the vector w′, some simple trigonometry gives us that

DIS(B(w, r)) = {x ∈ X : |x · w| ≤ sin(πr)}.

Letting A(n, R) = 2πn/2Rn−1

Γ( n
2 )

denote the surface area

of the radius-R sphere in Rn, we can express the dis-
agreement rate at radius r as

∆r =
1

A(d, 1)

∫ sin(πr)

−sin(πr)

A
(

d− 1,
√

1− x2
)

dx

=
Γ

(

d
2

)

√
πΓ

(

d−1
2

)

∫ sin(πr)

−sin(πr)

(

1− x2
)

d−2
2 dx (∗)

≤ Γ
(

d
2

)

√
πΓ

(

d−1
2

)2sin(πr)

≤
√

d− 2sin(πr) ≤
√

dπr.

For the lower bound, note that ∆1/2 = 1 so θ ≥
min

{

2, 1
ν+ǫ

}

, and thus we need only consider ν + ǫ <
1
8 . Supposing ν + ǫ < r < 1

8 , note that (∗) is at least

≥
√

d

12

∫ sin(πr)

−sin(πr)

(

1− x2
)

d
2 dx

≥
√

π

12

∫ sin(πr)

−sin(πr)

√

d

π
e−d·x2

dx

≥1

2
min

{

1

2
,
√

dsin(πr)

}

≥ 1

4
min

{

1, π
√

dr
}

Given knowledge of the disagreement coefficient for C

under D, the following lemma allows us to extend this
to a bound for any D′ λ-close to D. The proof is
straightforward, and left as an exercise.

1Homogeneous linear separators are those that pass
through the origin.
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Input: concept space C, accuracy parameter ǫ ∈ (0, 1), confidence parameter δ ∈ (0, 1)

Output: classifier ĥ ∈ C

Let n̂ = log2

(

64
ǫ2

(

d ln 8
ǫ + ln 8

ǫδ

))

log2
4
ǫ , and let δ′ = δ/n̂

0. V0 ← C, S0 ← ∅, i← 0, j1 ← 0, k ← 1
1. While ∆(Vi) (minh∈Vi UB(Si, h, δ′)−minh∈Vi LB(Si, h, δ′)) > ǫ
2. Vi+1 ← {h ∈ Vi : LB(Si, h, δ′) ≤ minh′∈Vi UB(Si, h

′, δ′)}
3. i← i + 1
4. If ∆(Vi) < 1

2∆(Vjk
)

5. k← k + 1; jk ← i
6. S′

i ← Rejection sample 2i−jk samples x from D satisfying x ∈ DIS(Vi)
7. Si ← {(x, Oracle(x)) : x ∈ S′

i}
8. Return ĥ = arg minh∈Vi UB(Si, h, δ′)

Figure 1. The A
2 algorithm.

Lemma 1. Suppose D′ is such that, ∃λ ∈ (0, 1] s.t.
for all measurable sets A ⊆ X , λD(A) ≤ D′(A) ≤
1
λD(A). If ∆r,θ,∆

′
r , and θ′ are the disagreement rates

at radius r and disagreement coefficients for D and D′

respectively, then λ∆λr ≤ ∆′
r ≤ 1

λ∆r/λ, and thus

λ2θ ≤ θ′ ≤ 1

λ2
θ.

5. Upper Bounds for the A
2 Algorithm

To prove bounds on the label complexity, we will ad-
ditionally need to use some known results on finite
sample rates of uniform convergence.

Definition 5. Let d be the VC dimension of C. For
m ∈ N, and S ∈ (X × {−1, 1})m, define

G(m, δ) =
1

m
+

√

ln 4
δ + d ln 2em

d

m
.

UB(S, h, δ) = min{erS(h) + G(|S|, δ), 1},
LB(S, h, δ) = max{erS(h)−G(|S|, δ), 0}.

By convention, G(0, δ) = 1. The following lemma is
due to Vapnik (Vapnik, 1998).

Lemma 2. For any distribution Di over X ×{−1, 1},
and any m ∈ N, with probability at least 1− δ over the
draw of S ∼ Dm

i , every h ∈ C satisfies

|erS(h)− erDi(h)| ≤ G(m, δ).

In particular, this means

erDi(h)− 2G(|S|, δ) ≤ LB(S, h, δ) ≤
erDi(h) ≤ UB(S, h, δ) ≤ erDi(h) + 2G(|S|, δ).

Furthermore, for γ > 0, if m ≥ 4
γ2

(

2d ln 4
γ + ln 4

δ

)

,

then G(m, δ) < γ.

We use a (somewhat simplified) version of the A2 algo-
rithm, presented by Balcan et. al (Balcan et al., 2006).
The algorithm is given in Figure 1.

The motivation behind the A2 algorithm is to maintain
a set of concepts Vi that we are confident contains any
concepts with minimal error rate. If we can guarantee
with statistical significance that a concept h1 ∈ Vi has
error rate worse than another concept h2 ∈ Vi, then
we can safely remove the concept h1 since it is subop-
timal. To achieve such a statistical guarantee, the al-
gorithm employs two-sided confidence intervals on the
error rates of each classifier in the concept space; how-
ever, since we are only interested in the relative differ-
ences between error rates, on each iteration we obtain
this confidence interval for the error rate when D is re-
stricted to the region of disagreement DIS(Vi). This
restriction to the region of disagreement is the primary
source of any improvements A2 achieves over passive
learning. We measure the progress of the algorithm
by the reduction in the disagreement rate ∆(Vi); the
key question in studying the number of label requests
is bounding the number of random labeled examples
from the region of disagreement that are sufficient to
remove enough concepts from Vi to significantly reduce
the measure of the region of disagreement.

Theorem 2. If θ is the disagreement coefficient for
C, then with probability at least 1− δ, given the inputs
C, ǫ, and δ, A2 outputs ĥ ∈ C with er(ĥ) ≤ ν + ǫ, and
the number of label requests made by A2 is at most

O

(

θ2

(

ν2

ǫ2
+ 1

) (

d log
1

ǫ
+ log

1

δ

)

log
1

ǫ

)

.

Proof. Let κ be the value of k and ι be the value
of i when the algorithm halts. By convention, let
jκ+1 = ι + 1. Let γi = maxh∈Vi(UB(Si, h, δ′) −
LB(Si, h, δ′)). Since having γi ≤ ǫ would break
the loop at step 1, Lemma 2 implies we always



A Bound on the Label Complexity of Agnostic Active Learning

have |Si| ≤ 16
ǫ2

(

2d ln 8
ǫ + ln 4

δ′

)

, and thus ι ≤ (κ +

1) log2

(

16
ǫ2

(

2d ln 8
ǫ + ln 4

δ′

))

. ∆(Vi) ≤ ǫ also suffices
to break from the loop, so κ ≤ log2

2
ǫ . Thus, ι ≤

n̂. Lemma 2 and a union bound imply that, with
probability ≥ 1 − δ, for every i and every h ∈ C,
|erSi(h) − erDi(h)| ≤ G(|Si|, δ′), where Di is the con-
ditional distribution of DXY given that X ∈ DIS(Vi).
For the remainder of this proof, we assume that these
inequalities hold for all such Si and h ∈ C. In par-
ticular, this means we never remove the best classi-
fier from Vi. Additionally, ∀h1, h2 ∈ Vi we must have
∆(Vi)(erDi(h1) − erDi(h2)) = er(h1) − er(h2). Com-
bined with the nature of the halting criterion, this im-
plies that er(ĥ) ≤ ν + ǫ, as desired.

The rest of the proof bounds the number of label
requests made by A2. Let h∗ ∈ Vi be such that
er(h∗) ≤ ν +ǫ. We consider two cases: large and small
∆(Vi). Informally, when ∆(Vi) is relatively large, the
concepts far from h∗ are responsible for most of the
disagreements, and since these must have relatively
large error rates, we need only a few examples to re-
move them. On the other hand, when ∆(Vi) is small,
the halting condition is easy to satisfy.

We begin with the case where ∆(Vi) is large. Specifi-
cally, let i′ = max{i ≤ ι : ∆(Vi) > 8θ(ν + ǫ)}. (If no
such i′ exists, we can skip this case). Then ∀i ≤ i′, let

V
(θ)
i =

{

h ∈ Vi : ρD(h, h∗) >
∆(Vi)

2θ

}

.

Since for h ∈ Vi, ρD(h, h∗)/∆(Vi) ≤ erDi(h) +
erDi(h

∗) ≤ erDi(h) + ν+ǫ
∆(Vi)

, we have

V
(θ)
i ⊆

{

h ∈ Vi : erDi(h) >
1

2θ
− ν + ǫ

∆(Vi)

}

⊆
{

h∈Vi : erDi(h)− 1

8θ
> erDi(h

∗) +
3

8θ
− 2

ν + ǫ

∆(Vi)

}

⊆
{

h ∈ Vi : erDi(h)− 1

8θ
> erDi(h

∗) +
1

8θ

}

.

Let V̄i denote the latter set. By Lemma 2, Si of
size O

(

θ2
(

d log θ + log 1
δ′

))

suffices to guarantee ev-
ery h ∈ V̄i has LB(Si, h, δ′) > UB(Si, h

∗, δ′) in step 2.

V
(θ)
i ⊆ V̄i and ∆(Vi \ V

(θ)
i ) ≤ ∆∆(Vi)

2θ

≤ 1
2∆(Vi), so in

particular, any value of k for which jk ≤ i′ +1 satisfies
|Sjk−1| = O

(

θ2
(

d log θ + log 1
δ′

))

.

To handle the remaining case, suppose
∆(Vi) ≤ 8θ(ν + ǫ). In this case, Si of size

O
(

θ2 (ν+ǫ)2

ǫ2

(

d log 1
ǫ + log 1

δ′

)

)

suffices to make

γi ≤ ǫ
∆(Vi)

, satisfying the halting condition.

Therefore, every k for which jk > i′ + 1 satisfies

|Sjk−1| = O
(

θ2 (ν+ǫ)2

ǫ2

(

d log 1
ǫ + log 1

δ′

)

)

.

Since for k > 1,
∑jk−1

i=j(k−1)
|Si| ≤ 2|Sjk−1|, we have that

∑ι
i=1 |Si| = O

(

θ2 (ν+ǫ)2

ǫ2

(

d log 1
ǫ + log 1

δ′

)

κ
)

. Noting

that κ = O(log 1
ǫ ) and log 1

δ′
= O

(

d log 1
ǫ + log 1

δ

)

completes the proof.

Note that we can get an easy improvement to the
bound by replacing C with an ǫ

2 -cover of C, us-
ing bounds for a finite concept space instead of VC
bounds, and running the algorithm with accuracy pa-
rameter ǫ

2 . This yields a similar, but sometimes much
tighter, label complexity bound of

O

(

θ2

(

ν2

ǫ2
+ 1

)

log
N(ǫ/2) log 1

ǫ

δ
log

1

ǫ

)

.

6. Lower Bounds for the A
2 Algorithm

In this section, we prove a lower bound on the worst-
case number of label requests made by A2. As men-
tioned in Section 2, there are known lower bounds

of Ω
(

ν2

ǫ2 log 1
δ

)

and Ω (log N(2ǫ)), than which no al-

gorithm can guarantee better (Kulkarni et al., 1993;
Kääriäinen, 2006). However, this leaves open the ques-
tion of whether the θ2 factor in the bound is necessary.
The following theorem shows that it is for A2.

Theorem 3. For any C and D, there exists an oracle
with ν = 0 such that, if θ is the disagreement coeffi-
cient, with probability 1−δ, the version of A2 presented
above makes a number of label requests at least

Ω

(

θ2

(

d log θ + log
1

δ

))

.

Proof. The bound clearly holds if θ = 0, so assume θ >
0. By definition of disagreement coefficient, there is
some α0 > 0 such that ∀α ∈ (0, α0), ∃rα ∈ (ǫ, 1], hα ∈
C such that ∆(B(hα, rα)) ≥ ∆rα − α ≥ θrα − 2α > 0.
For some such α, let Oracle(x) = hα(x) for all x ∈ X .
Clearly ν = 0. As before, we assume all bound eval-
uations in the algorithm are valid, which occurs with
probability ≥ 1 − δ. Since LB(Si, hα, δ′) = 0 and
UB(Si, hα, δ′) = G(|Si|, δ′), if A2 halts without re-
moving any h ∈ B(hα, rα), then ∃i : UB(Si, hα, δ′) ≤

ǫ
∆(B(hα,rα)) ≤ ǫ

θrα−2α ≤ rα

θrα−2α . On the other hand,

suppose A2 removes some h ∈ B(hα, rα) before halt-
ing, and in particular suppose the first time this hap-
pens is for some set Si. In this case, UB(Si, hα, δ′) <

LB(Si, h, δ′) ≤ erDi(h) ≤ er(h)
∆(B(hα,rα)) ≤

rα

θrα−2α .

In either case, by definition of G(|Si|, δ′), we must

have |Si| = Ω

(

(

θ − 2α
rα

)2 (

d log
(

θ − 2α
rα

)

+ log 1
δ′

)

)

.

Since this is true for any such α, taking the limit as
α→ 0 proves the bound.
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Theorems 2 and 3 show that the variation in worst-case
number of label requests made by A2 for different C

and D is largely determined by the disagreement coef-
ficient (and VC dimension). Furthermore, they give us
a good estimate of the number of label requests made
by A2. One natural question to ask is whether Theo-
rem 2 is also tight for the label complexity of the learn-
ing problem. The following example indicates this is
not the case. In particular, this means that A2 can
sometimes be suboptimal.

Suppose X = [0, 1]n, and C is the space of axis-
aligned rectangles on X . That is, each h ∈ C can
be expressed as n pairs ((a1, b1), (a2, b2), . . . , (an, bn)),
such that ∀x ∈ X , h(x) = 1 iff ∀i, ai ≤ xi ≤ bi.
Furthermore, suppose D is the uniform distribution
on X . We see immediately that θ = 1

ǫ+ν , since
∀r > 0, ∆r = 1. We will show the bound is not tight
for the case when ν = 0.2 In this case, the bound value
is Ω

(

1
ǫ2

(

n log 1
ǫ + log 1

δ

))

.

Theorem 4. When ν = 0, the agnostic active learn-
ing label complexity of axis-aligned rectangles on [0, 1]n

with respect to the uniform distribution is at most

O

(

n log
n

ǫδ
+

1

ǫ
log

1

δ

)

.

A proof sketch for Theorem 4 is included in Ap-
pendix B. This clearly shows that the bound based
on A2 is sometimes not tight with respect to the true
label complexity of learning problems. Furthermore,
when ǫ < 1

en , this problem has log N(ǫ/2) ≥ n, so
the improvements offered by learning with an ǫ

2 -cover
cannot reduce the slack by much here (see Lemma 3
in Appendix B).

7. Open Problems

Whether or not one can modify A2 in a general way
to improve this bound is an interesting open prob-
lem. One possible strategy would be to use Occam
bounds, and adaptively set the prior for each itera-
tion, while also maintaining several different types of
bounds simultaneously. However, it seems that in or-
der to obtain the dramatic improvements needed to
close the gap demonstrated by Theorem 4, we need a
more aggressive strategy than sampling randomly from
DIS(Vi). For example, Balcan, Broder & Zhang (Bal-
can et al., 2007) present an algorithm for linear separa-

2In this particular case, the agnostic label complexity
with ν = 0 is within constant factors of the realizable com-
plexity. However, in general, agnostic learning with ν = 0
is not the same as realizable learning, since we are still in-
terested in algorithms that would tolerate noise if it were
present. See Appendix A for an interesting example.

tors which samples from a carefully chosen subregion
of DIS(Vi). Though their analysis is for a restricted
noise model, we might hope a similar idea is possible
in the agnostic model. The end of Appendix A con-
tains another interesting example that highlights this
issue.

One important aspect of active learning that has not
been addressed here is the value of unlabeled examples.
Specifically, given an overabundance of unlabeled ex-
amples, can we use them to decrease the number of
label requests required, and by how much? The split-
ting index bounds of Dasgupta (Dasgupta, 2005) can
be used to study these types of questions in the noise-
free setting; however, we have yet to see a thorough
exploration of the topic for agnostic learning, where
the role of unlabeled examples appears fundamentally
different (at least in A2).
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A. Realizable vs. Agnostic with ν = 0

The following example indicates that agnostic active
learning with ν = 0 is sometimes fundamentally more
difficult than realizable learning.

Let ǫ < 1/4, N =
⌊

1
2ǫ

⌋

. Let X = Z, and define D
such that, for x ∈ X : 0 < x ≤ N , D(x) = ǫ

4N and

D(−x) = 1−ǫ/4
N . D gives zero probability elsewhere.

In particular, note that 3
2ǫ < D(−x) ≤ 4ǫ and ǫ2

2 ≤
D(x) ≤ ǫ2.

Define concept space C = {h1, h2, . . .}, where ∀i, j ∈
{1, 2, . . .}, hi(0) = −1 and

hi(−j) = 2I[i = j]− 1

hi(j) = 2I[j ≥ i]− 1.

Note that this creates a learning problem where infor-
mative examples exist (the x ∈ {1, . . . , N} examples)
but are rare.

Theorem 5. For the learning problem described
above, the realizable active learning label complexity is
O

(

log 1
ǫ

)

.

Proof. By Chernoff and union bounds, drawing
Θ

(

1
ǫ2 log 1

ǫδ

)

unlabeled examples suffices to guarantee,
with probability at least 1−δ, we have at least one un-
labeled example of x, for all x ∈ {1, 2, . . . , N}; suppose
this happens. Suppose f ∈ C is the target function.
If f /∈ {h1, h2, . . . , hN}, querying the label of x = N
suffices to show er(hN+1) = 0, so we output hN+1.
On the other hand, if we find f(N) = +1, we can
perform binary search among the {1, 2, . . . , N} to find
the smallest i > 0 such that f(i) = +1. In this case,
we must have hi = f , so we output hi after O(log N)
queries.

Theorem 6. For the learning problem described
above, any agnostic active learning algorithm requires
Ω

(

1
ǫ

)

label requests, even if the oracle always agrees
with some f ∈ C, (i.e., even if ν = 0).

Proof. Suppose A is a correct agnostic learning algo-
rithm. The idea of the proof is to assume A is guaran-
teed to make fewer than (1− 2δ)N queries with prob-
ability ≥ 1 − δ when the target function is some par-
ticular f ∈ C, and then show that by adding noise we
can force A to output a concept with error more than
ǫ-worse than optimal with probability > δ. Thus, ei-
ther A cannot guarantee fewer than (1− 2δ)N queries
for that particular f , or A is not a correct agnostic
learning algorithm.

Specifically, suppose that when the target function
f = hN+1, with probability≥ 1−δ A returns an ǫ-good
concept after making ≤ q < (1 − 2δ)N label requests.
If A is successful, then whatever concept it outputs la-
bels all of {−1,−2, . . . ,−N} as −1. So in particular,
letting the random variable R = (R1, R2, . . .) denote
the sequence of examples A requests the labels of when
Oracle agrees with hN+1, this implies that with prob-
ability at least 1 − δ, if Oracle(Ri) = hN+1(Ri) for
i ∈ {1, 2, ldots, min{q, |R|}}, then A outputs a concept
labeling all of {−1,−2, . . . ,−N} as −1.

Now suppose instead of hN+1, we pick the target func-
tion f ′ as follows. Let f ′ be identical to hN+1 on
all of X except a single x ∈ {−1,−2, . . . ,−N} where
f ′(x) = +1; the value of x for which this happens is
chosen uniformly at random from {−1,−2, . . . ,−N}.
Note that f ′ /∈ C. Also note that any concept in C

other than h−x is > ǫ-worse than h−x.

Now consider the behavior of A when Oracle an-
swers queries with this f ′ instead of hN+1. Let Q =
(Q1, Q2, . . .) denote the random sequence of examples
A queries the labels of when Oracle agrees with f ′.
In particular, note that if Ri 6= x for i ≤ min{q, |R|},
then Qi = Ri for i ≤ min{q, |Q|}.

Ef ′ [Pr{A outputs h−x}]
≤ ER [Prx{∃i ≤ q : Ri = x}] + δ < 1− δ.

By the probabilistic method, we have proven that
there exists some fixed oracle such that A fails with
probability > δ. This contradicts the premise that A
is a correct agnostic learning algorithm.

As an interesting aside, note that if we define Cǫ =
{h1, h2, . . . , hN}, dependent on ǫ, then the agnostic
label complexity is O

(

log 1
ǫδ

)

when ν = 0. This is be-
cause we can run the realizable learning algorithm to
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find f = hi, and then sample Θ
(

log 1
δ

)

labeled copies
of the example −i; by observing that they are all la-
beled +1, we effectively verify that hi is at most ǫ-
worse than optimal. To make this a correct agnostic
algorithm, we can simply be prepared to run A2 if any
of the Θ

(

log 1
δ

)

samples of −i are labeled −1 (which
they won’t be for ν = 0). However, since the disagree-
ment coefficient θ = Θ

(

1
ǫ

)

, Theorem 3 implies A2 does
not achieve this improvement. See Appendix B for a
similar example.

B. Axis-Aligned Rectangles

Proof Sketch of Theorem 4. To keep things simple, we
omit the precise constants. Consider the following al-
gorithm.3

0. Sample Θ
(

1
ǫ log 1

δ

)

labeled examples from DXY

1. If none of them are positive,
return the “all negative” concept

2. Else let x be one of the positive examples
3. For i = 1, 2, . . . , n
4. Rejection sample unlabeled set Ui of size

Θ
(

n
ǫδ

(

log n
δ

)2
)

from the conditional of D given

∀j 6= i, xj −O
(

ǫδ
n log 1

δ

)

≤ Xj ≤ xj +O
(

ǫδ
n log 1

δ

)

5. Find b̂i = max{zi : z ∈ Ui∪{x}, Oracle(z) = +1}
by binary search in {zi : z ∈ Ui ∪ {x}, zi ≥ xi}

6. Find âi = min{zi : z ∈ Ui∪{x}, Oracle(z) = +1}
by binary search in {zi : z ∈ Ui ∪ {x}, zi ≤ xi}

7. Let ĥ = ((â1, b̂1), (â2, b̂2), . . . , (ân, b̂n))
8. Sample Θ

(

1
ǫ log 1

δ

)

labeled examples T from DXY

9. If erT (ĥ) > 0,
run A2 from the start and return its output

10.Else return ĥ

The correctness of the algorithm in the agnostic setting
is clear from examining the three ways to exit the al-
gorithm. First, any oracle with PrX∼D{Oracle(X) =
+1} > ǫ will, with probability ≥ 1−O(δ) have a pos-
itive example in the initial Θ

(

1
ǫ log 1

δ

)

sample. So if
the set has no positives, we can be confident the “all
negative” concept has error ≤ ǫ. If we return in step
9, we know from Theorem 2 that A2 will, with proba-
bility 1 − O(δ), output a concept with error ≤ ν + ǫ.
The remaining possibility is to return in step 10. Any
ĥ with er(ĥ) > ǫ will, with probability ≥ 1 − O(δ),

have erT (ĥ) > 0 in step 9. So we can be confident the

ĥ output in step 10 has er(ĥ) ≤ ǫ.

3To keep the algorithm simple, we make little attempt
to optimize the number of unlabeled examples. In partic-
ular, we could reduce |Ui| by using a nonzero cutoff in step
9, and could increase the window size in step 4 by using a
noise-tolerant active threshold learner in steps 5 and 6.

To bound the number of label requests, note that the
two binary searches we perform for each i (steps 5
and 6) require only O (log |Ui|) label requests each,
so the entire For loop uses only O

(

n log n
ǫδ

)

label re-
quests. We additionally have the two labeled sets
of size O

(

1
ǫ log 1

δ

)

, so if we do not return in step
9, the total number of label requests is at most
O

(

n log n
ǫδ + 1

ǫ log 1
δ

)

.

It only remains to show that when ν = 0, we do not re-
turn in step 9. Let f = ((a1, b1), (a2, b2), . . . , (an, bn))

be a rectangle with er(f) = 0. Note that er(ĥ) ≤
∑n

i=1 |ai − âi|+ |bi − b̂i|. For each i, with probability
1−O(δ/n), none of the initial Θ

(

1
ǫ log 1

δ

)

examples w

has wi ∈ [ai, ai+γ]∪[bi−γ, bi], where γ = O
(

ǫδ
n log 1

δ

)

.

In particular, if we do not return in step 1, with prob-
ability 1−O(δ), ∀j, xj ∈ [aj + γ, bj − γ]. Suppose this
happens. In particular, this means the oracle’s labels
for all z ∈ Ui are completely determined by whether
ai ≤ zi ≤ bi. We can essentially think of this as two
“threshold” learning problems for each i: one above
xi and one below xi. The binary searches find thresh-
old values consistent with each Ui. In particular, by
standard passive sample complexity arguments, |Ui| is
sufficient to guarantee with probability 1 − O(δ/n),

|bi − b̂i| ≤ O
(

ǫδ
n log 1

δ

)

and |ai − âi| ≤ O
(

ǫδ
n log 1

δ

)

.

Thus, with probability 1 − O(δ), er(ĥ) ≤ O
(

ǫδ
log 1

δ

)

.

Therefore, the probability ĥ makes a mistake on T of
size O

(

1
ǫ log 1

δ

)

is at most O(δ). Otherwise, we have

erT (ĥ) = 0 in step 9, so we return in step 10.

Lemma 3. If C is the space of axis-aligned rectangles
on [0, 1]n, and D is the uniform distribution, then for
ǫ < 1

en , log2 N(ǫ/2) ≥ n.

Proof. Since N(ǫ/2) is at least the size of any
ǫ-separated set, we can prove this lower bound
by constructing an ǫ-separated set of size 2n.
In particular, consider the set of all rectan-
gles ((a1, b1), (a2, b2), . . . , (an, bn)) satsifying ∀i, ai =
0, bi ∈

{

1− 1
n , 1

}

. There are 2n such rectangles.

For any two distinct such rectan-
gles ((a1, b1), (a2, b2), . . . , (an, bn)) and
((a′

1, b
′
1), (a

′
2, b

′
2), . . . , (a

′
n, b′n)), there is at

least one i such that bi 6= b′i. So the re-
gion in which these two disagree contains
{

x ∈ X : xi ∈
(

1− 1
n , 1

]

, ∀j 6= i, xj ∈
[

0, 1− 1
n

]}

,

which has measure
(

1− 1
n

)n−1 1
n ≥ 1

en > ǫ.
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Abstract. We study the label complexity of pool-based active learning
in the PAC model with noise. Taking inspiration from extant literature
on Exact learning with membership queries, we derive upper and lower
bounds on the label complexity in terms of generalizations of extended

teaching dimension. Among the contributions of this work is the first
nontrivial general upper bound on label complexity in the presence of
persistent classification noise.

1 Overview of Main Results

In supervised machine learning, it is becoming increasingly apparent that well-
designed interactive learning algorithms can provide valuable improvements over
passive algorithms in learning performance while reducing the amount of effort
required of a human annotator. In particular, there is presently much interest in
the pool-based active learning setting, in which a learner can request the label
of any example in a large pool of unlabeled examples. In this case, one crucial
quantity is the number of label requests required by a learning algorithm: the
label complexity. This quantity is sometimes significantly smaller than the sample
complexity of passive learning. A thorough theoretical understanding of these
improvements seems essential to fully exploit the potential of active learning.

In particular, active learning is formalized in the PAC model as follows. The
pool of m unlabeled examples are sampled i.i.d. according to some distribution
D. A binary label is assigned to each example by a (possibly randomized) oracle,
but is hidden from the learner unless it requests the label. The error rate of a
classifier h is defined as the probability of h disagreeing with the oracle on a
fresh example X ∼ D. A learning algorithm outputs a classifier ĥ from a concept
space C, and we refer to the infimum error rate over classifiers in C as the
noise rate, denoted ν. For ǫ, δ, η ∈ (0, 1), we define the label complexity, denoted
#LQ(C,D, ǫ, δ, η), as the smallest number q such that there is an algorithm that

outputs a classifier ĥ ∈ C, and for sufficiently large m, for any oracle with ν ≤ η,
with probability at least 1 − δ over the sample and internal randomness, the
algorithm makes at most q label requests and ĥ has error rate at most ν + ǫ.1

1 Alternatively, if we know q ahead of time, we can have the algorithm halt if it ever
tries to make more than q queries. The analysis is nearly identical in either case.

N. Bshouty and C. Gentile (Eds.): COLT 2007, LNAI 4539, pp. 66-81, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
Revised 04/2007.
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The careful reader will note that this definition does not require the algorithm
to be successful if ν > η, distinguishing this from the fully agnostic setting [1];
we discuss possible methods to bridge this gap in later sections.

Kulkarni [2] has shown that if there is no noise, and one is allowed arbitrary
binary valued queries, then O (log N(ǫ)) ≤ O

(

d log 1
ǫ

)

queries suffice to PAC
learn, where N(ǫ) denotes the size of a minimal ǫ-cover of C with respect to D,
and d is the VC dimension of C. This bound often has exponentially better de-
pendence on 1

ǫ , compared to the sample complexity of passive learning. However,
many binary valued queries are unnatural and difficult to answer in practice. One
of the driving motivations for research on the label complexity of active learning
is identifying, in a general way, which concept spaces and distributions allow us
to obtain this exponential improvement using only label requests for examples
in the unlabeled sample. A further question is whether such improvements can
be sustained in the presence of classification noise. In this paper, we investigate
these questions from the perspective of a general analysis.

On the subject of learning through interaction, there is a rich literature con-
cerning the complexity of Exact learning with membership queries [3, 4]. The
interested reader should consult the limpid survey by Angluin [4]. The essen-
tial distinction between that setting and the setting we are presently concerned
with is that, in Exact learning, the learning algorithm is required to identify the
oracle’s actual target function, rather than approximating it with high probabil-
ity; on the other hand, in the Exact setting there is no classification noise and
the algorithm can ask for the label of any example. In a sense, Exact learning
with membership queries is a limiting case of PAC active learning. As such, we
may hope to draw inspiration from the extant work on Exact learning when
formulating an analysis for the PAC setting.

To quantify #MQ(C), the worst-case number of membership queries required
for Exact learning with concept space C, Hegedüs [3] defines a quantity called the
extended teaching dimension of C, based on the teaching dimension of Goldman
& Kearns [5]. Letting t0 denote this quantity, Hegedüs proves that

max{t0, log2 |C|} ≤ #MQ(C) ≤ t0 log2 |C|,

where the upper bound is achieved by a version of the Halving algorithm.
Inspired by these results, we generalize the extended teaching dimension to

the PAC setting, adding dependences on ǫ, δ, η, and D. Specifically, we define
two quantities, t and t̃, both of which have t0 as a limiting case. We show that

Ω

(

max

{

η2

ǫ2
, t̃, log N(2ǫ)

})

≤ #LQ(C,D, ǫ, δ, η) ≤ Õ

((

η2

ǫ2
+1

)

t log N(ǫ/2)

)

where Õ hides factors logarithmic in 1
ǫ , 1δ , and d. The upper bound is achieved

by an active learning algorithm inspired by the Halving algorithm, which uses
Õ

(

dη+ǫ
ǫ2

)

unlabeled examples. With these tools in hand, we analyze the label
complexity of axis-aligned rectangles with respect to product distributions, show-
ing improvements over known passive learning results in dependence on η when
positive examples are not too rare.
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The rest of the paper is organized as follows. In Section 2, we briefly survey
the related literature on the label complexity of active learning. This is followed
in Section 3 with the introduction of definitions and notation, and a brief dis-
cussion of known results for Exact learning in Section 4. In Section 5, we move
into results for the PAC setting, beginning with the noise-free case for simplicity.
Then, in Section 6, we describe the general setting, and prove an upper bound
on the label complexity of active learning with noise; to the author’s knowledge,
this is the first general result of its kind, and along with lower bounds on label
complexity presented in Section 7, represents the primary contribution of this
work. We continue in Section 8, with an application of these bounds to describe
the label complexity of axis-aligned rectangles with product distributions. We
conclude with some enticing open problems in Section 9.

2 Context and Related Work

The recent literature studying general label complexity can be coarsely parti-
tioned by the measure of progress used in the analysis. Specifically, there are at
least three distinct ways to measure the progress of an active learning algorithm:
diameter of the version space, measure of the region of disagreement, and size
of the version space. By the version space at a time during the algorithm exe-
cution, we mean the set of concepts in C that have not yet been ruled out as a
possible output. One approach to studying label complexity is to summarize in a
single quantity how easy it is to make progress in terms of one of these progress
metrics. This quantity, apart from itself being interesting, can then be used to
derive upper and lower bounds on the label complexity.

To study the ease of reducing the diameter of the version space in active learn-
ing, Dasgupta [6] defines a quantity ρ he calls the splitting index. ρ is dependent
on C, D, ǫ, and another parameter τ he defines, as well as the oracle itself.
Dasgupta finds that when the noise rate is zero, roughly Õ(d

ρ ) label requests

are sufficient, and Ω( 1
ρ) are necessary for learning (for respectively appropriate

τ values). However, Dasgupta’s analysis is restricted to the noise-free case, and
there are no known extensions addressing the noisy case.

In studying ways to enable active learning in the presence of noise, Balcan et
al. [1] propose the A2 algorithm. This algorithm is able to learn in the presence
of arbitrary classification noise. The strategy behind A2 is to induce confidence
intervals for the differences of error rates of concepts in the version space. If
an estimated difference is statistically significant, the algorithm removes the
worst of the two concepts. The key observation is that, since the algorithm only
estimates error differences, there is no need to request the label of any example
that all remaining concepts agree on. Thus, the number of label requests made
by A2 is largely controlled by how quickly the region of disagreement collapses
as the algorithm progresses. However, apart from fall-back guarantees and a few
special cases, there is presently no published general analysis of the number of
label requests made by A2, and no general index of how easy it is to reduce the
region of disagreement.
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The third progress metric is reduction in the size of the version space. If the
concept space is infinite, an ǫ′-cover of C can be substituted for C, for some
suitable ǫ′.2 This paper presents the first general study of the ease of reducing
the size of the version space. The corresponding index summarizing the potential
for progress in this metric remains informative in the presence of noise, given
access to an upper bound on the noise rate.

In addition to the above studies, Kääriäinen [7] presents an interesting anal-
ysis of active learning with various types of noise. Specifically, he proves that
under noise that is not persistent (in that requesting the same label twice may
yield different responses) and where the Bayes optimal classifier is in C, any
algorithm that is successful for the zero noise setting can be transformed into
a successful algorithm for the noisy setting with only a small increase in the
number of label requests. However, these positive results do not carry into our
present setting (arbitrary persistent classification noise). In fact, in addition to
these positive results, Kääriäinen [7] presents negative results in the form of a
general lower bound on the label complexity of active learning with arbitrary
(persistent) classification noise. Specifically, he finds that for most nontrivial

distributions D, one can force any algorithm to make Ω
(

ν2

ǫ2

)

label requests.

3 Notation

We begin by introducing some notation. Let X be a set, called the instance
space, and F be a corresponding σ-algebra. Let DXY be a probability measure
on X×{−1, 1}. We useD to denote the marginal distribution ofDXY over X . CF

is the set of all F -measurable f : X → {−1, 1}. C ⊆ CF is a concept space on X ,
and we use d to denote the VC dimension of C; to focus on nontrivial learning, we
assume d > 0. For any h, h′ ∈ CF , define erD(h, h′) = PrX∼D {h(X) 6= h′(X)}.
If U ∈ Xm, define erU (h, h′) = 1

m

∑

x∈U
I[h(x) 6= h′(x)].3 If L ∈ (X ×{−1, 1})m,

define erL(h) = 1
m

∑

(x,y)∈L
I[h(x) 6= y]. For any h ∈ CF , define er(h) =

Pr(X,Y )∼DXY
{h(X) 6= Y }. Define the noise rate ν = infh∈C er(h). An α-cover

of C is any V ⊆ C s.t. ∀h ∈ C, ∃h′ ∈ V with erD(h, h′) ≤ α.
Generally, in this setting data is sampled i.i.d. according to DXY , but the

labels are hidden from the learner unless it asks the oracle for them individually.
In particular, requesting the same example’s label twice gives the same label both
times (though if the data sequence contains two identical examples, requesting

2 An alternative, but very similar progress metric is the size of an ǫ-cover of the version
space. The author suspects the analysis presented in this paper can be extended to
describe that type of progress as well.

3 We overload the standard set-theoretic notation to also apply to sequences. In par-
ticular,

P

x∈U
indicates a sum over entries of the sequence U (not necessarily all

distinct). Similarly, we use |U| to denote length of the sequence U , S ⊆ U to denote
a subsequence of U , S ∪ U to denote concatenation of two sequences, and for any
particular x ∈ U , U \ {x} indicates the subsequence of U with all entries except the
single occurrence of x that is implicitly referenced in the statement. It may help to
think of each instance x in a sample as having a unique identifier.
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both labels might give two different values). However, for notational simplicity,
we often abuse this notation by stating that X ∼ D and later stating that
the algorithm requests the label of X , denoted Oracle(X); by this, we implicitly
mean that (X, Y ) ∼ DXY , and the oracle reveals the value of Y upon request. In
particular, for U ∼ Dm, h ∈ CF , define erU (h) = 1

m

∑

x∈U
I[h(x) 6= Oracle(x)].

Definition 1. For V ⊆ C with finite |V |, the majority vote concept hmaj ∈ CF

is defined by hmaj(x) = 1 iff |{h ∈ V : h(x) = 1}| ≥ 1
2 |V |.

Definition 2. For U ∈ Xm, h ∈ CF , we overload notation to define the se-
quence of labels h(U) = {h(x)}x∈U assigned to entries of U by h. For V ⊆ CF ,
V [U ] denotes any subset of V such that ∀h ∈ V, |{h′ ∈ V [U ] : h′(U) = h(U)}| = 1.
V [U ] represents the labelings of U realizable by V .

4 Extended Teaching Dimension

Definition 3. (Extended Teaching Dimension [3]) Let V ⊆ C, m ≥ 0, U ∈ Xm.

∀f ∈ CF , XTD(f, V,U) = inf{t|∃R ⊆ U : |{h∈V : h(R)=f(R)}|≤1 ∧ |R|≤ t}.
XTD(V,U) = sup

f∈CF

XTD(f, V,U).

For a given f , we call any R ⊆ U such that |{h ∈ V : h(R) = f(R)}| ≤ 1 a
specifying set for f on U with respect to V .4

The goal of Exact learning with membership queries is to ask for the labels
f(x) of individual examples x ∈ X until the only concept in C consistent with the
observed labels is the target f ∈ C. Hegedüs [3] presents the following algorithm.

Algorithm: MembHalving

Output: The target concept f ∈ C

0. V ← C

1. Repeat until |V | = 1
2. Let hmaj be the majority vote of V
3. Let R ⊆ X be a minimal specifying set for hmaj on X with respect to V
4. Ask for the label f(x) of every x ∈ R
5. Let V ← {h ∈ V |∀x ∈ R, f(x) = h(x)}
6. Return the remaining element of V

Theorem 1. (Exact Learning: Hegedüs [3]). Letting #MQ(C) denote the Exact
learning query complexity of C with membership queries on any examples in X ,
and t0 = XTD(C,X ), then the following inequalities are valid if |C| > 2.

max{t0, log2 |C|} ≤ #MQ(C) ≤ t0 log2 |C|.
Furthermore, this upper bound is achieved by the MembHalving algorithm.5

4 We also overload all of these definitions in the obvious way for sets U ⊆ X .
5 By a slight alteration to choose queries in a particular greedy order, Hegedüs is able

to reduce this upper bound to 2 t0
log2 t0

log
2
|C|. However, it is the simpler form of the

algorithm (presented here) that we draw inspiration from in the following sections.
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The upper bound of Theorem 1 is clear when we view MembHalving as a
version of the Halving algorithm [8]. That is, querying all examples in a specifying
set for h guarantees either h makes a mistake or we identify f . Thus, querying
a specifying set for hmaj guarantees that we at least halve the version space.

The following definitions represent natural extensions of XTD to the PAC
setting. The relation of these quantities to the complexity of active learning is
our primary focus.

Definition 4. (XTD Growth Function) For m ≥ 0, V ⊆ C, δ ∈ [0, 1],

XTD(V,D, m, δ) = inf{t|∀f ∈ CF , PrU∼Dm{XTD(f, V [U ],U) > t} ≤ δ}.
XTD(V, m) = sup

U∈Xm

XTD(V [U ],U).

XTD(C,D, m, δ) plays an important role in distribution-dependent bounds on
the label complexity, while XTD(C, m) plays an analogous role in distribution-
free bounds. Clearly 0 ≤ XTD(C,D, m, δ) ≤ XTD(C, m) ≤ m.

As a simple example, consider the space of thresholds on the line. That
is, suppose X = R and C = {hθ : θ ∈ R, hθ(x) = +1 iff x ≥ θ}. In this
case, XTD(C, m) = 2, since for any set U of m points, and any f ∈ CF ,
we can form a specifying set with the points min{x ∈ U : f(x) = +1} and
max{x ∈ U : f(x) = −1}, (if they exist).

5 The Complexity of Realizable Active Learning

Before discussing the general setting, we begin with realizable learning (η = 0),
because the analysis is quite simple, and clearly highlights the relationship to
the MembHalving algorithm. We handle noisy labels in the next section.

Based on Theorem 1, it should be clear that for m ≥ Ω
(

1
ǫ

(

d log 1
ǫ + log 1

δ

))

,
#LQ(C,D, ǫ, δ, 0) ≤ XTD(C, m)d log2

em
d . Roughly speaking, this is achieved

by drawing m unlabeled examples U and executing MembHalving with con-
cept space C[U ] and instance space U . This gives a data-dependent bound of
XTD(C[U ],U) log2 |C[U ]| ≤ XTD(C, m)d log2

em
d . We can also obtain a related

distribution-dependent result as follows. Consider the following algorithm.

Algorithm: ActiveHalving

Input: V ⊆ CF , values ǫ, δ ∈ (0, 1), U = {x1, x2, . . . , xm} ∈ Xm, constant n ∈ N

Output: Concept ĥ ∈ V
0. Let i← 0
1. Repeat

2. i← i + 1
3. Let Ui = {x1+n(i−1), x2+n(i−1), . . . , xni}
4. Let hmaj be the majority vote of V
5. Let R ⊆ Ui be a minimal specifying set for hmaj on Ui w.r.t. V [Ui]
6. Ask for the label f(x) of every x ∈ R
7. Let V ← {h ∈ V |f(R) = h(R)}
8. If ∃h ∈ V s.t. hmaj(Ui) = h(Ui), Return argminĥ∈V erU(ĥ, hmaj)
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Theorem 2. Let m =
⌈

256d
ǫ

(

ln 92d
ǫδ

)2
⌉

, and n =
⌈

4
ǫ ln

12d log2
4em

δ

δ

⌉

. Let

t̂ = XTD
(

C,D, n, δ
12d log2

4em
δ

)

. If N(δ/(2m)) is the size of a minimal δ
2m -cover

of C, then

#LQ(C,D, ǫ, δ, 0) ≤ t̂ log
2
N(δ/(2m)) ≤ O

„

t̂d log
d

ǫδ

«

.

Proof. The bound is achieved by ActiveHalving(V, ǫ, δ,U , n), where U ∼Dm, and

V is a minimal δ
2m -cover of C. Let f ∈ C have er(f)=0. Let f̂ =arg minh∈V er(h).

With probability ≥ 1− δ/2, f(U) = f̂(U). Suppose this happens. In each itera-
tion, if the condition in step 8 does not obtain, then either ∃x ∈ R : hmaj(x) 6=
f(x) or else V [Ui] = {h} for some h ∈ V such that ∃x ∈ Ui : hmaj(x) 6= h(x) =
f(x). Either way, we must have eliminated at least half of V in step 7, so the
condition in step 8 fails at most log2 N(δ/(2m)) < 2d log2

4em
δ − 1 times.

On the other hand, suppose the condition in step 8 obtains. This happens
only when hmaj(Ui) = f(Ui). PrUi

{

erUi(hmaj , f) = 0 ∧ erU (hmaj , f) > ǫ
4

}

≤
δ

12d log2
4em

δ

. By a union bound, the probability that an hmaj with erU(hmaj , f) >
ǫ
4 satisfies the condition in step 8 on any iteration is at most δ

6 . If this does not

happen, then the ĥ ∈ V we return has erU (ĥ, f) ≤ erU(ĥ, hmaj)+erU (hmaj , f) ≤
erU (f, hmaj) + erU(hmaj , f) ≤ ǫ

2 . By Chernoff and union bounds, m is large

enough so that with probability at least 1− δ
6 , erU (ĥ, f) ≤ ǫ

2 ⇒ erD(ĥ, f) ≤ ǫ.

So with probability 1− 5δ
6 , we return an ĥ ∈ C with erD(ĥ, f) ≤ ǫ.

On the issue of number of queries, each iteration queries a minimal specifying
set for hmaj on a set of size n. The probability the size of this set is larger than t̂
for a particular set Ui is at most δ

12d log2
4em

δ

. By a union bound, the probability

it is larger than t̂ on any iteration is at most δ
6 . Thus, the total probability of

success (in learning and obtaining the query bound) is at least 1− δ. ⊓⊔
Note that we can obtain a worst-case label bound for ActiveHalving by re-

placing t̂ above with XTD(C, n). Theorem 2 highlights the relationship to known
results in Exact learning with membership queries [3]. In particular, if C and X
are finite, and D has support everywhere on X , then as ǫ → 0 and δ → 0, the
bound converges to XTD(C,X ) log2 |C|, the upper bound in Theorem 1.

6 The Complexity of Active Learning with Noise

The following algorithm can be viewed as a noise-tolerant version of ActiveHalv-
ing. Significant care is needed to ensure we do not discard the best concept, and
that the final classifier is near-optimal. The main trick is to use subsamples of
size < 1

16η . Since the probability of such a subsample containing a noisy example
is small, the specifying sets for hmaj will often be noise-free. Therefore, if h ∈ V
is contradicted in many such specifying sets, we can be confident h is subopti-
mal. Likewise, if for a particular unqueried x, there are many such subsamples
containing x where hmaj is not contradicted, and where there is a consistent h,
then more often than not, h(x) = h∗(x), where h∗ = arg minh′∈V er(h′).



8 Steve Hanneke

Algorithm: ReduceAndLabel(V,U , ǫ, δ, η̂)
Input: Finite V ⊆ CF , U = {x1, x2, . . . , xm} ∈ Xm, values ǫ, δ, η̂ ∈ (0, 1].
Output: Concept h ∈ V .

0. Let u = ⌊|U|/(5 ln |V |)⌋
1. Let V0 ← V , i← 0
2. Do

3. i← i + 1
4. Let Ui = {x1+u(i−1), x2+u(i−1), . . . , xui}
5. Vi ← Reduce

(

Vi−1,Ui,
δ

48 ln |V |
, η̂ + ǫ

2

)

6. Until |Vi| > 3
4 |Vi−1| or |Vi| ≤ 1

7. Let Ū = {xui+1, xui+2, . . . , xui+ℓ}, where ℓ =
⌈

12 η̂
ǫ2 ln 12|V |

δ

⌉

8. L ← Label
(

Vi−1, Ū , δ
12 , η̂ + ǫ

2

)

9. Return h ∈ Vi having smallest erL(h), (or any h ∈ V if Vi = ∅)

Subroutine: Reduce(V,U , δ, η̂)
Input: Finite V ⊆ CF , unlabeled sequence U , values δ, η̂ ∈ (0, 1]
Output: Concept space V ′ ⊆ V

0. Let m = |U|, n =
⌊

1
16η̂

⌋

, r =
⌈

397 ln 2
δ

⌉

, θ = 27
320

1. Let hmaj be the majority vote of V
2. For i ∈ {1, 2, . . . , r}
3. Sample a subsequence Si of size n uniformly without replacement from U
4. Let Ri be a minimal specifying set for hmaj in Si with respect to V [Si]
5. Ask for the label of every example in Ri

6. Let V̄i be the concepts h ∈ V s.t. h(Ri) 6= Oracle(Ri)
7. Let V̄ be the set of h ∈ V that appear in > θ · r of the sets V̄i

8. Return V ′ = V \ V̄

Subroutine: Label(V,U , δ, η̂)
Input: Finite V ⊆ CF , unlabeled sequence U , values δ, η̂ ∈ (0, 1]
Output: Labeled sequence L
0. Let ℓ = |U|, n =

⌊

1
16η̂

⌋

, k =
⌈

167 ℓ
n ln 3ℓ

δ

⌉

1. Let hmaj be the majority vote of V , and let L ← {}
2. For i ∈ {1, 2, . . . , k}
3. Sample a subsequence Si of size n uniformly without replacement from U
4. Let Ri be a minimal specifying set for hmaj in Si with respect to V [Si]
5. For each x ∈ Ri not in L, request its label yx and let L ← L ∪ {(x, yx)}
6. Let Û ⊆ U be the subsequence of examples we did not ask for the label of

7. For each x ∈ Û
8. Let Îx = {i : x ∈ Si and ∃h ∈ V s.t. h(Ri) = hmaj(Ri) = Oracle(Ri)}
9. For each i ∈ Îx, let hi ∈ V be s.t. hi(Ri) = Oracle(Ri)
10. Let y be the majority value of {hi(x) : i ∈ Îx} (breaking ties arbitrarily)

11. Let L ← L ∪ {(x, y)}
12.Return L
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Lemma 1. (Reduce) Suppose h∗ ∈ V is a concept such that erU (h∗) ≤ η̂ < 1
32 .

Let V ′ be the set returned by Reduce(V,U , ǫ, δ, η̂). With probability at least 1− δ,
h∗ ∈ V ′, and if erU (hmaj , h

∗) ≥ 10η̂ then |V ′| ≤ 3
4 |V |.

Proof. By a noisy example, in this context we mean any x ∈ U for which h∗(x)

disagrees with the oracle’s label. Let n =
⌊

1
16η̂

⌋

and r =
⌈

397 ln 2
δ

⌉

, θ = 27
320 . By

a Chernoff bound, sampling r subsequences of size n, each without replacement
from U , guarantees with probability ≥ 1− δ

2 that at most θr of the subsequences
contain any noisy examples. In particular, this would imply h∗ ∈ V ′.

Now suppose erU (hmaj , h
∗) ≥ 10η̂. For any particular subsampled sequence

Si, PrSi∼Un(U) {hmaj(Si) = h∗(Si)} ≤ (1 − 10η̂)n ≤ 0.627. So the probability
there is some x ∈ Si with hmaj(x) 6= h∗(x) is at least 0.373. By a Chernoff
bound, with probability at least 1− δ

2 , at least 4θr of the r subsamples contain
some x ∈ U such that hmaj(x) 6= h∗(x).

By a union bound, the total probability the above two events succeed is at
least 1−δ. Suppose this happens. Any sequence Si containing no noisy examples
but ∃x ∈ Si such that hmaj(x) 6= h∗(x) necessarily has |V̄i| ≥ 1

2 |V |. Since there
are at least 3θr such subsamples Si, we have |V̄ | ≥

(

3θr· 12 |V | − θr·|V |
)

/ (2θr) =
1
4 |V |, so that |V ′| ≤ 3

4 |V |. ⊓⊔

Lemma 2. (Label) Let U ∈ X ℓ, ℓ > n. Suppose h∗ ∈ V has erU (h∗) ≤ η̂ < 1
32 .

Let hmaj be the majority vote of V , and suppose erU (hmaj , h
∗) ≤ 12η̂. Let L

be the sequence returned by Label(V,U , δ, η̂). With probability at least 1− δ, for
every (x, y) ∈ L, y is either the oracle’s label for x or y = h∗(x). In any case,
∀x ∈ U , |{y : (x, y) ∈ L}| = 1.

Proof. As above, a noisy example is any x ∈ U such that h∗(x) disagrees with
the oracle. For any x we ask for the label of, the entry (x, y) ∈ L has y equal
to the oracle’s label, so the focus of the proof is on Û . For each x ∈ Û , let
Ix = {i : x ∈ Si}, A = {i : ∃x′ ∈ Ri, h

∗(x′) 6= Oracle(x′)}, and B = {i :
∃x′ ∈ Ri, hmaj(x

′) 6= h∗(x′)}. ∀x ∈ Û , if |Ix ∩ A| < |(Ix \ B) \A|, we have that

|{i ∈ Ix : h∗(Ri) = hmaj(Ri) = Oracle(Ri)}| > 1
2 |Îx| > 0. In particular, this

means the majority value of {hi(x) : i ∈ Îx} is h∗(x). The remainder of the proof
bounds the probability this fails to happen.

For x ∈ Û , for i ∈ {1, 2, . . . , k} let S̄i,x of size n be sampled uniformly
without replacement from U \ {x}, Āx = {i : ∃x′ ∈ S̄i,x, h∗(x′) 6= Oracle(x′)},
and B̄x ={i : ∃x′ ∈ S̄i,x, hmaj(x

′) 6=h∗(x′)}.

Pr
{

∃x ∈ Û : |Ix ∩A| ≥ |(Ix \B) \A|
}

≤
∑

x∈U

Pr
{

|Ix| < nk
2ℓ

}

+ Pr
{

|Ix ∩ Āx| ≥
√

96−1
80 |Ix| ∧ |Ix| ≥ nk

2ℓ

}

+

Pr
{

|(Ix \ B̄x) \ Āx| ≤
√

96−1
80 |Ix| ∧ |Ix| ≥ nk

2ℓ

}

≤ ℓ
[

e−
kn
8ℓ + 2e−

nk
167ℓ

]

≤ δ.

The second inequality is due to Chernoff and Hoeffding bounds. ⊓⊔
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Lemma 3. Suppose ν = infh∈C er(h) ≤ η and η + 3
4ǫ < 1

32 . Let V be an ǫ
2 -cover

of C. Let U ∼ Dm, with m=
⌈

224 η+ǫ/2
ǫ2 ln 48 ln |V |

δ

⌉

⌈5 ln |V |⌉. Let n=
⌊

1
16(η+3ǫ/4)

⌋

,

ℓ =
⌈

48 η+ǫ/2
ǫ2 ln 12|V |

δ

⌉

, s =
⌈

397 ln 96 ln |V |

δ

⌉

(4 ln |V |) +
⌈

167 ℓ
n ln 36ℓ

δ

⌉

, and t =

XTD
(

V,D, n, δ
2s

)

. With probability ≥ 1− δ, ReduceAndLabel
(

V,U , ǫ
2 , δ, η + ǫ

2

)

makes at most ts label queries and returns a concept h with er(h) ≤ ν + ǫ.

Proof. Let h∗ ∈ V have er(h∗) ≤ ν + ǫ
2 . Suppose the value of i is ι when we

reach step 7. Clearly ι ≤ log4/3 |V | ≤ 4 ln |V |. Let hi
maj denote the majority vote

of Vi. We proceed by bounding the probability that any of six specific events fail
to happen. The first event is

[

∀i ∈ {1, 2, . . . , ι}, erUi(h
∗) ≤ η + 3

4ǫ
]

.

The probability this fails is ≤ (4 ln |V |)e−⌊ m
5 ln |V |

⌋ ǫ2

η+ǫ/2
1
48 ≤ δ

12 (by Chernoff and
union bounds). The next event we consider is

[

∀i ∈ {1, 2, . . . , ι}, h∗ ∈ Vi and (if |Vι| > 1) erUι

(

hι−1
maj , h

∗
)

< 10
(

η + 3
4ǫ

) ]

.

By Lemma 1 and a union bound, the previous event succeeds but this one fails
with probability ≤ δ

12 . Next, note that the event
[

∀i ∈ {1, 2, ..., ι}, erUi

(

hi−1
maj , h

∗
)

<10
(

η + 3
4ǫ

)

⇒ erD
(

hi−1
maj , h

∗
)

≤ 21
2

(

η + 3
4ǫ

) ]

fails with probability ≤ (4 ln |V |)e−⌊
m

5 ln |V |
⌋(η+ 3

4 ǫ) 1
84 ≤ δ

12 . The fourth event is
[

erŪ
(

hι−1
maj , h

∗
)

≤ 12
(

η + 3
4ǫ

)]

.

By a Chernoff bound, the probability this fails when the previous three events

succeed is ≤ e−
ℓ
14 (η+ 3

4 ǫ) ≤ δ
12 . The fifth event is

[erŪ(h∗) ≤ er(h∗) + ǫ
4 and ∀h ∈ Vι−1, er(h) > er(h∗) + ǫ

2 ⇒ erŪ (h) > erŪ (h∗)].

By Chernoff and union bounds, the probability the previous events succeed but

this fails is ≤ |V |e− ℓ
48

ǫ2

η+ǫ/2 ≤ δ
12 . Finally, consider the event

[∀(x, y) ∈ L, y = h∗(x) or y = Oracle(x)].

By Lemma 2, this fails when the other five succeed with probability ≤ δ
12 . Thus

the probability all of these events succeed is ≥ 1− δ
2 . If they succeed, then any

h′ ∈ Vι with er(h′) > ν+ǫ ≥ er(h∗)+ ǫ
2 has erL(h′) > erL(h∗) ≥ minh∈Vι erL(h).

Thus the h we return has er(h) ≤ ν + ǫ.
In each call to Reduce, we ask for the labels of a minimal specifying set

for r =
⌈

397 ln 96 ln |V |

δ

⌉

sequences of length n. For each, we make at most t

label requests with probability ≥ 1 − δ
2s , so the probability any call to Reduce

makes more than tr label requests is ≤ 4δr ln |V |

2s . Similarly, in Label we request

the labels of a minimal specifying set for ≤ k =
⌈

167 ℓ
n ln 36ℓ

δ

⌉

sequences of

length n. So we make at most tk queries in Label with probability ≥ 1 − δk
2s .

Thus, the total probability we make more than t(k + 4r ln |V |) = ts queries is

≤ 4δr ln |V |

2s + δk
2s = δ

2 . The total probability either the query or error bound is
violated is at most δ. ⊓⊔
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Theorem 3. Let n =
⌊

1
16(η+3ǫ/4)

⌋

, and let N be the size of a minimal ǫ
2 -cover

of C. Let ℓ =
⌈

48 η+ǫ/2
ǫ2 ln 12N

δ

⌉

. Let s =
⌈

(397 ln 96 ln N
δ )

⌉

(4 lnN)+
⌈

167 ℓ
n ln 36ℓ

δ

⌉

,

and t = XTD
(

C,D, n, δ
2s

)

.

#LQ(C,D, ǫ, δ, η) ≤ ts = O

(

t

(

η2

ǫ2
+ 1

) (

d log
1

ǫ
+ log

1

δ

) (

log
d

ǫδ

))

.

Proof. It is known that N < 2
(

4e
ǫ ln 4e

ǫ

)d
[9]. If η + 3

4ǫ ≥ 1
32 , the bound exceeds

the passive sample complexity, so it clearly holds. Otherwise, the result follows
from Lemma 3 and the fact that XTD

(

V,D, n, δ
2s

)

≤ XTD
(

C,D, n, δ
2s

)

. ⊓⊔
Generally, if we do not know an upper bound η on the noise rate ν, then we

can perform a guess-and-double procedure using a labeled validation set, which
grows to size at most Õ

(

ν+ǫ
ǫ2

)

. See Section 9 for more discussion of this matter.
We can create a general algorithm, independent of D, by using unlabeled ex-

amples to (with probability ≥ 1− δ/2) construct the ǫ
2 -cover. It is possible to do

this while maintaining |V | ≤ N ′ = 2
(

16e
ǫ ln 16e

ǫ

)d
using O

(

1
ǫ2

(

d log 1
ǫ + log 1

δ

))

unlabeled examples. Thus, replacing t in Theorem 3 with XTD(C, n) and in-
creasing N to N ′ gives an upper bound on the distribution-free label complexity.

7 Lower Bounds

In this section, we prove lower bounds on the label complexity.

Definition 5. (Extended Partial Teaching Dimension) Let V ⊆ C, m ≥ 0,
δ ≥ 0. ∀f ∈ CF ,U ∈ X ⌈m⌉,

XPTD(f, V,U , δ)= inf{t|∃R ⊆ U : |{h∈V : h(R)=f(R)}|≤ δ|V |+1 ∧ |R|≤ t}.
XPTD(V,D, δ) = inf{t|∀f ∈ CF , lim

n→∞
PrU∼Dn{XPTD(f, V,U , δ) > t} = 0}.

XPTD(V, m, δ) = sup
f∈CF

sup
U∈X ⌈m⌉

XPTD(f, V [U ],U , δ).

Theorem 4. Let ǫ ∈ [0, 1/2), δ ∈ [0, 1). For any 2ǫ-separated set V ⊆ C with
respect to D,

max{log [(1− δ)|V |] , XPTD(V,D, δ)} ≤ #LQ(C,D, ǫ, δ, 0).

If 0 < δ < 1/16 and 0 < ǫ/2 ≤ η < 1/2, and there are h1, h2 ∈ C such that
erD(h1, h2) > 2(η + ǫ), then

Ω

((

η2

ǫ2
+ 1

)

log
1

δ

)

≤ #LQ(C,D, ǫ, δ, η).

Also, the following distribution-free lower bound applies. If ∀x ∈ X , {x} ∈ F ,6

then letting D denote the set of all probability distributions on X , for any V ⊆ C,

XPTD(V, (1− ǫ)/ǫ, δ) ≤ sup
D′∈D

#LQ(C,D′, ǫ, δ, 0).

6 This condition is not necessary, but simplifies the proof.
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Proof. The log [(1− δ)|V |] lower bound is due to Kulkarni [2].
We prove the XPTD(V,D, δ) lower bound by the probabilistic method as

follows. If δ|V |+ 1 ≥ |V |, the bound is trivially true, so assume δ|V | + 1 < |V |
(and in particular, |V | < ∞). Let m ≥ 0, t̃ = XPTD(V,D, δ). By definition
of t̃, ∃f ′ ∈ CF such that limn→∞ PrU∼Dn{XPTD(f ′, V,U , δ) ≥ t̃} > 0. By
the Dominated Convergence Theorem and Kolmogorov’s Zero-One Law, this
implies limn→∞ PrU∼Dn{XPTD(f ′, V,U , δ) ≥ t̃} = 1. Since this probability is
nonincreasing in n, this means PrU∼Dm{XPTD(f ′, V,U , δ) ≥ t̃} = 1. Suppose
A is a learning algorithm. For U ∈ Xm, f ∈ CF , define random quantities
RU ,f ⊆ U and hU ,f ∈ C, denoting the examples queried and classifier returned
by A, respectively, when the oracle answers consistent with f and the input
unlabeled sequence is U ∼ Dm. If we sample f uniformly at random from V ,

Ef

[

PrU ,RU,f ,hU,f

{

erD(f, hU ,f ) > ǫ ∨ |RU ,f | ≥ t̃
}]

≥ Prf,U ,RU,f ,hU,f

{

f(RU ,f) = f ′(RU ,f) ∧ erD(f, hU ,f) > ǫ ∨ |RU ,f | ≥ t̃
}

≥ EU

[

inf
h∈C,R⊆U :|R|<t̃

Prf {f(R) = f ′(R) ∧ erD(h, f) > ǫ}
]

> δ.

Therefore, there must be some fixed target f ∈ C such that the probability that
erD(f, hU ,f) > ǫ or |RU ,f | ≥ XPTD(V,D, δ) is > δ, proving the lower bound.

Kääriäinen [7] proves a distribution-free version of the Ω
((

η2

ǫ2 + 1
)

log 1
δ

)

bound, and also mentions its extendibility to the distribution-dependent set-
ting. Since the distribution-dependent claim and proof thereof are only im-
plicit in that reference, for completeness we present a brief proof here. Let
∆ = {x : h1(x) 6= h2(x)}. Suppose h∗ is chosen from {h1, h2} by an ad-
versary. Given D, we construct a distribution DXY with the following prop-
erty7. ∀A ∈ F ,Pr(X,Y )∼DXY

{Y = h∗(X)|X ∈ A ∩ ∆} = 1
2 + ǫ

2(η+ǫ) , and

Pr(X,Y )∼DXY
{Y = h1(X)|X ∈ A\∆} = 1. Any concept h ∈ C with er(h) ≤ η+ǫ

has Pr{h(X) = h∗(X)|h1(X) 6= h2(X)} > 1
2 . Since this probability can be es-

timated to arbitrary precision with arbitrarily high probability using unlabeled
examples, we have a reduction to active learning from the task of determining
with probability ≥ 1− δ whether h1 or h2 is h∗. Examining the latter task, since
every subset of ∆ in F yields the same conditional distribution, any optimal
strategy is based on samples from this distribution. It is known (e.g., [10, 11])
that this requires expected number of samples at least

(1−8δ) log 1
8δ

8DKL( 1
2+ ǫ

2(η+ǫ)
|| 12−

ǫ
2(η+ǫ) )

> 1
40

(η+ǫ)2

ǫ2 ln 1
8δ ,

where DKL(p||q) = p log p
q + (1− p) log 1−p

1−q .

We prove the XPTD(V, (1 − ǫ)/ǫ, δ) bound as follows. Let n = 1−ǫ
ǫ . For

S ∈ X ⌈n⌉, let DS be the uniform distribution on the entries of S. Let f ′′ =
arg maxf∈CF

XPTD(f, V [S], S, δ), and define t′′ = XPTD(f ′′, V [S], S, δ). Let

7 Although this proof relies on stochasticity of the oracle, with additional assumptions
on D and ∆ similar to Kääriäinen’s [7], a similar result holds for deterministic oracles.
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m ≥ 0. Let RU ,f and hU ,f be defined as above, for U ∼ Dm
S . As above, we use

the probabilistic method, this time by sampling the target function f uniformly
from V [S].

Ef

[

PrU ,RU,f ,hU,f
{erDS (hU ,f , f) > ǫ ∨ |RU ,f | ≥ t′′}

]

≥ EU

[

Prf,RU,f ,hU,f
{f(RU ,f ) = f ′′(RU ,f) ∧ hU ,f(S) 6= f(S) ∨ |RU ,f | ≥ t′′}

]

≥ min
h∈C,R⊆S:|R|<t′′

Prf {f(R) = f ′′(R) ∧ h(S) 6= f(S)} > δ.

Taking the supremum over S ∈ X ⌈n⌉ completes the proof. ⊓⊔

8 Example: Axis-Aligned Rectangles

As an application, we analyze axis-aligned rectangles, when D is a product den-
sity. An axis-aligned rectangle in Rn is defined by a sequence {(ai, bi)}ni=1, such
that ai ≤ bi, and the examples labeled +1 are {x ∈ X : ∀i, ai ≤ x ≤ bi}.
Throughout this section, we assume F is the standard Borel σ-algebra on Rn.

Lemma 4. (Balanced Axis-Aligned Rectangles) If D is a product distribution
on Rn with continuous CDF, and C is the set of axis-aligned rectangles such
that ∀h ∈ C,PrX∼D{h(X) = +1} ≥ λ, then

XTD(C,D, m, δ) ≤ O

(

n2

λ
log

nm

δ

)

.

Proof. If Gi is the CDF of Xi for X ∼ D, then Gi(Xi) is uniform in (0, 1), and for
any h ∈ C, the function h′(x) = h({min{y : xi = Gi(y)}}ni=1) (for x ∈ (0, 1)n) is
an axis-aligned rectangle. This mapping of the problem into (0, 1)n is equivalent
to the original, so for the rest of this proof, we assume D is uniform on (0, 1)n.

If m is smaller than the bound, the result clearly holds, so assume m ≥ 2n+
4n
λ

(

ln 8n
δ + 2n ln 2nm2

δ

)

. Our first step is to discretize the concept space. Let S be

the set of concepts h such that the region {x : h(x) = +1} is specified by the inte-

rior of some rectangle {(ai, bi)}ni=1 with ai, bi∈
{

0, δ
2nm2 , 2 δ

2nm2 ,...,
⌈

2nm2

δ

⌉

δ
2nm2

}

,

ai < bi. By a union bound, with probability ≥ 1− δ/2 over the draw of U ∼ Dm,
∀x, y ∈ U , ∀i ∈ {1, 2, . . . , n}, |xi − yi| > δ

2nm2 . In particular, this would im-
ply there are valid choices of S[U ] and C[U ] so that C[U ] ⊆ S[U ]. As such,
XTD(C,D, m, δ) ≤ XTD(S ∩ C,D, m, δ/2).

Let f ∈ CF . If PrX∼D {f(X) = +1} < 3
4λ, then with probability ≥ 1− δ/2,

for each h ∈ S ∩ C, there is some x within the first 4
λ ln 2|S|

δ examples in U s.t.

h(x) = +1 6= f(x). Thus PrU∼Dm

{

XTD(f, (C ∩ S)[U ],U) > 4
λ ln 2|S|

δ

}

≤ δ/2.

For any set of examples R, let CLOS(R) be the smallest axis-aligned rect-
angle h ∈ S that labels all of R as +1. This is known as the closure of R.
Additionally, let A ⊆ R be a smallest set such that CLOS(A) = CLOS(R).
This is known as a minimal spanning set of R. Clearly |A| ≤ 2n, since the
extreme points in each direction form a spanning set.
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Let h ∈ S be such that PrX∼D{h(X) = +1} ≥ λ
2 . Let {(ai, bi)}ni=1 define the

rectangle. Let x(ai) be the example in U with largest x
(ai)
i component such that

x
(ai)
i < ai and ∀j 6= i, aj ≤ x

(ai)
j ≤ bj, or if no such example exists, x(ai) is defined

as the x ∈ U with smallest xi. Let x(bi) be defined similarly, except having the

smallest x
(bi)
i component with x

(bi)
i > bi, and again ∀j 6= i, aj ≤ x

(bi)
j ≤ bj . If

no such example exists, then x(bi) is defined as the x ∈ U with largest xi. Let
Ah,U ⊆ U be the subsequence of all examples x ∈ U such that ∃i ∈ {1, 2, . . . , n}
with x

(ai)
i ≤ xi < ai or bi < xi ≤ x

(bi)
i . The surface volume of each face of the

rectangle is at least λ/2. By a union bound over the 2n faces of the rectangle,

with probability at least 1 − δ/(4|S|), |Ah,U | ≤ 4n
λ ln 8n|S|

δ . With probability

≥ 1− δ/4, this is satisfied for every h ∈ S with PrX∼D{h(X) = +1} ≥ λ
2 .

Now suppose f ∈ CF satisfies PrX∼D{f(X) = +1} ≥ 3λ
4 . Let U+ = {x ∈ U :

f(x) = +1}, hclos = CLOS(U+). If any x ∈ U \ U+ has hclos(x) = +1, we can
form a specifying set for f on U with respect to S[U ] using a minimal spanning
set for U+ along with this x. If there is no such x, then hclos(U) = f(U), and we
use a minimal specifying set for hclos. With probability ≥ 1−δ/4, for every h ∈ S
such that PrX∼D{h(X) = +1} < λ

2 , there is some x ∈ U+ such that h(x) = −1.

If this happens, since hclos ∈ S, this implies PrX∼D{hclos(X) = +1} ≥ λ
2 . In

this case, for a specifying set, we use Ahclos,U along with a minimal spanning set

for U+. So PrU∼Dm

{

XTD(f, (C ∩ S)[U ],U) > 2n + 4n
λ ln 8n|S|

δ

}

≤ δ/2. Noting

that |S| ≤
(

2nm2

δ

)2n

completes the proof. ⊓⊔

Note that we can obtain an estimate p̂ of p = Pr(X,Y )∼DXY
{Y = +1} that,

with probability ≥ 1 − δ/2, satisfies p/2 ≤ p̂ ≤ 2p, using at most O
(

1
p log 1

pδ

)

labeled examples (by guess-and-halve). Since clearly PrX∼D{h∗(X) = +1} ≥
p− η, we can take λ = (p̂/2)− η, giving the following oracle-dependent bound.

Theorem 5. If D is as in Lemma 4 and C is the set of all axis-aligned rectan-
gles, then if p = Pr(X,Y )∼DXY

{Y = +1} > 4η, we can, with probability ≥ 1− δ,
find an h ∈ C with er(h) ≤ ν + ǫ without the number of label requests exceeding

Õ

(

n3

(p/4)− η

(

η2

ǫ2
+ 1

))

.

This result is somewhat encouraging, since if η < ǫ and p is not too small,
the label bound represents an exponential improvement in 1

ǫ compared to known
results for passive learning, while maintaining polylog dependence on 1

δ and poly-
nomial dependence on n, though the degree increases from 1 to 3. We might won-
der whether the property of being balanced is sufficient for these improvements.
However, as the following theorem shows, balancedness alone is insufficient for
guaranteeing polylog dependence on 1

ǫ . The proof is omitted for brevity.

Theorem 6. If n ≥ 2, there is a distribution D′ on Rn such that, if C is the set
of axis-aligned rectangles h with PrX∼D′{h(X) = +1} ≥ λ, then there is a V ⊂
C 2ǫ-separated with respect to D′ such that Ω

(

(1−δ)(1−λ)
ǫ

)

≤ XPTD(V,D′, δ).
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9 Open Problems

There are a number of possibilities for tightening these bounds. The upper bound
of Theorem 3 contains a O

(

log d
ǫδ

)

factor, which does not appear in any known
lower bounds. In the worst case, when XTD(C,D, n, δ) = O(n), this factor
clearly does not belong, since the bound exceeds the passive learning sample
complexity in that case. It may be possible to reduce or remove this factor. On a
related note, Hegedüs [3] introduces a modified MembHalving algorithm, which
makes queries in a particular greedy order. By doing so, the bound decreases to
2 t0

log t0
log2 |C| instead of t0 log2 |C|. A similar technique might be possible here,

though the effect seems more difficult to quantify. Additionally, a more careful
treatment of the constants in these bounds may yield significant improvements.

The present analysis requires access to an upper bound η on the noise rate.
As mentioned, it is possible to remove this assumption by a guess-and-double
procedure, using a labeled validation set of size Ω(1/ǫ). In practice, this may
not be too severe, since we often use a validation set to tune parameters or
estimate the final error rate anyway. Nonetheless, it would be nice to remove
this requirement without sacrificing anything in dependence on 1

ǫ . In particular,
it may sometimes be possible to determine whether a classifier is near-optimal
using only a few carefully chosen queries.

As a final remark, exploring the connections between the present analysis
and the related approaches discussed in Section 2 could prove fruitful. Thorough
study of these approaches and their interrelations seems essential for a complete
understanding of the label complexity of active learning.
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Abstract

In this paper, I describe a general framework in which a learning algorithm is
tasked with learning some concept from a known class by interacting with a
teacher via questions. Each question has an arbitrary knowncost associated with
it, which the learner is required to pay in order to have the question answered. Ex-
ploring the information-theoretic limits of this framework, I define a notion called
thecost complexityof learning, analogous to traditional notions of sample com-
plexity. I discuss this topic for the Exact Learning settingas well as PAC Learning
with a pool of unlabeled examples. In the former case, the learner is allowed to
askany question, while in the latter case, all questions must concern the target
concept’s behavior on a set of unlabeled examples. In both settings, I derive upper
and lower bounds on the cost complexity of learning, based ona combinatorial
quantity I call theGeneral Identification Cost.

1 Introduction

The ability to ask questions to a knowledgeable teacher can make learning easier. This fact is no
secret to any elementary school student. But how much easier? Some questions are more difficult
for the teacher to answer than others. How much inconvenience must even the most conscientious
learner cause to a teacher in order to learn a concept? This paper explores these and related questions
about the fundamental advantages and limitations of learning by interaction.

In machine learning research, it is becoming increasingly apparent that well-designed interactive
learning algorithms can provide valuable improvements in learning performance while reducing the
amount of effort required of a human annotator. This research has mainly focused on two formal
settings of learning: Exact Learning by queries and pool-based Active PAC Learning. Informally,
the objective in the setting of Exact Learning by queries is to perfectly identify a target concept
(classifier) by asking questions. In contrast, the pool-based Active PAC setting is concerned only
with approximating the concept with high probability with respect to an unknown distribution on
the set of possible instances. In this latter setting, the learning algorithm is restricted to asking only
questions that relate to the concept’s behavior on a particular set of unannotated instances drawn
independently from the unknown distribution.

In this paper, I study both of these active learning settingsunder a broad definition. Specifically, I
consider a learning protocol in which the learner can askanyquestion, but each possible question
has an associatedcost. For example, a query of the form “what is the label of examplex” might cost
$1, while a query of the form “show me a positive example” might cost $10. The objective is to learn
the concept while minimizing the totalcostof queries made. One would like to know how much cost
even the most clever learner might be required to pay to learna concept from a particular concept
space in the worst case. This can be viewed as a generalization of notions ofsample complexityor



query complexityfound in the learning theory literature. I refer to this bestworst case cost as the
cost complexityof learning. This quantity is defined without reference to computational feasibility,
focusing instead on the information-theoretic boundariesof this setting (in the limit of unbounded
computation). Below, I derive bounds on the cost complexityof learning, as a function of the concept
space and cost function, for both Exact Learning from queries and pool-based Active PAC Learning.

Section 2 formally introduces the setting of Exact Learningfrom queries, describes some related
work, and defines cost complexity for that setting. It also serves to introduce the notation and funda-
mental definitions used throughout this paper. The section closely parallels the work of Balcázar et
al. [1]. The primary contribution of Section 2 is a derivation of upper and lower bounds on the cost
complexity of Exact Learning from queries. This is followed, in Section 3, by a formal definition of
pool-base Active PAC Learning and extension of the notion ofcost complexity to that setting. The
primary contributions of Section 3 include a derivation of upper and lower bounds on the cost com-
plexity of learning in that general setting, as well as an interesting corollary for intersection-closed
concept spaces. I know of no previous work giving general results of this type.

2 Active Exact Learning

In this setting, there is aninstance spaceX andconcept spaceC on X such that anyh ∈ C is a
distinct functionh : X → {0, 1}.1 Additionally, defineC∗ = {h : X → {0, 1}}. That is,C∗ is the
most generalconcept space, containing all possible labelings ofX . In particular, any concept space
C is a subset ofC∗. For a particular learning problem, there is an unknowntarget conceptf ∈ C,
and the task is to identifyf using a teacher’s answers to queries made by the learning algorithm.
Formally, anactual queryis any function inQ̃ = {q̃ : C∗ → 2A

∗ \ {∅}},2 for someanswer setA∗.
By a learning algorithm “making an actual query”, I mean thatit selects a functioñq ∈ Q̃, passes
it to the teacher, and the teacher returns a singleanswerã ∈ q̃(f) wheref is the target concept. A
concepth ∈ C∗ is consistentwith an answer̃a to an actual querỹq if ã ∈ q̃(h). Thus, I assume the
teacher always returns an answer that the target concept is consistent with; however, when there are
multiple such answers, the teacher may arbitrarily select from amongst them.

Traditionally, the subject of active learning has been studied with respect to specific restricted query
types, such as membership queries, and the learning algorithm’s objective has been to minimize the
numberof queries used to learn. However, it is often the case that learning with these simple types
of queries is difficult, but if the learning algorithm is allowed just a fewspecialqueries, learning
becomes significantly easier. The reason we are initially reluctant to allow the learner to ask certain
types of queries is that these queries are difficult, expensive, or sometimes impossible to answer.
However, we can incorporate this difficulty level into the framework by assigning each query type
a specificcost, and then allowing the learning algorithm to explicitly optimize thecostneeded to
learn, rather than thenumberof queries. In addition to allowing the algorithm to trade off between
different types of queries, this also gives us the added flexibility to specify different costs within the
same family (e.g., perhaps some membership queries are moreexpensive than others).

Formally, in this framework there is acost function. Let α > 0 be a constant. A cost function is any
c : Q̃ → (α,∞]. In practice,c would typically be defined by the user responsible for answering the
queries, and could be based on the time, resources, or operating expenses necessary to obtain the
answer. Note that if a particular type of query is unanswerable for a particular application, or if the
user wishes to work with a reduced set of possible queries, one can always define the costs of those
undesirable query types to be∞, so that any reasonable learning algorithm ignores them if possible.

While the notion ofactual queryclosely corresponds to the actual mechanism of querying in prac-
tice, it will be more convenient to work with the information-theoretic implications of these queries.

Define the set ofeffective queriesQ = {q : C∗ → 22C
∗

\ {∅}|∀f ∈ C∗, a ∈ q(f) ⇒ [f ∈ a ∧ ∀h ∈
a, a ∈ q(h)]}. Each effective query corresponds to an equivalence class of actual queries, defined
by mapping any answer to the set of concepts consistent with it. We can thus define the mapping

1All of the main results easily generalize to multiclass as well.
2The restriction that̃q(f) 6= {} is a bit like an assumption that every valid question has at least one answer

for any target concept. However, we can always define some particular answer to mean “there is no answer,”
so this restriction is really more of a notational convenience than an assumption.



E(q) = {q̃|q̃ ∈ Q̃,∀f ∈ C∗, [∃ã ∈ q̃(f) with a = {h|h ∈ C∗, ã ∈ q̃(h)}] ⇔ a ∈ q(f)}.

By an algorithm “making an effective queryq,” I mean that it makes an actual query inE(q),3 (a
good algorithm will pick a cheaper actual query). For the purpose of this best-worst-case analysis,
the following definition is appropriate. For a cost functionc, define a correspondingeffective cost
function(overloading notation)c : Q → [α,∞], such that∀q ∈ Q, c(q) = inf q̃∈E(q) c(q̃). The
following definitions illustrate how query types can be defined using effective queries.

A positive example queryis anyq̃ ∈ E(qS) for someS ⊆ X , such thatqS ∈ Q is defined by
∀f ∈ C∗ s.t. [∃x ∈ S : f(x) = 1], qS(f) = {{h|h ∈ C∗, h(x) = 1}|x ∈ S : f(x) = 1}, and
∀f ∈ C∗ s.t. [∀x ∈ S, f(x) = 0], qS(f) = {{h|h ∈ C∗ : ∀x ∈ S, h(x) = 0}}.

A membership queryis anyq̃ ∈ E(q{x}) for somex ∈ X . This special case of a positive example
query can equivalently be defined by∀f ∈ C∗, q{x}(f) = {{h|h ∈ C∗, h(x) = f(x)}}.

These effectively correspond to asking for any example labeled 1 inS or an indication that there
are none (positive example query), and asking for the label of a particular example inX
(membership query). I will refer to these two query types in subsequent examples, but the reader
should keep in mind that the theorems below apply toall types of queries.

Additionally, it will be useful to have a notion of aneffective oracle, which is an unknown function
defining how the teacher will answer the various queries. Formally, an effective oracleT is any
function inT = {T : Q → 2C

∗ |∀q ∈ Q, T (q) ∈ ∪f∈C∗q(f)}.4 For convenience, I also overload
this notation, defining for a set of queriesR ⊆ Q, T (R) = ∩q∈RT (q).

Definition 2.1. A learning algorithmA for C using cost functionc is any algorithm which, for any
(unknown) target conceptf ∈ C, by a finite number of finite cost actual queries, is guaranteed to
reduce the set of concepts inC consistent with the answers to precisely{f}. A concept spaceC is
learnablewith cost functionc using total costt if there exists a learning algorithm forC usingc
guaranteed to have the sum of costs of the queries it makes at mostt.5

Definition 2.2. For any instance spaceX , concept spaceC onX , and cost functionc, define the
cost complexity, denoted CostComplexity(C, c), as the infimumt ≥ 0 such thatC is learnable with
cost functionc using total cost no greater thant.

Equivalently, we can define cost complexity using the following recurrence. If|C| = 1,
CostComplexity(C, c) = 0. Otherwise,

CostComplexity(C, c) = inf
q̃∈Q̃

c(q̃) + max
f∈C,ã∈q̃(f)

CostComplexity({h|h ∈ C, ã ∈ q̃(h)}, c)

Since

inf
q̃∈Q̃

c(q̃) + max
f∈C,ã∈q̃(f)

CostComplexity({h|h ∈ C, ã ∈ q̃(h)}, c)

= inf
q∈Q

inf
q̃∈E(q)

c(q̃) + max
f∈C,ã∈q̃(f)

CostComplexity(C ∩ {h|h ∈ C∗, ã ∈ q̃(h)}, c)

= inf
q∈Q

c(q) + max
f∈C,a∈q(f)

CostComplexity(C ∩ a, c),

we can equivalently define cost complexity in terms ofeffective queriesandeffective cost. That is,
CostComplexity(C, c) is the infimumt ≥ 0 such that there is an algorithm guaranteed to identify
anyf ∈ C usingeffectivequeries with total ofeffectivecosts no greater thant.

3I assumeA∗ is sufficiently expressive so that∀q ∈ Q, E(q) 6= ∅; alternatively, we could defineE(q) =
∅ ⇒ c(q) = ∞ without sacrificing the main theorems. Additionally, I willassume that it is possible to find an
actual query inE(q) with cost arbitrarily close toinf q̃∈E(q) c(q̃) for anyq ∈ Q using finite computation.

4An effective oracle corresponds to a deterministic stateless teacher, which gives up as little information as
possible. It is also possible to analyze a setting in which asking two queries from the same equivalence class,
or asking the same question twice, can possibly lead to two different answers. However, the worst case in both
settings is identical, so the worst case results obtained for this setting also apply to the more general case.

5I have made the dependence ofA on the teacher implicit. To be formally correct,A should have the
teacher’s effective oracleT as input, and is guaranteed to outputf for anyT ∈ T s.t. ∀q ∈ Q, T (q) ∈ q(f).
Cost is then a book-keeping device recording howA usesT during execution.



2.1 Related Work

There have been a relatively large number of contributions to the study of Exact Learning from
queries. In particular, much interest has been given to settings in which the learning algorithm is
restricted to a few specific types of queries (e.g. membership queries and equivalence queries).
However, these contributions focus entirely on thenumberof queries needed, rather thancost. The
most relevant work in this area is by Balcázar, Castro, and Guijarro [1]. Prior to publication of [2],
there were a variety of publications in which the learning algorithm could use some specific set of
queries, and which derived bounds on the number of queries any algorithm might be required to
make in the worst case in order to learn. For example, [3] analyzed the combination of membership
and proper equivalence queries, [4] additionally analyzedlearning from membership queries alone,
while [5] considered learning from just proper equivalencequeries. Amidst these various special
case analyses, somewhat surprisingly, Balcázar et al. [2]discovered that the query complexity
bounds derived in these works were all special cases of a single general theorem, applying to the
broad class ofsample-based queries. They further generalized this result in [1], giving results that
apply to any combination ofanyquery types. That work defines an abstract combinatorial quantity,
which they call theGeneral Dimension, which provides a lower bound on the query complexity,
and is within a log factor of it. Furthermore, the General Dimension can actually be computed for a
variety of interesting combinations of query types. Until now there has not been any analysis I
know of that considers learning withall query types, but giving each query a cost, and bounding
the worst-casecostthat a learning algorithm might be required to incur. In particular, the analysis
of the next subsection can be viewed as a generalization of [1] to add this notion of cost, such
that [1] represents the special case of cost that is uniformly 1 on a particular set of queries and∞
on all other queries.

2.2 Cost Complexity Bounds

I now turn to the subject of exploring the fundamental limitsof interactive learning in terms of cost.
This discussion closely parallels that of Balcázar, Castro, and Guijarro [1].

Definition 2.3. For any instance spaceX , concept spaceC onX , and cost functionc, define the
General Identification Cost, denotedGIC(C, c), as follows.

GIC(C, c) = inf{t|t ≥ 0, ∀T ∈ T , ∃R ⊆ Q, s.t.[
∑

q∈R
c(q) ≤ t] ∧ [|C ∩ T (R)| ≤ 1]}

We can also express this asGIC(C, c) = supT∈T infR⊆Q:|C∩T (R)|≤1

∑

q∈R
c(q). Note that

calculating this corresponds to a much simpler optimization problem than calculating the cost
complexity. The General Identification Cost is a direct generalization of the General Dimension
of [1], which itself generalizes quantities such as Extended Teaching Dimension [4], Strong
Consistency Dimension [5], and the Certificate Sizes of [3].It can be interpreted as a sort of game.
This game is similar to the usual setting, except that the teacher’s answers are not restricted to be
consistent with a concept. Imagine there is a helpful spy whoknows precisely how the teacher will
respond to every query. The spy is able to suggest queries to the learner, and wishes to cause the
learner to pay as little as possible. If the spy is sufficiently clever at suggesting queries, and the
learner follows every suggestion by the spy, then after asking some minimal cost set of queries the
learner can narrow the set of concepts inC consistent with the answers down to at most one. The
General Identification Cost is precisely the worst case limiting cost the learner might be forced to
pay during this process, no matter how clever the spy is at suggesting queries.

Lemma 2.1. For any instance spaceX , concept spaceC onX , and cost functionc, if V ⊆ C, then
GIC(V, c) ≤ GIC(C, c).

Proof. It clearly holds ifGIC(C, c) = ∞. If GIC(C, c) < k, then∀T ∈ T , ∃R ⊆ Q s.t.
∑

q∈R
c(q) < k and1 ≥ |C ∩ T (R)| ≥ |V ∩ T (R)|, and thereforeGIC(V, c) < k. The limit as

k → GIC(C, c) gives the result.

Lemma 2.2. For anyγ > 0, instance spaceX , finite concept spaceC onX with |C| > 1, and cost
functionc such thatGIC(C, c) < ∞, ∃q ∈ Q such that∀T ∈ T ,

|C \ T (q)| ≥ c(q)
|C| − 1

GIC(C, c) + γ
.



That is, regardless of which answer the teacher picks, thereare at leastc(q) |C|−1
GIC(C,c)+γ concepts in

C inconsistent with the answer.

Proof. Suppose∀q ∈ Q, ∃Tq ∈ T such that|C \ Tq(q)| < c(q) |C|−1
GIC(C,c)+γ . Then define an

effective oracleT with the property that∀q ∈ Q, T (q) = Tq(q). We have thus defined an oracle
such that∀R ⊆ Q,

∑

q∈R
c(q) ≤ GIC(C, c) + γ ⇒

|C ∩ T (R)| = |C| − |C \ T (R)| ≥ |C| −
∑

q∈R

|C \ Tq(q)|

> |C| −
∑

q∈R

c(q)
|C| − 1

GIC(C, c) + γ
≥ |C| − (GIC(C, c) + γ)

|C| − 1

GIC(C, c) + γ
= 1.

In particular, this contradicts the definition ofGIC(C, c).

This brings us to the main theorem of this section.

Theorem 2.1. For any instance spaceX , concept spaceC onX , and cost functionc,

GIC(C, c) ≤ CostComplexity(C, c) ≤ GIC(C, c) log2 |C|

Proof. I begin with the lower bound. Letk < GIC(C, c). By definition ofGIC, ∃T ∈ T , such
that∀R ⊆ Q,

∑

q∈R
c(q) ≤ k ⇒ |C ∩ T (R)| > 1. In particular, this implies that an adversarial

teacher can answer any sequence of queries with cost no greater thank in a way that leaves at least
2 concepts inC consistent with the answers, either of which could be the target conceptf . This
impliesCostComplexity(C, c) > k. The limit ask → GIC(C, c) gives the bound.

Next I prove the upper bound. IfGIC(C, c) = ∞ or |C| = ∞, the bound holds vacuously, so let us
assume these are finite. Say the teacher’s answers correspond to some effective oracleT ∈ T .
Consider a recursive algorithmAγ that makes effective queries fromQ.6 If |C| = 1, thenAγ halts
and outputs the single remaining concept. Otherwise, letq be an effective query having the
property guaranteed by Lemma 2.2. That is,|C \ T (q)| ≥ c(q) |C|−1

GIC(C,c)+γ . DefiningV = C ∩ T (q)

(a generalized notion ofversion space), this implies thatc(q) ≤ (GIC(C, c) + γ) |C|−|V |

|C|−1 and
|V | < |C|. SayAγ makes effective queryq, and then recurses onV . In particular, we can
immediately see that this algorithm identifiesf using no more than|C| − 1 queries.

I now prove by induction on|C| thatCostComplexity(C, c) ≤ (GIC(C, c) + γ)H|C|−1, where
Hn =

∑n
i=1

1
i is thenth harmonic number. If|C| = 1, then the cost complexity is0. For |C| > 1,

CostComplexity(C, c)

≤c(q) + CostComplexity(V, c)

≤(GIC(C, c) + γ)
|C| − |V |
|C| − 1

+ (GIC(V, c) + γ)H|V |−1

≤(GIC(C, c) + γ)

( |C| − |V |
|C| − 1

+ H|V |−1

)

≤(GIC(C, c) + γ)H|C|−1

where the second inequality uses the inductive hypothesis along with the properties ofq guaranteed
by Lemma 2.2, and the third inequality uses Lemma 2.1. Finally, noting thatH|C|−1 ≤ log2 |C| and
taking the limit asγ → 0 proves the theorem.

6I use the definition of cost complexity in terms of effective cost, so that we need not concern ourselves with
howAγ chooses itsactual queries. However, we could defineAγ to make actual queries with cost withinγ of
the effective query cost, so that the result still holds asγ → 0.



2.3 An Example: Discrete Intervals

As a simple example of cost complexity, considerX = {1, 2, . . . , N}, for N ≥ 4,
C = {ha,b : X → {0, 1}|a, b ∈ X , a ≤ b, ∀x ∈ X , [a ≤ x ≤ b ⇔ ha,b(x) = 1]}, and define an
effective cost functionc that is1 for membership queriesq{x} for anyx ∈ X , k for the positive
example queryqX where3 ≤ k ≤ N − 1, and∞ for any other queries. In this case,
GIC(C, c) = k + 1. In the spy game, say the teacher answers effective queries with an effective
oracleT . LetX+ = {x|x ∈ X , T (q{x}) = {h|h ∈ C∗, h(x) = 1}}. If X+ 6= ∅, then let
a = minX+ andb = maxX+. The spy tells the learner to make queriesq{a}, q{b}, q{a−1} (if
a > 1), andq{b+1} (if b < N ). This narrows the version space to{ha,b}, at a worst-case effective
cost of 4. IfX+ = ∅, then the spy suggests queryqX . If T (qX ) = {f−}, the “all 0” concept, then
no concepts inC are consistent. Otherwise,T (qX ) = {h|h ∈ C∗, h(x) = 1} for somex ∈ X , and
the spy suggests membership queryq{x}. In this case,T (q{x}) ∩ T (qX ) = ∅, so the worst-case
cost isk + 1 (withoutqX , it would costN − 1). These are the only cases to consider, so
GIC(C, c) = k + 1. By Theorem 2.1, this impliesk + 1≤CostComplexity(C, c)≤2(k + 1) log2 N .

We can slightly improve this by noting that we only useqX once. Specifically, if a learning
algorithm begins (in the regular setting) by askingqX , revealing thatf(x) = 1 for somex ∈ X ,
then we can reduce to two disjoint learning problems, with concept spaces
C′
1 = {hx,b|b ∈ {x, . . . , N}}, andC′

2 = {ha,x|a ∈ {1, 2, . . . , x}}, with cost functionsc1(q) = c(q)
for q ∈ {q{x}, q{x+1}, . . . , q{N}} and∞ otherwise, andc2(q) = c(q) for
q ∈ {q{1}, q{2}, . . . , q{x}} and∞ otherwise, and correspondingGIC(C′

1, c) ≤ 2, GIC(C′
2, c) ≤ 2.

So we can say that
CostComplexity(C, c) ≤ k + CostComplexity(C′

1, c1) + CostComplexity(C′
2, c2) ≤ k + 4 log2 N .

One algorithm that achieves this begins by making the positive example query, and then performs
binary search above and below the indicated positive example to find the boundaries.

3 Pool-Based Active PAC Learning

In many scenarios, a more realistic definition of learning isthat supplied by the Probably
Approximately Correct (PAC) model. In this case, unlike theprevious section, we are interested
only in discovering with high probability a function with behavior verysimilar to the target concept
on examples sampled from some distribution. Formally, as above there is an instance spaceX , and
a concept spaceC ⊆ C∗ onX ; unlike above, there is also a distributionD overX , and I assumeC is
well-behaved in a measure-theoretic sense7. As with Exact Learning, the learning algorithm
interacts with a teacher by making queries. However, in thissetting the learning algorithm is given
as input a finite sequence8 of unlabeled examplesU , each drawn independently according toD, and
all queriesmade by the algorithm must concern only the behavior of the target concept on
examples inU .Formally, adata-dependent cost functionis any functionc : Q̃ × 2X → (α,∞]. For
a given set of unlabeled examplesU , and data-dependent cost functionc, definecU (·) = c(·,U).
Thus,cU is a cost function in the sense of the previous section. For a givencU , the corresponding
effective cost functioncU : Q → [α,∞] is defined as in the previous section.
Definition 3.1. LetX be an instance space,C a concept space onX , andU = (x1, x2, . . . , x|U|) a
finite sequence of unlabeled examples. Define∀h ∈ C, h(U) = (h(x1), h(x2), . . . , h(x|U|)).
Define9 C[U ] ⊆ C as any concept space such that∀h ∈ C, |{h′|h′ ∈ C[U ], h′(U) = h(U)}| = 1.
Definition 3.2. A sample-based cost functionis any data-dependent cost functionc such that for
all finiteU ⊆ X , ∀q ∈ Q,

cU(q) < ∞ ⇒ ∀f ∈ C∗, ∀a ∈ q(f), ∀h ∈ C∗, [h(U) = f(U) ⇒ h ∈ a].

This corresponds to queries that areaboutthe target concept’s labels on some subset ofU .
Additionally,∀U ⊆ X , x ∈ X , andq ∈ Q, c(q,U ∪ {x}) ≤ c(q,U). That is, in addition to the
above property, adding extra examples to whichq’s answers do not refer does not increase its cost.

7This mild assumption has almost no practical impact. See [6]for a full description.
8I will implicitly overload all notation for sets and sequences, so that if a set is used where a sequence is

required, then an arbitrary ordering of the set is implied (though this ordering should be used consistently), and
if a sequence is used where a set is required, then the set of distinct elements of the sequence is implied.

9The choice of which concept from each equivalence class to include inC[U ] can be made arbitrarily.



For example, membership queries onx ∈ U and positive examples queries onS ⊆ U could have
finite costs under a sample-based cost function. As in the previous section, there is a target concept
f ∈ C, but unlike that section, we do not try toidentifyf , but instead attempt toapproximateit with
high probability.
Definition 3.3. For instance spaceX , concept spaceC onX , distributionD onX , target concept
f ∈ C, and concepth ∈ C, define theerror rateof h, denotederrorD(h, f), as

errorD(h, f) = PrX∼D {h(X) 6= f(X)}
Definition 3.4. For (ǫ, δ) ∈ (0, 1)2, an(ǫ, δ)-learning algorithmfor C using sample-based cost
functionc is any algorithmA taking as input a finite sequence of unlabeled examples, suchthat for
any target conceptf ∈ C and finite sequenceU , A(U) outputs a concept inC after making a finite
number of actual queries with finite costs undercU . Additionally, any(ǫ, δ)-learning algorithmA

has the property that∃m ∈ [0,∞) such that, for any target conceptf ∈ C and distributionD onX ,

PrU∼Dm {errorD(A(U), f) > ǫ} ≤ δ.

A concept spaceC is (ǫ, δ)-learnablegiven sample-based cost functionc using total costt if there
exists an(ǫ, δ)-learning algorithmA for C usingc such that for all finite example sequencesU ,
A(U) is guaranteed to have the sum of costs of the queries it makes at mostt undercU .
Definition 3.5. For any instance spaceX , concept spaceC onX , sample-based cost functionc,
and(ǫ, δ) ∈ (0, 1)2, define the(ǫ, δ)-cost complexity, denoted CostComplexity(C, c, ǫ, δ), as the
infimumt ≥ 0 such thatC is (ǫ, δ)-learnable givenc using total cost no greater thant.

As in the previous section, because it is thelimiting case, we can equivalently define the(ǫ, δ)-cost
complexity as the infimumt ≥ 0 such that there is an(ǫ, δ)-learning algorithm guaranteed to have
the sum ofeffectivecosts of theeffectivequeries it makes at mostt.

The main results from this section include a new combinatorial quantityGPIC(C, c, m, τ) such
that if d is the VC-dimension ofC, then

GPIC(C, c, Θ(1
ǫ ), δ) ≤ CostComplexity(C, c, ǫ, δ) ≤ GPIC(C, c, Θ̃

(

d
ǫ

)

, 0)Θ̃(d).

3.1 Related Work

Previous work on pool-based active learning in the PAC modelhas been restricted almost
exclusively to uniform-cost membership queries on examples in the unlabeled setU . There has
been some recent progress on query complexity bounds for that restricted setting. Specifically,
Dasgupta [7] analyzes a greedy active learning scheme and derives bounds for the number of
membership queries inU it uses under anaverage casesetting, in which the target concept is
selected randomly from a known distribution. A similar typeof analysis was previously given by
Freund et al. [8] to prove positive results for the Query by Committee algorithm. In a subsequent
paper, Dasgupta [9] derives upper and lower bounds on the number of membership queries inU
required for active learning for any particular distributionD, under the assumption thatD is
known. The results I derive in this section implyworst-caseresults (over bothD andf ) for this as
a special case of more general bounds applying toanysample-based cost function.

3.2 Cost Complexity Upper Bounds

I now derive bounds on the cost complexity of pool-based Active PAC Learning.
Definition 3.6. For an instance spaceX , concept spaceC onX , sample-based cost functionc, and
nonnegative integerm, define theGeneral Identification Cost Growth Function, denoted
GIC(C, c, m), as follows.

GIC(C, c, m) = sup
U∈Xm

GIC(C[U ], cU )

Definition 3.7. For any instance spaceX , concept spaceC onX , and(ǫ, δ) ∈ (0, 1)2, let
M(C, ǫ, δ) denote thesample complexityof C (in the classicpassive learningsense), or the
smallestm such that there is an algorithmA taking as input a set of examplesL and labels, and
outputting a classifier(without making any queries), such that for anyD andf ∈ C,

PrL∼Dm {errorD(A(L, f(L)), f) > ǫ} ≤ δ.

It is known (e.g., [10]) that



max{ d−1
32ǫ , 1

2ǫ ln 1
δ } ≤ M(C, ǫ, δ) ≤ 4d

ǫ ln 12
ǫ + 4

ǫ ln 2
δ

for 0 < ǫ < 1/8, 0 < δ < .01, andd ≥ 2, whered is the VC-dimension ofC. Furthermore,
Warmuth has conjectured [11] thatM(C, ǫ, δ) = Θ(1

ǫ (d + log 1
δ )).

With these definitions in mind, we have the following novel theorem.

Theorem 3.1. For any instance spaceX , concept spaceC onX with VC-dimensiond ∈ (0,∞),
sample-based cost functionc, ǫ ∈ (0, 1), andδ ∈ (0, 1

2 ), if m = M(C, ǫ, δ), then

CostComplexity(C, c, ǫ, δ) ≤ GIC(C, c, m)d log2
em
d

Proof. For the unlabeled sequence, sampleU ∼ Dm. If GIC(C, c, m) = ∞, then the upper bound
holds vacuously, so let us assume this is finite. Also,d ∈ (0,∞) implies|U| ∈ (0,∞) [10]. By
definition ofM(C, ǫ, δ), there exists a (passive learning) algorithmA such that
∀f ∈ C, ∀D,PrU∼Dm{errorD(A(U , f(U)), f) > ǫ} ≤ δ. Therefore any algorithm that, by a finite
sequence of effective queries with finite cost undercU , identifiesf(U) and then outputs
A(U , f(U)), is an(ǫ, δ)-learning algorithm forC usingc.

Suppose now that there is aghost teacher, who knows the teacher’s target conceptf ∈ C. The
ghost teacher uses theh ∈ C[U ] with h(U) = f(U) as its target concept. In order to answer any
actual queries̃q ∈ Q̃ with cU(q̃) < ∞, the ghost teacher simply passes the query to the real teacher
and then answers the query using the real teacher’s answer. This answer is guaranteed to be valid
becausecU is a sample-based cost function. Thus, identifyingf(U) can be accomplished by
identifyingh(U), which can be accomplished by identifyingh. The task of identifyingh can be
reduced to anExact Learningtask with concept spaceC[U ] and cost functioncU , where the teacher
for the Exact Learning task is the ghost teacher. Therefore,by Theorem 2.1, the total cost required
to identifyf(U) with a finite sequence of queries is no greater than

CostComplexity(C[U ], cU ) ≤ GIC(C[U ], cU ) log2 |C[U ]| ≤ GIC(C[U ], cU )d log2

|U|e
d

, (1)

where the last inequality is due to Sauer’s Lemma (e.g., [10]). Finally, taking the worst case
(supremum) over allU ∈ Xm completes the proof.

Note that (1) also implies a data-dependent bound, which could potentially be useful for practical
applications in which the unlabeled examples are availablewhen bounding the cost. It can also be
used to state a distribution-dependent bound.

3.3 An Example: Intersection-Closed Concept Spaces

As an example application, we can use the above theorem to prove new results for any
intersection-closed concept space10 as follows.

Lemma 3.1. For any instance spaceX , intersection-closed concept spaceC with VC-dimension
d ≥ 1, sample-based cost functionc such that membership queries inU have cost≤ µ (i.e.,
∀U ⊆ X , x ∈ U , cU (q{x}) ≤ µ) and positive example queries inU have cost≤ κ (i.e.,
∀U ⊆ X , S ⊆ U , cU(qS) ≤ κ), and integerm ≥ 0,

GIC(C, c, m) ≤ κ + µd

Proof. Say we have some set of unlabeled examplesU , and consider bounding the value of
GIC(C[U ], cU ). In the spy game, suppose the teacher is answering with effective oracleT ∈ T .
LetU+ = {x|x ∈ U , T (q{x}) = {h|h ∈ C∗, h(x) = 1}}. The spy first tells the learner to make the
qU\U+

query (ifU \ U+ 6= ∅). If ∃x ∈ U \ U+ s.t.T (qU\U+
) = {h|h ∈ C∗, h(x) = 1}, then the

spy tells the learner to make effective queryq{x} for thisx, and there are no concepts inC[U ]
consistent with the answers to these two queries; the total effective cost for this case isκ + µ. If
this is not the case, but|U+| = 0, then there is at most one concept inC[U ] consistent with the

10An intersection-closed concept spaceC has the property that for anyh1, h2 ∈ C, there is a concepth3 ∈ C
such that∀x ∈ X , [h1(x) = h2(x) = 1 ⇔ h3(x) = 1]. For example, conjunctions and axis-aligned rectangles
are intersection-closed.



answer toqU\U+
: namely, theh ∈ C[U ] with h(x) = 0 for all x ∈ U , if there is such anh. In this

case, the cost is justκ.

Otherwise, let̄S be a largest subset ofU+ such that∃h ∈ C with ∀x ∈ S̄, h(x) = 1. If S̄ = ∅, then
making any membership query inU+ leaves all concepts inC[U ] inconsistent (at costµ), so let us
assumēS 6= ∅. For anyS ⊆ X , define

CLOS(S) = {x|x ∈ X , ∀h ∈ C, [∀y ∈ S, h(y) = 1] ⇒ h(x) = 1}

theclosureof S. Let S̄′ be a smallest subset of̄S such thatCLOS(S̄′) = CLOS(S̄), known as a
minimal spanning setof S̄ [12]. The spy now tells the learner to make queriesq{x} for all x ∈ S̄′.

Any concept inC consistent with the answer toqU\U+
must label everyx ∈ U \ U+ as 0. Any

concept inC consistent with the answers to the membership queries onS̄′ must label every
x ∈ CLOS(S̄′) = CLOS(S̄) ⊇ S̄ as 1. Additionally, every concept inC that labels everyx ∈ S̄
as 1 must label everyx ∈ U+ \ S̄ as 0, sincēS is defined to be maximal. This labeling of these
three sets completely defines a labeling ofU , and as such there is at most oneh ∈ C[U ] consistent
with the answers to all queries made by the learner. Helmbold, Sloan, and Warmuth [12] proved
that, for an intersection-closed concept space with VC-dimensiond, for any setS̄, all minimal
spanning sets of̄S have size at mostd. This implies the learner makes at mostd membership
queries inU , and thus has a total cost of at mostκ + µd.

Corollary 3.1. Under the conditions of Lemma 3.1, ifd ≥ 10, then for0 < ǫ < 1, and0 < δ < 1
2 ,

CostComplexity(C, c, ǫ, δ) ≤ (κ + µd)d log2

(

e

d
max

{

16d

ǫ
ln d,

6

ǫ
ln

28

δ

})

Proof. This follows from Theorem 3.1, Lemma 3.1, and Auer & Ortner’sresult [13] that for
intersection-closed concept spaces withd ≥ 10, M(C, ǫ, δ) ≤ max

{

16d
ǫ ln d, 6

ǫ ln 28
δ

}

.

For example, consider the concept space of axis-parallel hyper-rectangles inX = R
n,

C = {h : X → {0, 1}|∃((a1, b1), (a2, b2), . . . , (an, bn)) : ∀x ∈ Rn, h(x) = 1 ⇔ ∀i ∈
{1, 2, . . . , n}, ai ≤ xi ≤ bi}. One can show that this is an intersection-closed concept space with
VC-dimension2n. For a sample-based cost functionc of the form stated in Lemma 3.1, we have
thatCostComplexity(C, c, ǫ, δ) ≤ Õ ((κ + nµ)n). Unlike the example in the previous section, if all
other query types have infinite cost, then forn ≥ 2 there are distributions that force any algorithm
achieving this bound for smallǫ andδ to use multiple positive example queriesqS with |S| > 1. In
particular, for finite constantκ, this is an exponential improvement over the cost complexity of PAC
active learning with only uniform cost membership queries onU .

3.4 A Cost Complexity Lower Bound

At first glance, it might seem thatGIC(C, c,
⌈

1−ǫ
ǫ

⌉

) could be a lower bound on
CostComplexity(C, c, ǫ, δ). In fact, one can show this is true forδ < ( ǫd

e )d. However, there are
simple examples for which this is not a lower bound for general ǫ andδ.11 We therefore require a
slight modification ofGIC to introduce dependence onδ.
Definition 3.8. For an instance spaceX , finite concept spaceC onX , cost functionc, and
δ ∈ [0, 1), define theGeneral Partial Identification Cost, denotedGPIC(C, c, δ) as follows.

GPIC(C, c, δ) = inf{t|t ≥ 0, ∀T ∈ T , ∃R ⊆ Q, s.t. [
∑

q∈R
c(q) ≤ t] ∧ [|C ∩ T (R)| ≤ δ|C|+ 1]}

Definition 3.9. For an instance spaceX , concept spaceC onX , sample-based cost functionc,
non-negative integerm, andδ ∈ [0, 1), define theGeneral Partial Identification Cost Growth
Function, denotedGPIC(C, c, m, δ), as follows.

GPIC(C, c, m, δ) = sup
U∈Xm

GPIC(C[U ], cU , δ)

11The infamous “Monty Hall” problem is an interesting exampleof this. For another example, consider
X = {1, 2, . . . , N}, C = {hx|x ∈ X ,∀y ∈ X , hx(y) = I [x = y]}, and cost that is 1 for membership queries
in U and infinite for other queries. AlthoughGIC(C, c, N) = N − 1, it is possible to achieve better than
ǫ = 1

N+1
with probability close toN−2

N−1
using cost no greater thanN − 2.



It is easy to see thatGIC(C, c) = GPIC(C, c, 0) andGIC(C, c, m) = GPIC(C, c, m, 0), so that
all of the above results could be stated in terms ofGPIC.

Theorem 3.2. For any instance spaceX , concept spaceC onX , sample-based cost functionc,
(ǫ, δ) ∈ (0, 1)2, and anyV ⊆ C,

GPIC(V, c,
⌈

1−ǫ
ǫ

⌉

, δ) ≤ CostComplexity(C, c, ǫ, δ)

Proof. Let S ⊆ X be a set with1 ≤ |S| ≤
⌈

1−ǫ
ǫ

⌉

, and letDS be the uniform distribution onS.
Thus,errorDS

(h, f) ≤ ǫ ⇔ h(S) = f(S). I will show that any algorithmA guaranteeing
PrU∼Dm

S
{errorDS

(A(U), f) > ǫ} ≤ δ cannot also guarantee cost strictly less than
GPIC(V [S], cS, δ). If δ|V [S]| ≥ |V [S]| − 1, the result is clear since no algorithm guarantees cost
less than 0, so assumeδ|V [S]| < |V [S]| − 1. SupposeA is an algorithm that guarantees, for every
finite sequenceU of elements fromS, A(U) incurs total cost strictly less thanGPIC(V [S], cS, δ)

undercU (and therefore also undercS). By definition ofGPIC, ∃T̂ ∈ T such that for any set of
queriesR thatA(U) makes,|V [S] ∩ T̂ (R)| > δ|V [S]| + 1. I now proceed by the probabilistic
method. Say the teacher draws the target conceptf uniformly at random fromV [S], and∀q ∈ Q
s.t. f ∈ T̂ (q), answers withT̂ (q). Any q ∈ Q such thatf /∈ T̂ (q) can be answered with an
arbitrarya ∈ q(f). Let hU = A(U); let RU denote the set of queriesA(U) would make ifall
queries were answered witĥT .

Ef [PrU∼Dm

S
{errorDS

(A(U), f) > ǫ}]
=EU∼Dm

S
[Prf{hU(S) 6= f(S)}]

≥EU∼Dm

S
[Prf{hU(S) 6= f(S) ∧ f ∈ T̂ (RU )}]

≥ min
U∈Sm

|V [S] ∩ T̂ (RU )| − 1

|V [S]| > δ.

Therefore, there exists a deterministic method for selectingf and answering queries such that
PrU∼Dm

S
{errorDS

(A(U), f) > ǫ} > δ. In particular, this proves that there are no(ǫ, δ)-learning
algorithms that guarantee cost strictly less thanGPIC(V [S], cS , δ). Taking the supremum over
setsS completes the proof.

Corollary 3.2. Under the conditions of Theorem 3.2,

GPIC(C, c,
⌈

1−ǫ
ǫ

⌉

, δ) ≤ CostComplexity(C, c, ǫ, δ).

Equipped with Theorem 3.2, it is straightforward to prove the claim made in Section 3.3 that there
are distributions forcing any(ǫ, δ)-learning algorithm for Axis-parallel rectangles using only
membership queries (at costµ) to payΩ(µ(1−δ)

ǫ ). The details are left as an exercise.

4 Discussion and Open Problems

Note that the usual “query counting” analysis done for Active Learning is a special case of cost
complexity (uniform cost 1 on the allowed queries, infinite cost on the others). In particular,
Theorem 3.1 can easily be specialized to give a worst-case bound on the query complexity for the
widely studied setting in which the learner can make anymembership querieson examples in
U [9,14]. However, for this special case, one can derive a slightly tighter bound. Following the
proof technique of Hegedüs [4], one can show that for any sample-based cost functionc such that
∀U ⊆ X , q ∈ Q, cU (q) < ∞ ⇒ [cU (q) = 1 ∧ ∀f ∈ C∗, |q(f)| = 1],
CostComplexity(C, cX ) ≤ 2GIC(C,cX) log2 |C|

log2 GIC(C,cX ) . This implies for the PAC setting that

CostComplexity(C, c, ǫ, δ) ≤ 2GIC(C,c,m)d log2 m
log2 GIC(C,c,m) , for VC-dimensiond ≥ 3 andm = M(C, ǫ, δ).

This includes the cost function assigning 1 to membership queries onU and∞ to all others.

Active Learning in the PAC model is closely related to the topic of Semi-Supervised Learning.
Balcan & Blum [15] have recently derived a variety of sample complexity bounds for
Semi-Supervised Learning. Many of the techniques can be transfered to the pool-based Active
Learning setting in a fairly natural way. Specifically, suppose there is a quantitative notion of



“compatibility” between a concept and a distribution, which can be estimated from a finite
unlabeled sample. If we know the target concept is highly compatible with the data distribution, we
can draw enough unlabeled examples to estimate compatibility, then identify and discard those
concepts that are probably highly incompatible. The set of highly compatible concepts may be
significantly less expressive, therefore reducingboththe number of examples for which an
algorithm must learn the labels to guarantee generalization and the number of labelings of those
examples the algorithm must distinguish between, thereby also reducing the cost complexity.

There are a variety of interesting extensions of this framework worth pursuing. Perhaps the most
natural direction is to move into the agnostic PAC framework, which has thus far been quite elusive
for active learning except for a few results [16,17]. Another possibility is to derive cost complexity
bounds when the costc is a function of not only the query, but also the target concept. Then every
time the learning algorithm makes a queryq, it is chargedc(q, f), but does not necessarily know
what this value is. However, it can always upper bound the total cost so far by the worst case over
concepts in the version space. Can anything interesting be said about this setting (or variants),
perhaps under some benign smoothness constraints onc(q, ·)? This is of some practical importance
since, for example, it is often more difficult to label examples that occur near a decision boundary.
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