
Research Paper

558Huo et al. | A calibration-free approach for measuring fracture aperture distributionsGEOSPHERE | Volume 12 | Number 2

A calibration-free approach for measuring fracture aperture 

distributions using X-ray computed tomography
Da Huo1, Ronny Pini2, and Sally M. Benson1

1Department of Energy Resources Engineering, Stanford University, Green Building, Room 065, 367 Panama Street, Stanford, California 94305, USA
2Petroleum Engineering Department, Colorado School of Mines, Marquez Hall #206, 1600 Arapahoe Street, Golden, Colorado 80401, USA

ABSTRACT

Various methods have been proposed to measure fracture aperture dis-

tributions, including X-ray computed tomography (CT) imaging, which has 

the advantage that it can be combined with dynamic flow experiments. In 

this paper, we present a calibration-free missing CT attenuation (CFMA) im-

aging method for measuring fracture apertures that avoids time-consuming 

calibration. In addition, this model does not assume a homogeneous matrix 

and thus provides a good estimate of fracture apertures even when rock prop-

erties are heterogeneous. The validity of the CFMA model is established by 

four approaches: comparing apertures calculated with the conventional cal-

ibration-based method; evaluating model predictability at different scanner 

voxel sizes; comparing with calibration coefficients in the literature from a 

number of experiments with different rocks and X-ray scanners; and compar-

ing aperture measurements for dry and wet scans. We analyze the systematic 

error and the random error introduced by rock heterogeneities and CT scan-

ning and show that by averaging 5 replicate scans, we reduce the aperture 

measurement error to ~22 µm.

INTRODUCTION

Efforts to quantify fracture geometry and tortuosity and their relationship to 

fracture permeability have been ongoing for decades. Of particular interest are 

the mechanical opening of fractures, or the aperture, and their spatial distribu-

tion. Various methods have been proposed and implemented to measure frac-

ture apertures and to characterize fracture void geometry. Representative tech-

niques (Committee on Fracture Characterization and Fluid Flow et al., 1996) 

include (1) those that use measurements of surface profilometry; (2) those that 

involve material filling in the void space; and (3) those that apply noninfiltrative 

technology, such as computed tomography (CT) scanning.

Table 1 lists 10 methods for measuring fracture apertures (Glover et al., 

1998; Isakov et al., 2001; Boutt et al., 2006; Bandis, 1980; Committee on Fracture 

Characterization and Fluid Flow et al., 1996; Gale, 1987; Billaux and Gentier, 

1990; Pyrak-Nolte et al., 1987; Schrauf and Evans, 1986; Barton et al., 1985; 

 Ketcham et al., 2010). The advantages and disadvantages of the methods are 

also listed. As Table 1 shows, the CT scanning technique alone has the ad-

vantage that it can be combined with core-flooding experiments to measure 

properties such as relative permeability and capillary pressure, stress-depen-

dent transport properties, or reactive chemical transport phenomena, and it is 

therefore the focus of this paper.

Methods for using X-ray CT scanners to measure fracture apertures have 

been under development since the 1990s (Johns et al., 1993; Ketcham et al., 

2010). There are three alternative conceptual approaches for calculating frac-

ture apertures from CT data, denoted as peak height (PH), full-width-half-max-

imum (FWHM), and missing CT attenuation (CTMA) in Figure 1. The black line 

shows a hypothetical transect across the two fractures shown in the inset, 

which is obtained from an X-ray scan of a rock slice. For this example, the 

rock matrix has an average CT number of 1250 Hounsfield units (HU), and the 

presence of a fracture is indicated by lower CT numbers. The HU scale is a 

representation of the material radiodensity. The CT number of distilled water 

at standard temperature and pressure (STP) is defined as 0 HU, while the CT 

number of air at STP is defined as –1000 HU (Hounsfield, 1980).

The area shown by the shaded regions in Figure 1 is called CTMA, which 

refers to the deficit of density (and, accordingly, X-ray attenuation measured 

in CT numbers) caused by a fracture filled with air or any other fluid. The first 

method for calculating fracture aperture, shown in Figure 1, uses the so-called 

FWHM value, i.e., the width of the transect measured at the midpoint CT num-

ber between the air and the rock matrix (125 HU in Fig. 1). One of the draw-

backs of the FWHM method is that for thinner apertures, the decrease in CT 

number may not be sufficiently large to reach the midpoint, and FWHM conse-

quently cannot be used to calculate the aperture (Ketcham and Carlson, 2001). 

The second method (Fig. 1) uses PH, which corresponds to the difference be-

tween the CT number of the rock matrix and the minimum CT value measured 

across the fracture (Vandersteen et al., 2003). The PH method fails when the 

fracture aperture is large enough for the minimum CT number to reach the 

attenuation of air, thus becoming insensitive to the width of the aperture. Note 

that both the FWHM and PH methods need careful calibration to obtain the 

relationship between fracture apertures and FWHM/PH. The third method, the 

CTMA, is shown in the shaded area of Figure 1. This method calculates the CTMA 

due to the presence of the fracture (Johns et al., 1993; Keller, 1997; Van Geet 

and Swennen, 2001). The method assumes that all X-ray attenuation is con-

served in CT scanning and that the aperture of a fracture can be ascertained if 

its total attenuation signal can be delineated and integrated. It has been shown 
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that by capturing the density deficit caused by the presence of a fracture, the 

CTMA method provides for the most accurate estimates of fracture apertures 

over a wide range of values (Ketcham et al., 2010).

The CTMA is defined by Equation 1 (Ketcham et al., 2010):

 CTMA = (CTmat − CTi)
i = 1

Nvox

∑ , (1)

where CTmat represents an arbitrary baseline CT value (usually, the average 

CT number of the rock matrix), CTi represents the CT values of the transect 

across the trough, and Nvox represents the number of voxels within the trough. 

Because CT numbers are discrete, we use the summation in all calculations. 

The relationship between the CTMA and the fracture aperture is determined 

using careful calibration with spacers of known thickness. Summation of the 

missing CT values across the trough has a linear relationship with the fracture 

aperture (Johns et al., 1993):

 CTMA = d ⋅constant, (2)

where d represents the fracture aperture, and the constant depends on the 

rock properties and CT scanner specifications.

Although the conventional CT method can be used to measure fracture 

apertures, it has several shortcomings in the way that it is conventionally 

applied: first, it requires a significant effort for calibration, normally two to 

three days for four calibration points using spacers of different thicknesses; 

second, it typically assumes a homogeneous core, as indicated by the con-

stant in Equation 2. As an alternative to calibration using spacers, Ketcham 

et al. (2010) demonstrated that apertures could be calculated using an ab-

solute scale, which only requires measuring the CT numbers for the rock 

 matrix and air; however, they concluded that it was difficult to determine 

the CT value for air inside the core holder due to factors such as beam hard-

ening and image reconstruction artifacts when there are large contrasts be-

tween materials.

Ketcham et al. (2010) proposed an enhancement of the CT method that uses 

a point-spread function (PSF) to relate fracture aperture and variation of the 

CT numbers across the fracture. By evaluating the shape of the CT traverses 

over the fracture, accurate measurement of fracture apertures can be obtained 
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Figure 1. Computed tomography (CT) transect of two hypotheti cal 

fractures imaged with an X-ray CT scanner on a slice of a rock sample. 

The gray-shaded regions represent the so-called missing attenuation 

(CTMA), while PH and FWHM refer to peak height and full width at half 

maximum, respectively (see text). HU—Hounsfield units. Scanner 

reso lu tion is 500 µm (modified after Ketcham et al., 2010).

TABLE 1. METHODS IN MEASURING MECHANICAL APERTURES OF FRACTURES

Methods Mechanism Advantages Disadvantages Citations

Mechanical profilometer Surface profilometry High resolution Sample needs to be taken apart Glover et al. (1998)

Optical methods Surface profilometry High resolution Sample needs to be taken apart Isakov et al. (2001)

Laser profilometer Surface profilometry High resolution Sample needs to be taken apart Boutt et al. (2006)

Tapered filler gauge Material filling Easy to measure Cannot obtain local aperture distribution Bandis (1980)

Polyester film Material filling Good estimates of local aperture geometry Overestimate the contact area; sample needs to be 
taken apart

Committee on Fracture Characterization 
and Fluid Flow et al. (1996)

Epoxy Material filling Local aperture and void distribution can be obtained Sample needs to be taken apart and consequently 
destroyed

Gale (1987); Billaux and Gentier (1990)

Wood’s metal Material filling Estimates of areal distribution of void space Difficult to obtain local aperture geometry Pyrak-Nolte et al. (1987)

Gas volume measurement Material filling Easy to set up instruments Cannot obtain aperture distribution Schrauf and Evans (1986)

Borehole pumping tests Material filling Easy method in large fractures Equals mechanical aperture with hydraulic aperture Barton et al. (1985)

Computed Tomography 
scanning

Noninfiltrative In-situ measurement and can be combined with flow 
experiments

Resolution problems Ketcham et al. (2010)

Downloaded from http://pubs.geoscienceworld.org/gsa/geosphere/article-pdf/12/2/558/3335664/558.pdf
by guest
on 16 August 2022

http://geosphere.gsapubs.org


Research Paper

560Huo et al. | A calibration-free approach for measuring fracture aperture distributionsGEOSPHERE | Volume 12 | Number 2

through the inverse PSF method (IPSF). IPSF deals very well with heterogene-

ity, even for highly heterogeneous materials. With IPSF, apertures of one-tenth 

of a voxel width can be detected and determined. In general, IPSF provides 

a robust way to calculate aperture distributions; however, it requires complex 

numerical deconvolution and is thus more computationally expensive. In ad-

dition, the IPSF method does not eliminate the need for a calibration process.

The objective of this paper is to present a more efficient method based on 

the missing attenuation (MA) approach for calculating fracture aperture distri-

butions that does not require calibration and can be used in heterogeneous 

rocks with error quantification. The method, referred to here as the CFMA (cali-

bration-free missing attenuation) method, builds on and extends the absolute 

calibration method described in Ketcham et al. (2010).

SIMPLIFIED METHOD FOR APERTURE MEASUREMENT 
USING CT SCANNING

The CT number in the vicinity of the fracture is reduced due to the density 

deficit of the fluid-filled or air-filled fracture. Low CT numbers occur both in the 

voxels at the fractures and adjacent voxels due to smearing of the X-ray atten-

uation and so-called partial volume effects (Weerakone and Wong, 2006). The 

partial volume effect causes the CT number to decrease in the voxels adjacent 

to the fracture when only a portion of the voxel is filled with rock. Moreover, 

when material properties change rapidly, smearing of X-ray attenuation occurs 

due to the finite beam width and oversampling associated with X-ray com-

puted tomography (Johns et al., 1993). These two effects prevent voxels at a 

density discontinuity from responding sharply to density contrasts. Depending 

on the rock type and the aperture size, for a scanner with a spatial resolution 

of 0.5 mm, most of the fractures will affect ~5–6 voxels. Figure 2 illustrates 

this: three one-dimensional (1-D) transects across a rock slice are shown that 

represent a hypothetical fracture of width d filled with air (left transect) and 

the corresponding profile that would be imaged from an X-ray scan (transect 

in the center) with resolution R. For the sake of simplicity, this illustrative ex-

ample considers a fracture having a width that corresponds to the resolution 

of the scanner; note that the process could be repeated for a fracture with an 

arbitrary width, and the analysis and conclusions that follow would not be 

affected.

The basic assumption made about using the CT scanning technique is that 

the total amount of missing attenuation is conserved, even though the influ-

ence of the fracture is spread out over a number of voxels (Ketcham et al., 

2010). In other words, the gray-shaded regions outlined by the left and center 

transects have the same area; it follows that the true missing attenuation is 

defined as

 CTMA = (CTr,i − CTi)
i = 1

Nvox

∑ , (3)

where CTr,i are the voxel CT values of the original intact rock matrix, and CTi are 

the corresponding values measured across the trough. The missing attention 

due to the presence of a fracture can be calculated using the assumption that 

CTMA is conserved, which results in the following identity:

 d ⋅ (CTr,k − CTair ) = R ⋅CTMA, (4)

where CTr,k is the voxel CT value of the missing matrix along the fracture, and R 

is the voxel size, or the resolution of the CT scanner. Note that CTr,k represents 

the true CT value of the missing matrix along the fracture and is not iterative, 

while CTr,i represents a set of iterative CT numbers that are perpendicular to 

the fracture. Because CTMA is conserved, Equations 3 and 4 can be equated, re-

sulting in
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Figure 2. The appearance of a hypotheti cal 

fracture on an X-ray computed tomog raphy 

(CT) scan as represented by one-dimen-

sional transects across a rock slice (see 

text for abbreviations). HU—Hounsfield 

units. Left: perfect (ideal) imaging of the 

fracture, with the transect providing a 

one-to-one true representation of the 

original fracture width. Center: imaging 

of the fracture affected by smearing of 

X-ray attenuation and scanner resolution. 

The gray shaded area corresponds to the 

original missing attenuation. Right: The 

gray shaded area is obtained by assuming 

a baseline for the CT number of the intact 

rock.
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 d =
R ⋅ (CTr,i − CTi)

i = 1

Nvox

∑
CTr,k − CTair

. (5)

The main issue in applying Equation 5 is that in a real situation neither CTr,k 

nor the CTr,i is known. Therefore, in this study a baseline value CTmat is intro-

duced that defines a reference for calculating CTMA:

 d =
R ⋅ (CTmat − CTi)

i = 1

Nvox

∑
CTmat − CTair

, (6)

where CTmat is estimated from the average of six adjacent neighbor voxels just 

outside the trough region (three on each side of the trough), as depicted in Fig-

ure 2 (right-most transect). A value for CTair is also required. For this study we 

use the value of –1000 HU, as is the convention for making porosity measure-

ments using medical X-ray CT (Akin and Kovscek, 2003). However, as men-

tioned in Ketcham et al. (2010), beam hardening or other image reconstruction 

errors will cause CTair to differ from this value inside the core holder. Two ap-

proaches for addressing this issue have been proposed: CTair value could be 

measured directly inside the core holder or calculated from calibration data 

using spacers of known thickness (Ketcham et al., 2010). Our studies confirm 

that direct measurements of CTair inside the core holder are not reliable, as 

indicated by Ketcham et al. (2010). Instead, we calculate the values of CTair from 

the calibration data for the two rock samples used here. The values of CTair are 

–1006 HU and –1145 HU. Thus assuming a value of –1000 HU for CTair results in 

0.3% and 5% overestimation of the fracture apertures for the 2 samples, with 

overestimation being larger for the denser rock. Given the benefits of avoiding 

the need for calibration, approximating CTair = –1000 is acceptable. If denser 

rocks are used (e.g., ultramafic rocks), beam hardening will be greater and 

calibration to measure CTair may be required.

For highly heterogeneous materials, the CT numbers might continue in-

creasing from the fracture for more than three voxels. This will cause inaccu-

racies in the CFMA method; however, examination of the scans can be used to 

assess whether this is problematic for any particular rock sample. Errors asso-

ciated with the estimation of CTMA are described herein (see the Discussion). 

As to the application of the CFMA method, the use of Equation 6 accounts for 

heterogeneity in the rock properties by using local values for CTmat.

APPLICATION OF THE CFMA METHOD

Materials

Two rock samples were used to test and evaluate the CFMA method; a 

high-porosity (~22%) Berea Sandstone core (Cleveland Quarries, Vermilion, Ohio, 

USA) and a low-porosity (< 4%) silicate-cemented sandstone core from southern 

Israel, which was collected from the Zenifim Formation at a depth of ~1770 m 

and preserved at the archive of the Geological Survey of Israel. Both samples 

have a single centered saw-cut fracture that crosses the core through its entire 

length. The fracture is smoother for the highly cemented Zenifim sandstone as 

compared to that in the Berea Sandstone, where grains are removed from the 

surface during sawing. The Berea Sandstone has a length of 8 cm, and the Zeni-

fim sandstone has a length of 6.7 cm; both samples have a diameter of 5 cm.

Imaging Methods

Imaging was carried out as follows: the dried core sample was wrapped in 

a sleeve with layering from the core outward of one layer of heat-shrinkable 

Teflon and a Viton rubber sleeve, mounted in an aluminum core holder, and 

a slight annu lar pressure (water) of 0.34 MPa was applied to keep the core 

halves together. The core holder is then placed horizontally in a medical X-ray 

CT scanner (General Electric HiSpeed CT/i X-ray) that is used to image the frac-

tured samples. The calibration uses spacers made from tin of various widths 

(~0.20, 0.30, 0.40, 0.50 mm). The spacers are placed between the two rock sur-

faces, separately at the inlet, the center, and the outlet of the rock sample, and 

scans are taken at positions between the spacers (for a total of four different 

slices). For the measurements without spacers, the entire core is imaged. Un-

less otherwise stated, the following imaging parameters have been applied 

in this study: voxel dimension of (0.5 × 0.5 × 1) mm3, a display field of view of 

25 cm, a tube current of 200 mA, and an energy level of 120 keV. CTMA due to 

the presence of the fracture is calculated using Equation 1. Calculating the CTMA 

due to the presence of a fracture requires data cropping, classification, and 

identification of fracture features (Karpyn et al., 2009). The location of the frac-

ture is identified with the lowest CT number within the trough, which extends 

on both sides of the fracture until the point where the CT number stops in-

creasing. The definition of the trough edge might result in an increased matrix 

CT number estimate, which will increase the calculated CTMA and further raise 

the fracture aperture measurement. The matrix CT number CTmat is calculated 

by averaging the CT numbers of six adjacent voxels next to the trough region 

(three on each side). The fracture aperture is then calculated either with Equa-

tion 6 or through the cali bration method, as suggested in previous studies. To 

reduce the random noise that affects X-ray images, multiple scans are taken at 

identical locations and averaged, following a protocol presented in Pini et al. 

(2012). For the calibration, 20 repeated scans are taken and averaged to further 

reduce the CT scanning error.

Fracture Aperture Measurement Using the 
Conventional Calibration Method

Illustrative snapshots of X-ray scans acquired with different spacers within 

both fractured samples are shown in Figure 3. Figure 4 shows the corresponding 

transect lines that pass through a given location of the core for the Berea Sand-

stone sample. While the number of voxels spanning the trough region remains 

constant (five voxels in the figure), the CT number in the fracture region drops 
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gradually with larger spacers, and reaches almost 100 HU for the 0.5-mm-thick 

spacer. The missing attenuation increases accordingly with aperture size.

CTMA values were calculated with Equation 1 at four distinct locations 

(slices) within the rock sample and with four different spacers (for a total of 

380 points/spacer). Because the fracture surface is rough, the calculated CTMA 

for each spacer is expected to have a wide distribution (broader for the Berea 

Sandstone than for the fine-grained Zenifim sandstone sample). The histogram 

distribution of CTMA values for the 0.53-mm-thick spacer is shown in Figure 5 

(inset on left). The CTMA of the fracture is normally distributed; accordingly, ver-

tical bars are added to each symbol in Figure 5 to represent the spread of the 

distribution. As expected from those methods that use a calibration to define 

the relationship between CTMA and fracture aperture, CTMA is linearly propor-

tional to spacer thickness. Because the fracture surface is not perfectly smooth, 

the regression line does not pass through the origin, suggesting that the initial 

aperture caused by the roughness of the fracture surface is 0.14 ± 0.01 mm 

and 0.08 ± 0.01 mm for the Berea and Zenifim samples, respectively. Uncer-

tainties of both the slope (M ) and the intercept are calculated (Taylor, 1997). 

In order to build the calibration curve used in calibration methods to estimate 

fracture aperture, the regression line is shifted to cross the origin of the axes; 

for the Berea and Zenifim samples, the slopes of these lines are 4512 and 5890 

(HU/mm), respectively. According to Equation 6, the slope of the calibration 

lines should be equal to 
CTmat − CTair

R
, when the average rock matrix CT number 
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is used (1250 HU for Berea Sandstone and 1800 HU for Zenifim sandstone). 

Accordingly, the slopes for the Berea Sandstone and Zenifim sandstone are 

expected to be 4500 and 5600 HU/mm, respectively, in agreement within <1% 

and 5%, respectively, of the slopes calculated from the data.

Note that the use of a calibration line implicitly assumes that the denom-

inator in Equation 5 is a constant, implying that the CT number of the matrix 

does not vary spatially within the rock. While this may be satisfactory when 

the average fracture aperture is computed, this assumption has to be relaxed 

when the goal is to determine aperture distribution of the fracture.

The calibration data can also be used to calculate the value of CTair:

 CTair = CTmat − M ⋅R , (7)

where M is the slope of the calibration curve, R is the scanner resolution, and 

CTmat is the average CT value for the rock matrix. Using Equation 7, CTair val-

ues in the Berea Sandstone and Zenifim sandstone are –1006 and –1145 HU, 

respectively. The lower value measured in the Zenifim sandstone is consistent 

with a great degree of beam hardening in the higher density core. We use a 

constant value of –1000 HU for air in the subsequent calculations, which re-

sults in a slight overestimation of the fracture apertures by 0.3% and 5% for the 

Berea Sandstone and Zenifim sandstone, respectively.

VALIDATION OF THE CFMA METHOD

To evaluate the accuracy and validity of the CFMA method, we apply four 

tests: linearity between CTMA and resolution of the scanner, as predicted by 

Equation 6; comparison of the aperture distribution using the conventional cal-

ibration-based approach and the CFMA method; comparison between fitting 

parameters from literature data and predictions using Equation 6; and compar-

ison between aperture distributions made using dry and wet scans.

Linearity Between CTMA and CT Scanner Resolution

To confirm the relationship between CTMA and CT scanner resolution, we 

conducted a set of experiments under variable fields of view: 10, 15, 20, and 

25 cm. The experiments are conducted without spacers, and thus the whole 

sample is scanned. The corresponding voxel dimensions are (0.2 × 0.2 × 1) 

mm3, (0.3 × 0.3 × 1) mm3, (0.4 × 0.4 × 1) mm3, and (0.5 × 0.5 × 1) mm3. The com-

puted CTMA is plotted in Figure 6 as a function of the reciprocal of CT scanner 

resolution, and a linear relationship is found. The dashed line in Figure 6 is the 

prediction using Equation 6 based on the average matrix CT number (1250 HU 

for Berea Sandstone and 1800 HU for Zenifim sandstone) and the average frac-

Figure 5. Calibration of fracture apertures for the Berea Sandstone and Zenifim sandstone. The upper left inset shows the distribution of missing attenuation with a spacer thickness of 0.53 mm. The circle 

with a dot inside shows the median value of all points. The thick gray lines show the 25% confidence interval; the thin gray line shows the 75% confidence interval. The circles above and below the thin 

gray lines are outliers. The dashed line corresponds to the initial fitting, and the solid line corresponds to the relationship between missing computed tomography (CT) attenuation and fracture aperture. 

HU—Hounsfield units. The standard deviation for linear fitting is calculated both for the slope and the intercept (Taylor, 1997). A total of 380 points at each spacer thickness are used in the calibration.
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ture aperture (0.099 mm for Berea Sandstone and 0.040 mm for Zenifim sand-

stone); as shown in Figure 6, it agrees well with the CTMA at different CT scanner 

resolutions.

Comparison between the Calibration Method and the CFMA Method

We compare apertures calculated with the conventional calibration-based 

method and the CFMA method. Table 2 shows the differences between frac-

ture apertures for both rocks obtained by using Equation 6 and those obtained 

from the calibration lines shown in Figure 5. Results are reported in terms of 

mean apertures and standard deviations, using data generated with spacers 

spanning 0.2–0.5 mm. In this comparison, the calibration-based method uses 

a single calibration curve for the whole core, and thus assumes that the core is 

homogeneous. In contrast, the CFMA method does not require the rock to be 

homogeneous; instead, it uses local values for CTmat in Equation 6. The mean 

values and standard deviations of the calculated apertures obtained from the 

two methods agree very well, with a 1% and 3% difference for mean apertures 

of the Berea Sandstone and Zenifim sandstone, respectively. The standard de-

viation differences are slightly larger for the CFMA method ranging from 2% 

to 9% for the Berea Sandstone and Zenifim sandstone, respectively. Larger 

differences between the two methods are expected for less homo geneous 

rocks, because the CFMA method explicitly accounts for the influence of 

 heterogeneity.

As a second test, shown in Figures 7 and 8, we compare aperture distri-

butions calculated using the calibration method and the CFMA method when 

no spacer is present. Both the Berea Sandstone and the Zenifim sandstone 

are compared. The 2-D fracture images, aperture distributions, and voxel-by-

voxel comparisons show that the agreement between the two methods is ex-

cellent. The agreement between the aperture distributions calculated using 

the CFMA method and the traditional calibration-based approach provides 

further confirmation that the errors associated with assuming CTair is –1000 

are negligible.

Comparison between Literature Data and CFMA Model Prediction

Results of nine experiments from different authors are examined to eval-

uate the validity of the CFMA method (Keller, 1997; Bertels et al., 2001; Johns 

et al., 1993; Weerakone and Wong, 2006; Muralidharan et al., 2004; He, 1998). 

Figure 6. Prediction of missing computed 

tomography (CT) attenuation at different 

CT scanner resolutions. HU—Hounsfield 

units. The solid circle shows the median 

value of all aperture values of the frac-

ture. The gray bars show one standard 

deviation of the aperture values at differ-

ent scanner resolutions. The dashed line 

shows the prediction of missing CT atten-

uation using Equation 6 (CTMA; see text).

TABLE 2. COMPARISON OF FRACTURE APERTURES USING THE STANDARD 
CALIBRATION-BASED METHOD AND THE CFMA METHOD 

Berea Sandstone 
spacer
(mm)

Calibration method CFMA method

Mean
(mm)

Standard 
deviation

(mm)
Mean
(mm)

Standard 
deviation

(mm)

0.5 0.638 0.041 0.645 0.041

0.4 0.577 0.045 0.579 0.045

0.3 0.429 0.053 0.433 0.054

0.2 0.310 0.057 0.313 0.058

Zenifim sandstone 
spacer
(mm)

0.5 0.580 0.019 0.596 0.019

0.4 0.463 0.022 0.475 0.024

0.3 0.357 0.024 0.367 0.026

0.2 0.245 0.022 0.252 0.024

Note: CFMA—calibration-free missing computed tomography attenuation. See text 
Equations 2 and 6.
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Comparison between the reported calibration coefficients and the values pre-

dicted using Equation 6 (using published values for CTmat and the CT scanner 

resolution) are shown in Figure 9 and Table 3. Agreement is very good, and 

outliers are only found in Weerakone and Wong (2006) and He (1998). The 

mismatch might be caused by insufficient information on calculating the MA 

baseline.

Fracture Aperture Measurements Using Dry and Wet Scans

We further compare the aperture fields measured with water-filled and 

air-filled fractures. For the water-filled fracture, CTwat (equal to 0 HU) is used 

instead of CTair in Equation 6. Figure 10 shows the experimental data from the 

fractured Berea Sandstone. The average aperture for the dry scan is 0.112 mm 

and the average aperture for the wet scan is 0.113 mm. The difference between 

the two measurements is provided in Figure 10, which also shows that the dis-

tribution of the aperture differences exhibits a normal distribution with mean 

of –0.0007 mm and standard deviation of 0.043 mm. Good agreement between 

the values shows that the CFMA method can also be applied to water-filled 

fractures and provides additional confirmation that using a value of CTair of 

–1000 HU is satisfactory when using a medical scanner for making fracture 

aperture measurements.

DISCUSSION

Here we analyze the error related with the CFMA method in two parts: 

the systematic error (σsys) and the random error (σrand). The systematic error 

originates from the assumption that the CTmat used in Equation 6 can be cal-

Figure 7. Comparison between the cali-

bration method and the calibration-free 

missing CT attenuation (CFMA) method 

for the Berea Sandstone. Upper left: frac-

ture aperture map using the calibration 

method, where longitudinal direction rep-

resents the direction along the core, and 

cross-sectional direction represents the 

direction along the diameter of the core. 

Upper right: fracture aperture map using 

the CFMA method. Lower left: the relative 

frequency of fracture aperture distribution 

for the calibration method and the CFMA 

method. Lower right: aperture comparison 

between the calibration method and the 

CFMA method.
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culated from the average of the three voxels on each side of the fracture (six 

voxels in total). The random error is due to the uncertainties related with CT 

scanning technique (Pini et al., 2012), which can be reduced by averaging 

data from replicate measurements. In general, the variance of c = f (a,b) can 

be estimated:

 σ
c

2 = σ
a

2 ∂c

∂a

2

+ σ
b

2 ∂c

∂b

2

+ 2σab

∂c

∂a

∂c

∂b
























, (8)

where σab represents the covariance between a and b, which can be neglected 

if a and b are uncorrelated. Here we assume the systematic error and random 

error are not correlated. The total error (σtot) is calculated by:

 σ tot = σsys
2

+ σrand
2 . (9)

As described in the following, combining the systematic error and random 

error, the total measurement error is ~22 µm with 5 scans using a resolution of 

500 µm, which is less than one-twentieth of the voxel size.

Systematic Error

The unavoidable use of a baseline CT value to represent the intact rock ma-

trix (CTmat) in the calculation of CTMA introduces a source of error. In this study, 

this error has been independently quantified by comparing fracture apertures 

calculated using Equation 5, which provides the true value for the aperture, 

and Equation 6, which provides the value based on assuming that CTmat can 

be approximated by the three adjacent voxels on either side of the fracture. 

To provide a rigorous test of the systematic error, calculations are made by 

Figure 8. Comparison between the calibra-

tion method and the calibration-free miss-

ing CT attenuation (CFMA) method for the 

Zenifim sandstone. Upper left: fracture ap-

erture map using the calibration method. 

Upper right: fracture aperture map using 

the CFMA method. Lower left: the relative 

frequency of fracture aperture distribution 

for the calibration method and the CFMA 

method. Lower right: aperture comparison 

between the calibration method and the 

CFMA method.
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introducing virtual fractures of 100 and 500 µm into the scans. Smearing asso-

ciated with image reconstruction and other scanning artifacts is added to the 5 

voxels adjacent to the fracture such that the CTMA equals that expected for 100 

or 500 µm apertures. Figure 11 summarizes this analysis by showing histogram 

plots of the deviation between true (Equation 5) and computed (Equation 6) 

apertures for the 100 and 500 µm fracture for scans with an image resolution 

of 500 µm. In each case, 1650 independent realizations have been performed 

by placing the given fracture at arbitrary positions within rock slices of a Berea 

Sandstone core. In both cases, the observations are normally distributed 

around the true fracture apertures (mean d – dtrue = 0.5 µm for the 100 µm 

fracture and d – dtrue = 0.3 µm for the 500 µm fracture) with standard deviations 

of ~21 µm. The error introduced by assuming a  local baseline CT value for the 

rock matrix will affect the experimentally estimated fracture aperture with an 

uncertainty of 21 µm. It is interesting that the repetition of this calculation by 

imposing the baseline as being the average CT number of the entire slice leads 

to results that are normally distributed (with similar standard deviations of 

~21 µm), but with their mean significantly shifted from zero, i.e., with values of 

d –dtrue = 6 µm for 100 µm fracture and 5 µm for 500 µm fracture. We conclude 

that when compared to calibration methods that assume a transect-, a slice- or 

a core-averaged value for CTmat, the use in this study of a local value allows us 

to better capture the inherent spatial heterogeneity of the rock’s matrix, while 

it reduces the systematic error introduced by imposing an arbitrary baseline.

Random Error

For a rock with a uniform composition, the most significant limit of using 

CT scanning for fracture aperture analysis is the system noise, which will cause 

errors in aperture estimation. However, repeated scans will help to reduce the 

error (Pini et al., 2012). Here we analyze the effect of random errors on fracture 

aperture measurements. Based on Equation 8,

 σvox,n = σvox n , (10)

where σvox,n represents the standard deviation of the mean voxel CT value, and 

σvox represents the standard deviation associated with a voxel. For the fracture 

transect illustrated in Figure 12, if we assume that m voxels are involved in the 
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Figure 9. Comparison between predicted values using Equation 6 and values reported in the 

literature (Bertels et al., 2001; He, 1998; Johns et al., 1993; Keller, 1997; Muralidharan et al., 2004; 

Weerakone and Wong, 2006). HU—Hounsfield units.

TABLE 3. COMPARISON BETWEEN PREDICTED VALUES USING TEXT EQUATION 6 AND VALUES REPORTED IN LITERATURE

Reference Rock type
Average matrix CT

(HU)
Air CT
(HU)

Resolution
(mm)

Experimental value
(HU/mm)

Prediction
(HU/mm) Difference

Keller (1997) granite 1680 –1000 0.27  8547  9926 0.16

Keller (1997)* sandstone 1400 –1000 0.27 10091  8889 0.12

Bertels et al. (2001) basalt 2400 –1000 0.31 12500 10968 0.12

Johns et al. (1993)* granite 1680 –1000 0.73  2608  2680 0.03

Weerakone and Wong (2006, personal commun.) sandstone 2000 –1000 0.19 10000 15789 0.58

Muralidharan et al. (2004)* sandstone 1400 –1000 0.27 8762 8889 0.01

He (1998) basalt 2250 –1000 0.30 5503 10833 0.97

Our data (Berea Sandstone†) sandstone 1250 –1000 0.50 4512 4500 0.00

Our data (Zenifim sandstone†) sandstone 1800 –1000 0.50 5890 5600 0.05

Note: CT—computed tomography. HU—Hounsfield unit. See text for references.
*Estimated from related rock data.
†Measured by experiment.
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calculation, according to Equation 8, the standard deviation of CTMA can be 

calculated from:

 σCTMA

2
= mσvox,n

2 . (11)

By substituting Equation 10 into Equation 11, we have

 σCTMA
=

m

n
σvox, (12)

where m is the number of voxels used in the calculation of CTMA, and n is the 

number of scans. Because of the limited number of data points available to 

estimate the true sample variance, sample variance theory (Wolter, 2003) is 

applied to estimate the variance of CTMA as

 σCTMA
=

m

n −1
σvox. (13)

An example for one representative transect crossing the fracture with a 

0.5 mm spacer is shown in Figure 12. The average matrix CT number is calcu-

lated using the average of a1, a2, a3 and a10, a11, a12. By subtracting the voxels in 

the trough (a4, a5, a6, a7, a8, a9) from the baseline, the CTMA will be calculated. In 

this case,

 

CTMA = 6 ×
1

6
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Figure 10. Comparison of fracture aperture 

distributions using the dry scan and the 

wet scan for the Berea Sandstone. Upper 

left: fracture aperture map using the dry 

scan. Upper right: fracture aperture map 

using the wet scan. Lower left: the differ-

ence between fracture aperture distribu-

tions using the dry scan and the wet scan. 

Lower right: the relative frequency of the 

difference between fracture aperture dis-

tributions for the dry scan and the wet 

scan. Both the dry scan and the wet scan 

are averaged from 5 scans.
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The standard deviations for each of the voxels in the transect are cal-

culated from 20 replicate scans and are shown in Figure 13. The average 

value of the standard deviation is 17.66 HU. Because the standard devia-

tions in the matrix area and the trough area have no distinct differences, 

we use the average value of the standard deviation to calculate CTMA 

due to random scanning errors, where n is the number of replicate mea-

surements, as

 σCTMA
=

12

n −1
σvox. (15)

In the case analyzed here, for 5 scans, σCTMA
 = 30.58 HU; for 2 scans, 

σCTMA
 = 61.18 HU. By considering the relationship between CTMA and fracture 

aperture, the resolution of the measurements made with multiple scans can 

be calculated using:

 σd

2 =
R

CTmat − CTair

2

σCTMA

2 +
CT

MA
⋅R

(CTmat − CTair )
2

2

σCTmat

2













 . (16)

Because σCTmat
 (17.66 HU) is <σCTMA

, and 
CTMA

CTmat − CTair
 is usually <<1, the stan-

dard deviation of aperture measurement can be estimated as

 σd ≈
R

CTmat − CTair

σCTMA
. (17)

For the rocks tested here, σd ≈ 7 µm with 5 scans; if only 2 scans are used, 

the measurement error is ~13 µm. The size of the random error has been val-

idated using the method described by Pini et al. (2012) and was described in 

detail in Huo (2015).

The overall uncertainty affecting fracture aperture estimates include contri-

butions from both the random noise affecting X-ray measurements (σd = 7 µm) 

and the assumption on the matrix baseline discussed herein (see Systematic 

Error) (σd = 21 µm). The total error is estimated by summing the squares of 

these two values, thus resulting in a total uncertainty of ~22 µm when the voxel 

size is 500 µm. Note that we focus here on horizontal fractures. If the fracture 

is not hori zontal or perpendicular, the associated error of fracture aperture 

measurement could increase because of the Cartesian geometry of the recon-

structed image.

For the conventional calibration method, the error is a combination of both 

the linear fitting error (Fig. 5) and the error of CTMA. By applying the similar 
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Figure 11. Histogram plot of the deviation between true (dtrue) and computed (d ) fracture ap-

erture, where the later assumes a locally constant matrix computed tomography (CT) number 

(see text). Two fracture apertures are considered (100 and 500 µm) within rock slices obtained 

upon averaging 20 repeated scans. Each histogram represents 1650 independent realizations, 

and normal distribution curves are shown that are predicted from the calculated mean and 

standard deviation.

Figure 12. Scan across a fracture showing the voxels for missing 

 attenuation calculation. The trough region includes a4, a5, a6, a7, 

a8, a9. The average matrix computed tomography (CT) number is 

calculated by taking average of a1, a2, a3, a10, a11, a12 (see text). HU—

Hounsfield units.
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error analysis in Equation 16, the standard deviation of aperture measurement 

is ~28 µm with a single scan, which is very close to the standard deviation of 

25 µm from Bertels et al. (2001) using a 310 µm voxel size.

CONCLUSIONS

We have developed a calibration-free missing CT attenuation (CFMA) 

method for calculating fracture apertures using X-ray CT imaging without 

time-consuming calibration. Four tests have been applied to test the  method’s 

validity based on two rock cores and the literature. The results of these tests 

suggest that the method provides reliable aperture measurements. Error 

analy sis shows that the method provides a measurement error of 22 µm when 

5 replicate scans are averaged, which is less than one-twentieth of the voxel 

size. Benefits of the CFMA approach include the following.

1. The CFMA method provides a much more convenient and efficient way 

to relate fracture aperture and CTMA. For a calibration with four spacers, the 

majority of the time is conventionally spent on core holder mounting and 

CT scanner machine time. With the CFMA method, the time required for 

making a set of aperture measurements can be reduced from several days 

to several hours. Moreover, opening the core holder to adjust the spacers 

and repositioning it in the field of view introduces additional errors for the 

measurements.

2. Uncertainty due to random errors is highly reduced by repeated scans, 

resulting in improved resolution of the fracture apertures. By applying 5 scans, 

which normally takes 2 h for a core length of 7 cm, the random error can be re-

duced by 50% compared with a single scan. Repeated scans can also increase 

the accuracy of matrix CT number, which will reduce the error of the aperture 

calculation.

3. The method is particularly valuable for combining dynamic core flood 

experiments with simultaneous aperture measurements, for example, in the 

study of stress-dependent permeability in fractured rocks (Huo and Benson, 

2015). The CFMA method can also be used with water-filled fractures, by sub-

stituting CTwat for CTair in Equation 6.

4. This work focuses mainly on sedimentary rocks. The CFMA method may 

be applicable to other kinds of rocks. The corresponding errors of the method 

need to be investigated depending on the heterogeneities of the rocks and the 

extent of beam hardening.

5. The CFMA method demonstrates that the calibration of Hounsfield units 

embedded in this scanner is sufficient to provide accurate aperture measure-

ments. Other methods, such as IPSF, could potentially use the same approach to 

eliminate the need for a calibration process. We advise verification of the appli-

cability of the CFMA method for their specific instrument and experiment setups.
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