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A Capacity Estimation Technique for JPEG-to-JPEG
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Abstract—n JPEG-to-JPEG image watermarking (J2J), the [13]. If the output images are JPEG-compatible which is the
input is a JPEG image file. After watermark embedding, the J2J framework, all DCT coefficients must be re-quantized after

image is JPEG-compressed such that the output file is also a JPEG the \yatermark insertion, which further reduces the degree of
file. In this paper, we use the human visual system (HVS) model freedom for watermarking

to estimate the J2J data hiding capacity of JPEG images, or the o .
maximum number of bits that can be embedded in JPEG-com-  There are a few existing schemes for J2J watermarking [2],

pressed images. Watson’s HVS model is modified to estimate [14]-[18]. Choiet al.[14] and Luoet al. [15] used inter-block

the just noticeable difference (JND) for DCT coefficients. The correlation of selected DCT coefficients to embed the water-
amount of modifications on DCT coefficients is limited by IND in  mark bits, adding or subtracting an offset to the mean value of
order to guarantee the invisibility of the watermark. Our capacity the neighboring DCT coefficients. Wong and Au proposed to

estimation method does not assume any specific watermarking , . . . S
method and thus would apply to any watermarking method in Nide bits by modifying the DC [16] and AC coefficients [17]

J2J framework. in the block-based DCT domain. Hartung [2] used the spread
Index Terms—bata hiding, JPEG watermarking, watermark ca- spectrum technique (SST) [3] to embed watermarks in I-frames,
pacity. P-frames or B-frames of MPEG-2 compressed video. Compres-

sion of I-frames is effectively the same as JPEG. Wong and Au
proposed a robust watermark scheme using iterative SST [18].
. INTRODUCTION These methods embedded different amount of watermark bits
OWADAYS, most digital images are stored in JPE@Nto JPEG images while maintaining good visual quality of the
format, in digital cameras and the World-Wide Wehvatermarked JPEG images. However, no one estimated the J2J
alike. People are gradually motivated to embed watermark @&ta-hiding capacity, or the maximum amount of bits that can
information bits such as owner information, date, time, camelg embedded in JPEG image files.
settings, event/occasion of the image, image title, or even secrethere are some existing methods to estimate the data hiding
messages in the JPEG images for value-added functionaligépacity of digital images [19]-{28], though they are not JPEG
and possibly secret communication. In these applications, theéages. Most of these methods apply the work of Shannon [7]
input to the watermarking scheme is a JPEG image file agfid Costa [8]. Servettet al.[19] used statistical models to ana-
the output is also a JPEG image file. We call this kind dyze the robustness of the SST and estimated the watermarking
watermarking (or data hiding) scheme JPEG-to-JPEG (JZ3pacity against the jamming noise. Baghal.[20], [21] mod-
watermarking schemes. This paper is about J2J watermarkgigd each watermark channel by using Generalized Gaussian
schemes. density to model the full frame DCT coefficients. Mouknal.
There are many papers investigating the robustness of vW2] modeled coefficients in different domains and estimated
termarks against JPEG compression such as [9]-[11]. Egg#e data hiding capacity under mean square error (mse) con-
et al.[12] analyzed the quantization effect on the detection traints. Lin [37] estimated the zero-error capacity of images
watermarks by considering the additive watermark signal agigainst JPEG attacks with largest applicable quantization step.
dithering signal. Although many watermarking (or data hidingfome papers combined the Information-Theoretic model [1]
algorithms were proposed to embed digital watermarks in udRd perceptual models to estimate the capacity [23], [24]. Some
compressed images, those algorithms may not be suitable [#R], [26] focused on comparing the capacity among different
embedding watermarks in JPEG-compressed images (.jpg ﬁ|é§;}nsf0rms such as the identity transform (IT), discrete cosine
This is because the DCT coefficients in JPEG-compressed itig@nsform (DCT), Karhunen—Loeve transform (KLT), and the
ages have special statistical characteristics—they must be ntd#damard transform. Feit al. [25] suggested that the coef-
tiples of the corresponding quantization factors. These spediaients in the Slant transform had the highest capacity while
characteristics reduce the degree of freedom for watermarkiffpmkumaret al, [26] indicated that transforms with poor en-
If the output images are not JPEG compatible, the existenceesfy compaction property such as Hadamard transform tended

the watermark may be detectable using steganalysis technigi@e§ave higher capacity than those with higher energy com-
paction property such as DCT. Sugihara [27] estimated the ca-
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JPEG File marking insertion. An example is image processing soft-
uantized | ware such as Adobe Photoshop with watermarking func-
;o per tionality, and the user performs red-eye reduction or other
i coefficients Dq | Lol Watermark Lyl JPEG Lol Watermarked . . . .
Embedding Encoder JPEG File filtering before or after the watermark insertion and then
- T chooses the ‘Save’ (instead of ‘Save as’) command to save
! Quantization [} A .
| table Qo 1 the image.
bbbt Quantization 4) The original quantization tabl@, may not be used to
table Qn compress the watermarked image, and the image may be
altered by some kind of processing before or after the
Fig. 1. JPEG-to-JPEG watermarking (J2J). watermarking insertion. An example is the user performs

red-eye reduction before or after the watermark insertion
and then chooses the “Save As™ command (instead of

embedding, the original cover work can be restored at the de- )
g g “Save”) to save the image. In the “Save As” command, the

coder. This is particularly useful for many digital media such . _ :
as medical images. Cohet al. [30] analyzed the capacity for user may choose different QF in the JPEG compression.
private and public (or blind) data hiding schemes [6] and the FOr c@se 1, we propose a method in Section Il to estimate
capacity under additive attacks. Instead of estimating the ¢3¢ data-hiding capacity of the JPEG images. The estimated ca-
pacity, some proposed realizations to approach the theoretilR&F't iS the upper bound of the amount of bits that can be em-
limit of capacity such as [29], [33], [34]. Pérez-Gonzaktz bedded. in JPEG image files without causing visible artifacts.
al. [29] suggested to use convolutional and orthogonal coddd!e estimated capacity can be passed to the watermark embed-
Eggerset al. [34] proposed the scalar costa scheme (SCS) gng module asa reference. For case 2, since the new quantiza-
considering the data hiding as the communication-with-side-iHon tableQy is unknown to the watermark embedding module,
formation problem which has good performance at high watdhe problem is similar to embedding a watermark against JPEG
mark-to-noise ratio (WNR). attack. As most quantization tables in JPEG encoders are ob-
In this paper, we attempt to estimate the data hiding capaciff"ed by scaling a reference quantization table (most probably
of JPEG images in J2J watermarking schemes. To embed Wi default quantization table recommended in the JPEG stan-
termarks in JPEG-compressed images, the JPEG file need93f) With @ QF, the typical, corresponding to different QFs

be partially or fully decoded. The level of decoding depends &%‘d the reference quantlza_tlon t_able can be derived in J2J. For
ase 2, our proposed algorithm in Section Il can be used to es-

the dgmam the wqtermark will be embe_dded n. If. the watef{— ate the data hiding capacity for a wide range of QF. The re-
mark is embedded in the bitstream domain, only vanable-len%glting capacity curve can be passed to the watermark embed-

glec?(d:)ng 'Z rg)eg_?zd. I f[he_ waterma}rk 'S embedded 'z .S'b ding module as areference. For cases 3 and 4, if the modification
ock-base omain, INVerse zigzag scanning and Vg, ne pefore watermarking insertion, our proposed algorithm
gquantization are necessary. If the watermark is embedded in S

ASection Il can be used to estimate data hiding capacity. If the

tial domain or other frequency domains, inverse DCT would B jification is done after the watermarking insertion, the mod-
needed. The J2J model is showninFig. 1. Inthis paper, we maf€,iion should be treated as attacks leading to lower capacity.
two assumptions. The first assumption is that the watermarkgg, algorithm is not designed to handle this case.
images will be JPEG-compressed using either the original quant, section 11, we will describe the proposed capacity estima-
tization tableQ, extracted from the input JPEG file or a newjon algorithm for J2J watermarking. We will use the human
quantization tableQ,, defined by the user. With this assumpyijsyal system (HVS) model to determine the maximum allow-
tion, we have the J2J framework. The second assumption is thBfe modification of block-based DCT coefficients. This max-
the dimensions of the images are not changed in the watermaim allowable modification is called the just noticeable differ-
embedding. The J2J model makes no assumption on the dom&ige (JND). In Section Ill, we make a simplifying assumption
the watermark is embedded in. There are four J2J cases as#ld derive the necessary conditions for the watermark signal to
lows and this paper addresses most of the cases. achieve data hiding capacity. In Section IV, we describe the IND
1) The original quantization tabl€),, is used to compress model. While the JND is known to be Qifﬁcult to estifnate accu-
the watermarked image, i.6Q. = Q., and no other ratgly, a cpmmonly used JND model is the Watson s.model [4]
processing is applied to the image. An example is a w shich estlma}tes the JND of bloc;k-based DCT coeﬁjuentg. In
termarking command program. 24], Watson’s model was used in part of the capacity estima-

2) The original quantization tabl@), may or may not be tion process. In our experiments, we observe that the Watson’s
used to compress the watermarlzed image,Qe.~ Q model is not enough to guarantee the invisibility of watermarks.
orQu £ Q P and no other processin ?s ’a .Ii;d t(‘; thThus in Section IV, we will propose a modified model based on
oon o’ : b >SINg bp fvatson’s model to estimate the JND. Experimental results and
image. An example is a watermarking command progr

. . ) . iscussions are given in Section V.
with an option to choose a different quality factor (QF) or g

Qn.

3) The original quantization tabl@, is used to compress
the watermarked image, and the image may be alteredAs the cover work, or the input image, is assumed to be a
by some kind of processing before or after the watedPEG-compressed image, the quantization t&hjean be ex-

II. CAPACITY ESTIMATION FOR J2J WATERMARKING
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tracted from the input JPEG file header. We denoteittié
quantized DCT coefficient of the'! block asD, (i, 5, k). The
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DCT coefficient values (multiples of),, (i, 7)). When this
happens, the distortion of the JPEG recompression would

dequantized DCT coefficierd, (i, j, k) is
DO(Z/Jk):QO(Z])Dq(Z]/k) (1)

where Q,(i,7) is the ij** element of the quantization table
Q.- Suppose the corresponding JND of the DCT coefficient
J,(%, J, k), if any distortion of magnitude less tha(s, j, k) is

already introduce perceptually detectable artifacts, in the
absence of watermarking. Thus, whé¥, (s, j, k) 0
in (4), no data should be embedded in this DCT coeffi-
cient to prevent the situation from getting worse, and the
(IJSutput DCT coefficient would simply be the nonwater-
marked value@,(i,7) - round[D,(,7,k)/Qn(i,7)]. Thus,
added to the image, the distortion would be unnoticeable to tWeere is only one way to choose the outpyt DCT.coeff|C|ent
N .~ and we forceN,(i,7, k) 1 to reflect it. In this way,

human eyes. It should be noted thgt:, 5, k) is a nonnegative o

. - S N, (%, j, k) would always be greater than or equal to 1 such that
guantity by definition. To ensure perceptually invisible waterl-0 D[N (i, 5. k)] > 0
marking artifacts, the amount of modification @, (i, j, k) is 2l Yt J, o . .
L AP . With this, the data hiding capacity or the maximum number
limited to J, (4, j, k) in the watermark embedding process. Thef bits that can be embedded in thé: DCT coefficient off:th
model of IND will be described in detail in Section IV. RecaIE

that we have made two assumptions. Based on our second lgckis given byC'(i. j, k)

1<i,j<8

as-

sumption that the image dimensions do not change, the number  ¢(; j k) = log, [Ny (i, j, k)]

of DCT coefficients does not change after watermark insertion. Do(i, . k) + Jo(i, 5, k)
— 10g2 [\‘ o b 7 o 7 )

Let D, (i, j, k) be theij'" watermarked DCT coefficient of the

k" block. Based on our first assumptioR,, (i, j, k) is quan- Doti ik Q’jtj) .
tized with a quantization tabl@),, to give theijt" JPEG-de- — [ o(i: . k) _ ,"(L’J’ )-‘ + 1} . (®
coded watermarked DCT coefficient of th&* block Qn (i, )

Since each DCT coefficient can be considered as an independent
channel, the total data-hiding capacity of the image is given by
C’U/‘

Dw(li7.j7 k)

Qu(i ) ) @)

in the output JPEG image file, whe€g, (i, j) is theijt" entry

of Q.. The quantization matri,, used in the output JPEG
file may or may not be equal t@, used in the input JPEG
file. To ensure high visual quality of the watermarked image,

the quantized watermarked DCT coefficidby, (4, j, k) should WwhereK is the number of blocks in the image. Our estimated ca-
satisfy pacity depends only on JIND model and the quantization factor.

Regardless of which domain the watermark is embedded in, the
(3) amount of embedded information bits is bounded by (5) as long
) o ) as the JND constraint in (3) is satisfied. As this capacity es-
which guarantees the invisibility of the watermark, given an agi,ation method does not assume any specific watermarking

curate JND model. If/,(z, j, k) is large enough, the maximum yeqq it should apply to any watermarking method in the J2J
number of possible values &f, (i, j, k) (or quantized values of ¢\ awork.

D, (i, 7, k)) within the allowable range is given by, (4, j, k)

Dy (i 1) = Qi) - rouna (

Ow = ZZZIOg2 [Nw(L/J k)]

k=1 =1 i=1

(6)

|Dn(7’/]/k) - DO(Z/]7k)| S Jo(i7j7k)

We observe that our capacity estimation method agrees

as follows: somewhat with the works of Costa [8]. For thig" DCT
. D,(i 5, k) + J,(i,7, k) coefficient of thek'" block, if we assume the watermark signal
Nu(i,j k) = Qn(i,9) W to be uniformly distributed ifi—J, (i, j, k), J,(i,7, k)], the
Do(isj, k) = Jo (i j, k) power of the watermark s_ign?aiw2 should b, (4, 5, k)_]z/_S.
- 0nlij) +1 (4) Also assuming the quantization noise is uniformly distributed

in [—Qx(i,7)/2, Qn(i,7)/2], the power of quantization noise
where |z | denotes the largest integer smaller than or equal ¢a? should be[Q,,(z, j)]*/12. Equation (5) can be re-written
x and[z] denotes the smallest integer greater than or equalapproximately as

x. This is because we can use at most so many possible values H J

of D,,(i, j, k) within the allowable range without going outside  C(i, j, k) = log, Doli,5, k) + Jo(i, 3, k)

JND. Note thatV,, (i, j, k) > 0 because D (_Q’l_(ik’)j) Jo(indik)
o\ ], — Joll, ],
x>y implies |z]-[y]+12> [y]—[y]+1>-1+1=0 _{ Qn (i, ) WH]
where & = [Dy(ij.k) + Jo(i.jk)/Qu(i) and ~tog, (| 22050 )
y = Do k) — Jo(i.g.k))/Qui.g). The Ny(i,j,k) men
in (4) can be equal to zero whew,(i,j,k) is less L e ([2 el R)
than both [Q.(i,j) — (Do(i,5,k) mod Qu(i,))] and g8 Qni,j)

[D,(i, 7, k) mod Q,(i,7)]. In other wordsN,,(i, 7, k) can be
equal to zero when the allowable JND range aroindi, j, k)
does not contain any legitimate output JPEG-compatible

1

~

2

4. [JO(LJv k’)]Q
[Qn (i, )]

o[t
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1 411,60, 5, k)] wherem = [((D, — J,)/Q.)] and the corresponding capacity
R-logy |1+ ————— 72 is Cy = log, N, as given in (5).

2 [@n (i, )] w = log, N as g

1 [T (i.,0)]
=Zlog, [ 14+ —32— V. JND ESTIMATION

[Qn (‘)]2 . . .

2 St To estimate the JND of the block-based DCT coefficients, we
_1 log (14 CTL-2 ) choose the well-known Watson’s model [4]. After evaluating
2 B2 on2 the Watson’s model, we observe that the Watson’s model is not

o _ sufficient to ensure the invisibility of watermarks in our exper-
where the approximatiofw]® ~ [2°] ~ 2® + 1 is used. An iments. In the experiments, we modify all DCT coefficients by
interesting observation is that this expression is similar to thgiding distortions with magnitude equal to the corresponding

AWGN channel capacity obtained by Costa in [8]. JND. Obviously, this is the worst situation that could happen.
Some visible artifacts are observed, especially at regions with
[Il. NECESSARYCONDITIONS TOACHIEVE CAPACITY edges and regions with textures. We modify the Watson’s model

We derive the necessary conditions for the distribution of ti‘?’é’ghtly to avoid these visible patterns.
watermark signal’ for achieving the upper bound of the data
hiding capacity in (5). Here we assurbg is known at the wa- A+ The Watson’s Model
termark encoder. As we treat each DCT coefficient as an in-The model consists of three parts: the sensitivity table, the
dependent channel, we only consider £i¢ DCT coefficient luminance masking, and the contrast masking. The sensitivity
of the k' block andD, can be used as the side informatiorable is derived in [5]. It specifies the JND of a DCT coefficient
of the channel. For simplicity, we denat&3, 5, k), D, (i, j, k), without considering any masking, andifs" component is de-
D, (3,5,k), Qn(i,7) andJ,(i, 4, k) asC, D,, D,, Q, and.J,, noted asJ,(i,j). Taking the background luminance masking
respectively. We also denote the probability density function effect into account, the luminance masking udgg, j) to es-
W as f(w), the probability mass function ab,,, and D,, as timate the JND of a DCT coefficient. As a bright background
p(D,) andp(D,,), respectively. According to [35], the capacitycan mask more noise than a dark background, the JND for lu-
of a communication channel with side information is given byminance masking of thgj*® DCT coefficient of thek*® block
Jr(i, 4, k) is given by
Cw =max [[(U, D,) — I(U, D,)] (8)
.. - - DO(17 1‘/ k) “

where U is a finite alphabet auxiliary random variable, Je(is g, k) = Js(is5) - {T} (12)
I(U, D,,) is the mutual information o/ and D,,, and the
maximum is over all joint distributions of the form(D,), whereD,(1,1,k) is the DC value of thé" block, « is a con-
p(u,w|D,), p(Dn,w|D,) and p(D,|w, D,). According to stant, and is the mean intensity of the background or expected

[36], for a deterministic channel] = D, intensity of images. The suggested valueaoby Watson is
0.649. The third part of the Watson’s model is contrast masking.
Cw = max [H(Dy) — I(Dy, D,)] Based onJy, (i, j, k), it estimates the JND more accurately by
= max [H(D,) — {H(D,) — H(Dy,|D,)}| considering the noise masking property due to the presence of
= max [H(Dy|D,)] 9) AC energy in fthe corresponding DCT coefficient. Tak_ing con-
trast masking into account, the JND for & DCT coefficient
whereH (D,,) is the entropy ofD,,. of the k' block is given by

As D,, is adiscrete random variable[iP,—.J,, D,+.J,] with oy
N,, possible values, the maximum ¥ (D,,|D,)] is achieved J, (i, j, k) = max {JL(i,j, k), |Do(i,j, k) "7

whenD,, is equally probable inD, — J,, D, + J,] whenD, (i
is known (6, 5, k) ’1)} (13)

p(Dy) = { & Do— Jo < Dn < Do+ J, (10) Whereu(i, j) is a constant between 0 and 1. Watson suggested
0,  otherwise to givev(4, j) a value of 0.7 for alk, ;.

and the equivalent necessary conditions for the probability deé1— Modification of Watson’s Model
sity function of W are '
We modify the Watson’s model to prevent the over-estima-

(m+3)-Qn (m+3)-Qn tion of JND at the edge blocks and texture blocks. For each
/ Flw)dw = / Fw)dw = ... input JPEG image block, the median value and the mean value
, _ of the ij** DCT coefficient and the;'" DCT coefficients of
(m=3)-Qn (m+3)-Qn the eight surrounding blocks are computed, and the minimum
(m+N.,—1)Q. between the median and the mean is chosen and denoted as
' 1 D,.(,7,k). For the blocks at the edges of the image, replicated
= f(w)dw = N, (1) piocks are used outside the edges. This(i, j, k) is used to

(m+Nw—3)-Qu replaceD, (i, j, k) in (12) and (13) to compute the final IND
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Fig. 2.

Fig. 3. Magnified image using modified Watson’s model.

TABLE |
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Magnified image using Watson's model.

DEFAULT QUANTIZATION TABLE OF JPEG

16

11

10

16

24

40

51

64

12

12

14

19

26

58

60

55

14

13

16

24

40

57

69

56

14

17

22

29

51

87

80

62

18

22

37

56

68

109

103

77

24

35

55

64

81

104

113

92

Iz

64

78

87

103

121

120

101

72

92

95

98

112

100

103

99

J,(%, j, k). The difference between the Watson’s model and o
modified Watson’s model is shown in Figs. 2 and 3.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

1+ . . . JPEG only

‘ SF Before = 1
) SF Before =2
SF Before =3

/.,  SFBefore=4

Bit per pixel (bpp)

051

L L L L L L L
05 1 15 2 25 3 35 4
SF After

Fig. 4. Compression ratio versus SF for “Lena”.

LIRS . . JPEG only

\ SF Before = 1
) SF Before =2
SF Before =3

SF Before = 4

Bit per pixel (bpp)

051 "

L L L L L L L
05 1 15 2 25 3 35 4
SF After

Fig. 5. Compression ratio versus SF for “Pepper”.

depend on three parameters: 1) the JPEG default quantization
table; 2) theSFetore; @and 3) theSF age;. The SFpefore 1S the
SF used to scale thg,, for the input JPEG-compressed image,
and theSf .. is the used to scal€),, for the output JPEG-
compressed image. All the entries in the sc&gdandQ,, table
are then rounded to integers. Most research papers specify the
JPEG quality by the QF. The SF is related to the QF by

30 F <50

SF = { e Q

(14)
250 < QF < 100

In our simulations, JPEG compression with, is applied
to the testing images. These are the input JPEG images to the
J2J model. To study the worst-case visual quality of J2J wa-
Hrmarked images, the JND valug(i, j, k) is computed and is
added as distortion to the DCT coefficied¥s(z, j, k) forall i, j
andk. The images are then JPEG-compressed uQindp give
the output JPEG images, which we call the JND watermarked

To demonstrate the use of the proposed capacity estimatiorages. The compression ratio in terms of bits-per-pixel (bpp) is
algorithm, the J2J data hiding capacities for two common testiown in Fig. 4 and 5 for “Lena” and “Pepper” respectively. The
images are estimated and reported in this paper. They are B8NR of the JPEG-compressed images is shown in Fig. 6 and 7.
512 x 512 gray-scale images, “Lena” and “Pepper”. Only th&he estimated data hiding capacity using (6) is shown in Fig. 8
luminance component is used in the experiments. To control ttwed 9. Various values &fF},qtore aNdSE ¢, are simulated in
compression ratio in JPEG, a scaling factor (SF) is used to scaleg experiments. Four possible casesSHf,.t... are shown,
the default quantization table in JPEG, shown in Table I. In JBamelySFyctore =1, 2, 3, 4. Eight possible cases foF ,sier
model, there are two quantization tabl€}, and Q,, which are shown, namel§$F .g., = 0.5,1,1.5,2,2.5,3,3.5,4. As a
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a7k . *  JPEGonly 1
SF Before = 1
SF Before = 2
35 ] SF Before =3 q

SF Before = 4

PSNR

29 L L L L L L L L
05 1 15 2 25 3 35 4

SF After

50001 1

SF Before = 1
4000 - » SF Before =2 7
SF Before =3

3000 X £ SF Before = 4 4

Capacityhits
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1000 |- Jis B
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Fig. 6. PSNR of JPEG-compressed images and JND watermarked imageBigf 9. Estimated capacity of “Pepper”.

“Lena”.

5000 4

SF Before = 1
4000F . ) SFBefore=2 b
SF Before = 3

3000 | \ / SF Before =4 4

Capacity/bits

20001 \ 4

1000 By E

SF After

and 7, the worst-case PSNR losses due to J2J watermarking are
0.2768 and 0.3556 dB for Lena and Pepper, respectively, which
are small. In Fig. 8 and 9, the data hiding capacity of Lena and
Pepper both decrease rapidly wil',+.. and drop below 15
whenSF ¢, iS 4 for all cases. These suggest that the capacity
can be significantly affected by tt§d*, ... However, Watson’s
model was designed to estimate the JND for uncompressed im-
ages. It may not be able to estimate accurately JND for com-
pressed images. The same may also be true for our proposed
modified Watson’s model.

VI. CONCLUSION

In this paper, we propose a method to estimate the data hiding
capacity of digital images in the JPEG-to-JPEG watermarking
framework, using a HVS model. A modified Watson HVS

Fig. 7. PSNR of JPEG-compressed images and JND watermarked imagegfide| is used. As our capacity estimation does not assume

“Pepper”.
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Fig. 8. Estimated capacity of “Lena”.

any specific watermarking method, it should apply to any
watermarking method in the J2J framework.
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