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A Capacity Result for Batch Steganography
Andrew D. Ker, Member, IEEE

Abstract—The problems of batch steganography and pooled ste-
ganalysis, proposed in [1], generalize the problems of hiding and
detecting hidden data to multiple covers. It was conjectured that,
given covers of uniform capacity and a quantitative steganalysis
method satisfying certain assumptions, “secure” steganographic
capacity is proportional only to the square root of the number of
covers. We now prove that, with respect to a natural definition of
secure capacity, and in a suitably asymptotic sense, this conjecture
is true. This is in sharp contrast to capacity results for noisy chan-
nels.

Index Terms—Channel capacity, communication systems, infor-
mation hiding, steganography.

I. INTRODUCTION

STEGANALYSIS aims to distinguish innocent cover objects
from payload-carrying stego objects, and it is clear that

larger payloads are more easily detectable. Determining the
maximum payload for which risk of detection is acceptable is
a fundamental problem in steganography and steganalysis; at
its heart is how quickly our ability to distinguish covers from
non-covers grows with the distortion of the object, and viewed
this way it seems inextricably linked with properties of the
cover medium itself. This is perhaps why there has been little
literature able to provide realistic measures of secure stegano-
graphic capacity: a theoretical result in [2] has not yielded
information on practical steganography, and an application
in [3] has been proved (see, e.g., [4]) to make an assumption
(independence of pixels) which invalidate its conclusions as
regards specific capacity limits.

The usual focus is on embedding in, and scanning of, indi-
vidual objects. In [1], we asked how these can be extended to
groups of objects, formulating and motivating the competing
aims of batch steganography and pooled steganalysis. Apart
from presenting an interesting general problem of steganalysis
in multiple objects, this allows us to separate media-specific
questions (our assumption of which is encapsulated by the shift
hypothesis, see below) from the rest of the problem (performing
multiple tests for anomaly). It is a framework which allows us
to use tools of statistics to answer for the first time the following
capacity question: how does secure capacity increase, as the
number of cover objects grows?

In this work we will assume that a Steganographer already
has a method to embed data in individual objects, and that a
Warden already possess a quantitative detector for that form of
steganography. A quantitative detector is an estimator for the
size of payload in an individual object as a proportion of the
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maximum. At least for certain types of steganography, such de-
tectors are common; see [5] for some examples.

We further assume that the estimation error distribution does
not depend on the true value being estimated. In [1] we called
this the shift hypothesis, that the distribution of detector re-
sponse over plain covers is shifted, by the true embedding rate,
when steganography is performed. We will define as the den-
sity function of the error, and as the corresponding distribu-
tion function. That is, if is the random variable representing
the estimate of proportionate data embedded in a cover, when in
fact proportion has been embedded, then

(1)

(This property does hold, approximately, for some quantitative
steganalysis methods in the literature, e.g., [5]. In Section III
we argue that this hypothesis, and even the demand that the
Warden’s detector be quantitative, can be replaced by a much
weaker assumption.) We expect that is continuous and has
infinite support, plus other regularity conditions.

The problem of batch steganography, which we generalize
from [1], is as follows. Given different cover objects each
with the same capacity bits,1 the Steganographer wants to
spread a total payload of bits amongst them. We say that a
Steganographer’s embedding strategy is a choice of ,
where 0 is the proportionate use of cover number ,
i.e., is the amount of payload embedded in cover number .
Possibly some are zero, so that the transmitted objects may
be a mixture of covers and stego objects. The Steganographer’s
constraint is ; within it they want to choose to
make detection difficult.

The Warden’s dual problem is pooled steganalysis: given
steganalysis payload estimates for the objects
treated by the Steganographer, they aim to detect whether there
is any payload. That is, to perform the hypothesis test

all

some (2)

with best reliability. Any such test is called a pooling strategy.
We do not assume that the Warden wants to estimate or the in-
dividual , in this work. Note that the covers are considered uni-
form, not only in their capacity but also to prevent the Steganog-
rapher embedding adaptively. The Warden’s steganalysis errors,
for the objects, are assumed independent.

II. BATCH STEGANOGRAPHIC CAPACITY

In [1], we investigated a number of strategies for Warden
and Steganographer, and noted some commonalities amongst

1The assumption that the covers have uniform capacity is important to this
proof, but we expect that it can be discarded in future work. In [1] we also
imposed the constraint that all cover objects used for embedding had to contain
the same amount of payload: the “uniform embedding” assumption. We relax
this latter condition in this paper.
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the results. In particular we found that if is increased then
the Steganographer must not raise in proportion, else their
risk of detection increases. But the investigation was limited
to a particular metric for risk, considered a restricted form of
batch steganography, and did not prove a general result. We con-
jectured that “secure steganographic capacity,” whatever that
means precisely, might be proportional to the square root of the
total cover size. We will prove that this is correct in a fairly gen-
eral sense.

Definition of “secure steganographic capacity” is not nearly
as simple as, say, channel capacity. This is because the notion of
“secure” is clearly application-dependent: what is an acceptable
level of risk in one situation might be considered completely in-
secure in another. Motivated by Cachin’s work applying infor-
mation theory to steganographic systems, we propose the fol-
lowing definition for “secure.”

Definition 1: Fix any 0 1 and 0 1 . Sup-
pose that an active Steganographer performs batch steganog-
raphy with some choice of which embeds total
message length into cover objects, and that an inactive
Steganographer transmits cover objects.

We say that the Steganographer is at risk (w.r.t. ) if
the Warden has a hypothesis test for (2), determining whether
the Steganographer is active or inactive, with type-I error (false
positive) probability and type-II error (false negative)
probability .

This definition allows us to capture any level of risk for the
Steganographer, excluding the cases of or . That
is, the Steganographer is not allowed to demand zero chance of
detection or zero rate of false positives by the Warden (either is
an impossible requirement, if has infinite support).

We are now in a position to state the result which bounds se-
cure capacity above and below, regardless of and . Note,
however, that we are only able to determine capacity a) asymp-
totically and b) without regard to the multiplicative constant of
this limit.

Theorem 1 (Batch Steganographic Capacity): Suppose the
shift hypothesis (1) and that the error density has infinite
support, is at least twice continuously differentiable, and has

bounded below. Fix any and as above.
1) There is a pooling strategy for the Warden such that, no

matter what the Steganographer’s embedding strategy,
if as then for sufficiently large

the Steganographer is at risk.
2) There is an embedding strategy for the Steganographer

such that, no matter what the Warden’s pooling strategy,
if 0 as then for sufficiently large

the Steganographer is not at risk.
The two halves of this result are proved next. Morally

speaking, the theorem tells us that can safely increase no
faster than , a result in sharp contrast to those of coding
and noisy channels where information transmitted is always
proportional to the number of symbols sent.

A. Proof of the Batch Steganographic Capacity Theorem (1)

We exhibit a pooling strategy for the Warden with the
required characteristics. It is a modification of the simplest
pooling strategy investigated in [1] and certainly is not an
“optimal” strategy in practice. However it suffices to prove the
asymptotic bound on steganographic capacity. We will have to

work a little harder than in [1], for rigour and because we allow
non-uniform embedding by the Steganographer.

The Warden will count the number of positive estimates

and make the diagnosis of an active Steganographer if exceeds
a critical value . We will define a such that, for sufficiently
large , the type-I and type-II errors are bounded by and .

Write where the are independent random
variables, indicators for each event 0. Under ,

,2 where 1 0 . We will set

Under , , where 1 . It will
be convenient to write 1 1 ; because must be
monotone increasing, and is assumed to have infinite support

for all (3)

In the case of we have a sum of not-identically distributed
random variables so we cannot use the central limit theorem as
in [1]. We will use the following corollary of the Berry–Esséen
Theorem (see, e.g., [6, §XVI.5]), which not only gives asymp-
totic behaviour but also bounds the difference from the asymp-
totic distribution function.

Lemma 1: Suppose that are a sequence of inde-
pendent Bernoulli random variables, with 1
and 0. Then there is some constant such
that

for all .
Note that the hypotheses about are satisfied in this case, by

(3). Applying Lemma 1 with all , we have

which, for sufficiently large , is less than . Next

because 0 and 2 0, and using (3). Now
consider 0 and apply the Mean Value
Theorem to on 0 . We deduce that ,

2Throughout, Ber(q) denotes a Bernoulli random variable, which takes value
1 with probability q and value 0 with probability 1�q, and � represents the
Gaussian distribution function.
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for some 0 . Since is continuous and positive on
[ 1,0], it is bounded below (say by 0) and therefore

We conclude that

(4)

where and are positive constants. Given
as , 0 so must be less than (for any positive

) for sufficiently large .

B. Proof of the Batch Steganographic Capacity Theorem (2)

The Steganographer’s embedding strategy is simply to
split the payload equally between all covers. Let us write

, so for each .
In a very similar way to Cachin [2] we will give a bound on

the ability of the Warden to perform hypothesis test (2) using the
concept of Kullback–Leibler (KL) divergence. We include only
the briefest sketch of the connection between KL divergence and
hypothesis testing; for a more detailed exposition, see [7]. For
two continuous random variables , with density functions

, the KL divergence (or relative entropy) is defined as

This measure satisfies the information processing theorem (see,
e.g., [7]) which states that
for any function . This is usually quoted as “processing cannot
increase divergence.” Because hypothesis testing is an example
of processing (with a binary output), this implies that if a test
has type-I error and type-II error

(5)

where is the KL divergence between two Bernoulli dis-
tributions with probabilities and 1 , which is known to be

1 1 1 . This will suffice
to bound the Warden’s ability to perform (2), no matter what
pooling strategy they use.

First we consider the case of a single cover object. Suppose
that . Let be an instance of the Warden’s
estimator when no data is embedded in a cover, and an in-
stance of the estimator when proportion data is embedded;
under the shift hypothesis the respective density functions are

and . Expanding about using Taylor’s
theorem (with Lagrange remainder) we have

because any continuously differentiable density function satis-
fies 1 and 0.

Now consider embedding in multiple objects, according to
the embedding strategy for each . Let be the random
vector of all under , and the corresponding vector
under . Since all are independent and, with this Steganog-
rapher’s embedding strategy, identically distributed

Therefore, if 0 as ,
0 which implies that, for the hypothesis test (2), 0.
This forces 1 . If then, for sufficiently large

, 1 . Therefore, for sufficiently large , the
Steganographer is not at risk.

III. DISCUSSION

The hypotheses of the capacity theorem are not too onerous
and, we believe, realistic. Note that we do not require that the
error has zero mean, a condition needed in [1] and noted to be
surprisingly cumbersome. The lower bound on is con-
venient to check, and such a bound exists for many common
distributions with infinite support including Gaussian, Cauchy,
Logistic, and the Student -family.

The strongest hypothesis is the shift hypothesis. We believe
that this is not a necessary condition, indeed it is not even neces-
sary for the steganalysis statistic to be quantitative. Fundamen-
tally we need that, in the limit as the payload per cover tends
to zero, the steganalysis response is linear in the number of em-
bedding changes (the number of locations at which the cover is
altered). This is most likely to be true for a wide range of ste-
ganalysis methods because it is reasonable to assume that the ef-
fect of changing, say, two pixels (or samples, or bytes) of a cover
will cause about twice the difference in a detector as changing
one pixel. We do not attempt a formal proof at this stage, but it
does seem likely that the capacity theorem can be extended to
steganalysis methods satisfying this quasi-linear property. This
suggests that capacity should be defined in terms of embedding
change rate, instead of payload length (with sophisticated source
coding, these quantities are not necessarily in fixed proportion
[8]).

Does it make sense for a quantitative estimator to have infi-
nite support? Clearly the true relative message length must be
in the range [0,1], but it is the case that many quantitative ste-
ganalysis estimators do sometimes produce answers outside this
range. Consider that the estimate derives from some abstract
model which specifies properties of cover objects and that no
cover will meet the model exactly. Inevitably, some covers are
such that a small embedded message moves them closer to the
model—these covers are exactly those which produce a negative
estimate. Further, suppose that a quantitative estimator were to
obey our shift assumption except that its value is clamped in the
range [0,1]. It is easy to check that the capacity theorem remains
valid.

A key assumption is that the steganalysis errors for the
different covers are independent. We believe that this is

realistic (as long as the embedding method is not flawed in
having predictable location of content within each cover), since
most steganalysis error is due to deviations of the covers from
their theoretical model. For different covers, such deviations
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Fig. 1. Bounds given by (6) and (7), if the steganalysis error is standard
Gaussian and  = 1. The y-axis shows 1 �� to correspond with the usual
presentation of receiver operating characteristic curves. The light-shaded area
indicates (� ; � ) for which the steganographer is guaranteed to be not at risk;
the dark-shaded area indicates those values for which the steganographer is at
risk, regardless of their embedding strategy (the loose inequalities used in Sec-
tion II-A are evident in the weak bound here). Other values are undetermined.

are likely to be independent. Certainly for presently-known
steganalysis methods which work on individual objects, er-
rors between covers can often be shown experimentally to
be uncorrelated. The setting of batch steganography allows
this independence assumption, and it is a key reason why it is
possible to develop capacity results when corresponding results
for single covers are much harder.

The capacity theorem tells us that a payload which grows
faster than will be subject to an unacceptable risk and one
which grows slower than will eventually have acceptable
risk. What if the payload grows exactly as ? To be precise
let us normalize by the individual object capacity and write

, for a positive constant . Both halves of the
capacity theorem proof tell us something here: depending on

, for certain and the steganographer is at risk for suffi-
ciently large , and for certain other and the steganogra-
pher is not at risk for sufficiently large . If we pass to the limit
we can tighten (4) to

(6)

and (5) gives

(7)

It turns out that these two bounds on detection reliability are a
long way apart. As a simple example, suppose that the steganal-
ysis response is standard Gaussian (zero mean and unit vari-
ance), so that 2 , 1/2, 1 , and 1.
We set 1 and then use (6) to determine a region in
such that the Steganographer is at risk, and (7) to determine a
region such that the Steganographer is not at risk. We plot these
two regions in Fig. 1, and note the substantial gap between them.

The gap is much larger for more realistic steganalysis distri-
butions. As shown in [1], a practical model of an error distribu-
tion for one quantitative steganalysis is a Student -distribution

with 2 degrees of freedom and a scale factor of 0.01, the density
function of which is 10 2 10 . This distri-
bution gives 0.9997 10 , 1/2, 0.99995
and 15000.

Let us pick (0.05,0.5) (the same definition of se-
curity has been used in various steganalysis literature including
[5]) and compute the lower and upper bounds on implied by
(6) and (7). The former gives

and the latter

IV. CONCLUSION

The theorem we have presented here is of theoretical impor-
tance—it is the first to show explicitly how capacity is influ-
enced by the number the covers—but not very helpful to the
Steganographer in practice because the bounds on can be so
many orders of magnitude apart. Tightening of the bounds is for
further research: we note that it is the extravagant inequalities in
Section II-A which are primarily responsible for the gap. Pooled
steganalysis is particularly difficult because we cannot realisti-
cally assume that the Warden knows the values of ,
so there is no UMP test; the results in [1] illustrate vividly how
the performance of a pooling strategy can be heavily dependent
on the embedding strategy.

Another problem with applying this work is that we have as-
sumed that is known to both parties, before any embedding
takes place. In practice a Steganographer probably has an in-
creasing number of covers and wants to know how much they
can safely embed at each point. This sequential setting is a little
different from the batch setting considered here, and further
work will be needed to study it.
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