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ABSTRACT 
 

 This paper presents a case study on how to apply ITIL availability management 
best practice to assess the end-to-end service availability in a tiered web service delivery 
environment. It also helps pinpoint the road blocks to the required service level and 
provide cost-effective solution for improved service delivery. An overview of basic ITIL 
availability management concept is provided along with the introduction to two key 
parameters, mean time between failure (MTBF) for reliability and mean time to repair 
(MTTR) for maintainability. Then a block diagram modeling approach for the overall 
information system availability assessment is presented. The block diagrams are used to 
describe the interrelationship among the components or subsystems to define a system 
model. The ITIL best practice approaches for availability management are discussed in 
detail in the case study. It demonstrates that the overall service availability is affected by 
the availability of information systems as well as applications and operational processes. 
The modeling approach is capable of gaining visibility on root cause of the service 
availability degradation, identifying risks in the existing information system, and 
providing support to future application development and infrastructure upgrade for high 
availability business services.  
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INTRODUCTION 
 Over the years, organizations are becoming increasingly dependent on IT to fulfill 

their corporate objectives. This has resulted in a growing demand for IT services to meet 
the customers’ requirements and expectations. Service availability has become one of the 
most important aspects of service delivery in the highly competitive e-business economy. 
Moreover, service availability has dramatic impact on customer satisfaction and 
corporate reputation as customers are just a mouse click away from competitor’s 
offerings (Fisher, 2000). A lot of effort and improvement have been made to ensure high 
availability in each technology industry (Potegieter et al., 2005). However, risks to 
service availability may be caused by technology, process as well as human error 
throughout the whole IT infrastructure and within every management process (Pope, 
1986). There is not enough research and focus given on understanding and improving the 
overall end-to-end IT service availability from end-user’s perspective (Hochstein et al., 
2005). Without visibility into the overall availability of underlying service delivery 
components including information systems, applications and operational processes, it is 
impossible to make informed business decisions about IT resources investment to provide 
cost-effective solution to address the service level requirements from customers.  

 
ITIL AND SERVICE AVAILABILITY 

Background 
 The Information Technology Infrastructure Library (ITIL) was originally 

developed by British Office of Government Commerce (OGC, 2000) as a framework of 
best practice approaches intended to facilitate the delivery of high-quality IT services 
(van Bon et al., 2002). ITIL outlines an extensive set of management procedures that are 
intended to support business in achieving both quality and value for money in IT 
operations (van Bon, 2002). However, there has been limited academic research about 
ITIL despite of the increasingly upsurge in awareness and adoption of ITIL by IT 
practitioners (Hochstein et al., 2005; Potgierer et al., 2005; Computer Economics, 2005).    

 ITIL best practice on availability management is to ensure that service-affecting 
incidents do not occur, or that timely and effective action is taken when they do occur. 
The concept of availability is related to reliability and maintainability (van Bon et al., 
2002). 

 Nickel's work (1978) introduced key concept of availability and proposed a 
logarithmic probability function for measuring availability. Mean Time Between Failure 
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(MTBF), is the average time between failures of a component. For instance, MTBF for 
hardware component can be obtained from hardware vendor based on its configuration. 
Mean Time To Repair (MTTR), is the time taken to repair a failed module (Zacks, 1992). 
For instance, repair generally means replacing the hardware component in an operational 
environment. Thus hardware MTTR could be viewed as mean time to replace a failed 
hardware module. 

 Availability is the percentage of time when a system is operational. Availability of 
a component can be obtained by the formula (Nickel, 1978; Zacks, 1992): 

MTTRMTBF
MTBF

tyAvailabili
+

=  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1 Relationship between availability, MTBF, and MTTR 
 
Business Requirement for Availability 
 Based on the above formula, high availability would be expected if mean time 
between failures (MTBF) is very large compared to the mean time to repair (MTTR). 
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Likewise if mean time to repair is decreased, availability will be higher. As system 
reliability decreases (MTBF decreases), better maintainability (such as shorter MTTR) is 
needed to sustain the same level of availability. Figure 1 illustrates the relationship 
between MTBF and MTTR. It is worth noticing that the business demands high 
availability with high MTBF and low MTTR at the same time. Therefore, those shaded 
areas in the diagram represent the regimes that are either technical challenged or 
unacceptable by business. 

 
BLOCK DIAGRAM MODELING APPROACH 

 In this study, block diagrams are used to describe the relationship between the 
service delivery components and to define a system model. When used in this fashion, a 
block diagram is then referred to as reliability block diagram (RBD) (Raghavendra and 
Makam, 1986). 

  A reliability block diagram is a graphical representation of the system components 
and how they are reliability-wise related. This may differ from how the components are 
physically connected. RBDs are constructed out of blocks. The blocks are connected with 
direction lines that represent the reliability relationship between the blocks. A block is 
usually represented in the diagram by a rectangle. In the reliability block diagram, such 
blocks represent the component, subsystem at its chosen black box level (Bowles and 
Dobbins, 1998). The overall system availability is calculated by modeling the system as 
an interconnection of parts in serial and/or parallel (Nickel, 1978; Hoyland and Rausand, 
1994). 

 
Availability of Serial Components 

 As an example, two components, X and Y, are considered to be operating in serial 
if failure of either component results in failure of the combination.  The combined system 
is operational only if both X and Y are available. The combined availability is given by: 
AS = AX * AY (Nickel, 1978). This implies that the combined availability of a system of 
two components in serial is always lower than the availability of its individual 
components. It is clear that even though a very high availability of component Y may be 
possibly achieved, the overall availability of the system can be dragged down by the low 
availability of component X. This just proves the saying that a chain is as strong as the 
weakest link. More specifically, a chain could be weaker than the weakest link. 

 



 
 

Contemporary Management Research  325   
 
 

Availability of Parallel Components 
 Two components, X and Y, are considered to be operating in parallel if the 

combination is considered failure when both components fail.  The combined system is 
operational if either X or Y is available. The combined availability is given by: AS = 1 – 
(1－AX) * (1－AY) (Nickel, 1978). This implies that the combined availability of two 
components in parallel is always higher than the availability of its individual components. 
Therefore, parallel operation provides a very powerful mechanism for making a highly 
reliable system using components with less restriction on reliability. For example, 
mission-critical systems are designed with redundant components. 

 
Availability Importance 

 Availability importance evaluation is frequently used for ranking the components 
of a system with respect to their contribution to the considered measure of risk, 
unavailability or unreliability. The importance of a component depends on two factors: 
the configuration of the component in the system (serial or parallel), and the availability 
of the component (Hoyland and Rausand, 1994). The following is an example of 
determining the effective solution to improve the overall system availability using the 
availability importance. 

 In this three-component serial system, the overall system availability is equal to 
product of the availability of three components (AS = AA * AB * AC). 

 
 A

availability = 0.99

B

availability = 0.95

C

availability = 0.90
start end

 

The availability importance of component i is calculated by IAi = ∂AS/∂Ai (Leemis, 
1995). As shown in Figure 2, component C is more critical to the overall system 
availability since it has the least availability in this example of serial configuration. 

Figure 3 indicates that improving availability of component C has more substantial 
impact to the overall system availability.  This method helps determine the most cost-
effective strategy to enhance the overall system availability. 
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Component Reliability Importance 
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Figure 2  Individual component availability importance 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Figure 3 Impact of improving component availability on overall system availability 
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A CASE STUDY 
The Modeling Methodology 

 A real-world case study was conducted based on the IT infrastructure and the 
business requirement of a market data service company. In order to provide high quality 
of service, the company executive management set a target goal of 99.8% service 
availability to its customers. The service was delivered by a typical tiered web hosting 
environment. To help management understand if the current IT infrastructure, 
applications and operations are capable to support the business goal, a modeling 
approach was deployed. The availability of web service depends on the availability of the 
impacting factors such as IT infrastructure, applications, operational processes and 
people (Murphy and Gent, 1995). Starting with IT infrastructure, the systems are 
decomposed into sub-system components. To provide quantitative analysis on the IT 
system availability, the following modeling methodology is deployed to evaluate the 
overall system availability:  

seserverdatabaservernapplicatiowebnetworkingserviceweb AAAA   / ××=  

 The availability of each sub-system component was assessed. The unreliable sub-
system components were identified using the availability importance. 

 
The Modeling Tool 

 BlockSim from ReliaSoft (http://www.reliasoft.com) was used during this case 
study. BlockSim is a modeling tool that provides a visual interface for reliability block 
diagram creation. Simple drag and drop techniques allow users to build reliability block 
diagrams (RBDs) for the systems.  Configuration options include series, parallel, load 
sharing and standby redundancy. BlockSim has built-in functions to calculate the overall 
system availability and help determine the most cost-effective system availability 
improvement strategy (ReliaSoft Publishing, 2003).  

 
Approach and Key Inputs 

 In this case study, the modeling assessment involved a multi-step approach. The 
first step was to collect system and network setup information, which included collecting 
both detailed system configuration and networking connection information (Figure 4). 
Next, availability metrics including MTBF and MTTR were collected. Specifically, the 
MTBF data were collected from the vendors and the MTTR were collected from either 
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the vendors or service contractors. In the next step, relationship block diagram was 
created using BlockSim. As a result, individual components were created and connected 
with each other based on their relationships. Then the collected availability data of each 
component were entered in BlockSim. Finally, the overall system availability was 
calculated using the BlockSim built-in calculation tool. 

 
 
 
 
 

Figure 4 Relationship block diagram of IT systems for service delivery 

 
Figure 5 demonstrates a screenshot of BlockSim user interface with the simulated IT 

infrastructure systems for the web service delivery. 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 5 Screenshot of BlockSim user interface 

 Based on the hardware system reliability specification, Figure 6 illustrates the 
availability of each sub-system component as well as the overall system availability. It is 
shown that even though network connectivity is highly available (99.9973%), the overall 
system availability is only 99.6007% due to the limitation by database servers.  
Therefore, it is most effective to enhance the database servers in order to improve the 
overall system availability.  
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Figure 6 Overall system availability and sub-system component availability 
 

The actual service availability metrics were obtained by analyzing the application 
performance logs and service helpdesk troubleshoot ticket logs. Figure 7 indicates that 
the service availability is only 80% at best from two different measures.  “Anecdote 
Weekly” is an anecdotal report from an interview. “Operations Log” is an analysis of the 
Operations Log spreadsheet. Service level agreement (SLA) incidents during the 14-week 
time period of the log, yields an 80% availability.  Five different “goals” are represented 
to indicate the resultant availability when one incident occurs over five different time 
periods.  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 7 Service availability history from operation logs  
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Figure 8 Service impacting incidents by types 
 
The metrics indicated that although a lot of effort is spent on improving availability 

of infrastructure, the weakest link in the service delivery chain is the operational 
processes. Causes for all service impacting incidents are shown by the Pareto chart in 
Figure 8.  An apparent problematic area is pricing data, which accounts for almost two-
thirds of all incidents. 

 Quality of service depends not only on IT infrastructure but also on applications 
and operations. A high quality IT infrastructure is only a part of the equation for 
delivering IT service with high availability. The analysis built a business case for 
operation excellence in change management, incident management, and release 
management in order to achieve service availability target set by the management. The 
executive management team was recommended to initiate an IT service management 
program throughout the enterprise. ITIL provides a framework for the company to define 
the organizational structure and skill requirements of an IT organization and a set of 
standard operational management procedures, which allow the organization to manage 
the IT operation and associated IT infrastructure. The operational procedures are supplier 
independent and applicable to all aspects of the IT Infrastructure.  IT service management 
is a top-down, business-driven approach to the IT management. It specifically addresses 
the strategic business value of IT and the need to deliver a high-quality IT service (van 
Bon et al., 2002). 
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IMPLICATIONS AND CONCLUSION 
 This study presents a holistic approach to apply ITIL availability management best 

practice to evaluate and improve service availability. In addition, it also illustrates that 
other operational processes and counter measures, such as carefully designed testing, 
release procedures and appropriate staff training plans, can be employed to help mitigate 
risks in the service delivery chain. IT service availability management is to ensure that all 
areas of risk to service availability are taken into account and that the overall IT 
infrastructure and the maturity of management process are sufficient. The case study 
demonstrates the capability of applying this holistic approach to help IT managers gain 
visibility on root cause analysis of the service availability and risks of the existing IT 
infrastructure, as well as to provide support to future application development and 
infrastructure design in a high availability environment for e-business. 
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