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#### Abstract

The group algebra of the symmetric group and properties of the irreducible characters are used to derive combinatorial properties of embeddings of rooted maps in orientable surfaces of arbitrary genus. In particular, we show that there exists, for each genus, a correspondence between the set of rooted quadrangulations and a set of rooted maps of all lower genera with a distinguished subset of vertices.


## 1. Introduction

Let $\mathscr{G}$ be a connected (unlabeled) graph with a finite number, $n$, of edges in which each edge is given a direction and is labeled uniquely with an integer between 1 and $n$. Loops and multiple edges are allowed. The symbols $e^{+}$ and $e^{-}$, respectively, denote the origin and terminus of the edge $e$. Let $\Sigma$ be a closed oriented surface without boundary. An embedding of $\mathscr{G}$ in $\Sigma$ is a continuous injective function $\varepsilon: \mathscr{G} \rightarrow \Sigma$. Two embeddings $\varepsilon, \varepsilon^{\prime}$ are equivalent if there is an orientation-preserving homeomorphism $\psi: \Sigma \rightarrow \Sigma$ such that $\psi \varepsilon=\varepsilon^{\prime}, \psi \varepsilon(e)=\varepsilon^{\prime}(e)$, and $\psi \varepsilon\left(e^{+}\right)=\varepsilon^{\prime}\left(e^{+}\right)$, for all $e \in\{1, \ldots, n\}$; that is, $\psi$ respects labeling and directing of edges. A map with associated graph $\mathscr{G}$ is an embedding of $\mathscr{G}$ in $\Sigma$. The deletion of $\mathscr{G}$ separates $\Sigma$ into regions homeomorphic to open discs, called the faces of the map, and the number of edges bordering a face is called its degree. A p-face-regular map is a map in which each face has degree $p$. In particular, 3- and 4-face-regular maps are called triangulations and quadrangulations, respectively. A map has genus $g$ if it is embeddable in an orientable surface of genus $g$ and no lower. By the Euler-Poincaré formula, the genus, $g$, of $\mathscr{G}$ is given by $2-2 g=i-k+j$ where $\mathscr{G}$ has $i$ vertices, $k$ edges, and $j$ faces. Fuller details are found in [9]. Figure 1 gives a triangulation with two vertices and four faces in the torus, its number of rootings (in parentheses), and an embedding of it in a polygonal
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Figure 1. A map and its embedding in the torus
representation of the torus in which faces are the union of similarly shaded areas.

This work has two purposes. The first is to investigate the connections between the group algebra of the symmetric group, character theory, and embeddings of maps in orientable surfaces. The second is to use this information to derive some new results about embeddings. The context is an enumerative one, so these results concern bijections between classes of rooted maps. These hold for all genera, thereby giving extensions to the classical results for the sphere. It is shown that there is a bijection between rooted maps and rooted quadrangulations (Corollary 5.2). A combinatorial description of this bijection would clearly be of considerable interest. Two further bijections are given in [14], a continuation of the methods of this paper.

Maps, their properties, and, in particular, their enumeration have been studied extensively. It is clear that their enumeration is made difficult by the presence of automorphisms in the associated graph and by the restrictions imposed by the presence of the surface. The automorphisms can be destroyed (restricted to the identity) by distinguishing a mutually incident vertex, the root vertex, and edge, the root edge, in the map, that is, by rooting the map. This is represented by a directed edge with the convention that the root vertex is its origin. Although rooting is an artifice, asymptotically for many natural classes of maps, the maps have no symmetries, so in these classes the ratio of the numbers of rooted to unrooted maps on $n$ edges approaches [4] the number of distinct rootings, for large $n$. This ratio is $2 n$, the number ( $n$ ) of ways of selecting an edge and its direction ( 2 ways), and is $4 n$ if the orientation of the surface is taken into account. The enumeration of maps is therefore often recoverable from that of rooted maps, at least asymptotically for $n$.

Little attention has been given to the use of the group algebra of the symmetric group and the associated character theory to elicit further information about embeddings. The group algebra is relevant since an embedding of a rooted map in an orientable surface is uniquely defined by a permutation, called a rotation system, encoding the vertices in its cycles. The cycles in the product of this with a particular fixed-point free involution determine the faces in the minimal embedding, and thence the genus. Drouffe [5, Appendix] briefly referred to the use of characters and made some calculations for maps with one face.

To make this paper self-contained we have stated essential results from combinatorial topology [9] and character theory [17] without proof, and the reader is referred to the indicated sources for further details. In general, we have remained consistent with Macdonald's [16] notational conventions for symmetric functions. For graph theoretic terminology, of which we have used a minimal amount, we have followed [9].

The combinatorial connections between the group algebra and embeddings of rooted maps and between rotation systems and transitive rotation systems are given in §2. Expressions for the generating functions for classes of rooted maps indexed by the number of vertices, edges, and faces and for the associated rotation systems are given in terms of central elements corresponding to conjugacy classes in §3. Each of these generating functions determines the other, but it is more convenient to work with rotation systems. The generating function for rotation systems is expressed in terms of the irreducible characters of the symmetric group evaluated at elements all of whose cycles have the same length. A factorization of these values into irreducible characters evaluated at elements of the same type in symmetric groups of lower orders is given in $\S 4$. A factorization of a class of rotation systems is given in $\S 5$, and this leads to a simple linear relationship between the generating function for rooted quadrangulations and the generating function for all rooted maps.

The following notation is used extensively in the statements of the main results. The notation required for more local purposes appears in the introductory paragraphs of the appropriate section. A partition $\theta=\left(\theta_{1}, \theta_{2}, \ldots\right)$ is a (possibly infinite) sequence of integers such that $\theta_{1} \geq \theta_{2} \geq \cdots \geq 0$, and their sum is called the weight, $|\theta|$, of $\theta$. We write $\theta \vdash n$ to indicate that $\theta$ is a partition of $n$. The nonzero elements of $\theta$ are called its parts, and their number, $l(\theta)$, is the length of $\theta$. If $i$ occurs $m_{i}$ times as a part in $\theta$, we write $\theta=\left[1^{m_{1}} 2^{m_{2}} \cdots\right]$, suppressing $i^{m_{i}}$ if $m_{i}=0$. The conjugate, $\tilde{\theta}$, of $\theta$ is $\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}, \ldots\right)$, where $\theta_{i}^{\prime}$ is the number of parts of $\theta$ which are greater than or equal to $i, i=1, \ldots, \theta_{1}$. Clearly $\tilde{\theta} \vdash|\theta|$. For $\mathscr{A} \subseteq \mathscr{N}=\{1,2, \ldots\}, \Pi_{\mathscr{A}}$ denotes the set of all partitions with no part not in $\mathscr{A}$. A sequence $\left(\theta^{(1)}, \ldots, \theta^{(k)}\right)$ of partitions whose weights sum to $n$ is called a multipartition of $n$, and the set of all multipartitions of weight $n$ with $k$ components is denoted by $\Pi_{k, n}$.

The set $\{\theta \vdash n\}$ is a natural index set for the conjugacy classes of $\mathfrak{S}_{n}$, the symmetric group of $n$ symbols. The cycle-type of $\pi \in \mathscr{C}_{\theta}$, a conjugacy class of $\mathfrak{S}_{n}$, is $\left[1^{m_{1}} 2^{m_{2}} \cdots\right] \vdash n$, where $\pi$ has $m_{i}$ cycles of length $i$ for $i=1,2, \ldots$. The natural indexing is such that $\theta=\left[1^{m_{1}} 2^{m_{2}} \ldots\right]$. Thus $l(\theta)$ is the number of cycles of $\pi$. The order of $\mathscr{C}_{\theta}$ is $h^{\theta}=n!g(\theta)$, where $g(\theta)=$ $\prod_{i \geq 1}\left(i^{m_{i}} m_{i}!\right)^{-1}$. The group algebra of $\mathfrak{S}_{n}$ over the complex field $\mathbf{C}$ is denoted by $\mathbf{C G}_{n}$. Multiplication of permutations is carried out from right to left. A permutation in $\mathfrak{S}_{k p}$ is $p$-semiregular if its cycle-type is [ $p^{k}$ ]. Occasionally, we drop the prefix and refer to such permutations as semiregular.
$\chi^{\theta}$ denotes the irreducible (ordinary) character associated with $\mathscr{C}_{\theta}$ and $\chi_{\alpha}^{\theta}$ denotes its value at any element of $\mathscr{C}_{\alpha}$ where $\alpha, \theta \vdash N$. For convenience, we adopt the convention that the character associated with the empty partition is identically 1 and that $\chi_{\alpha}^{\theta}=0$ if $|\theta| \neq|\alpha|$. The degree, $f^{\theta}$, of the irreducible representation indexed by $\theta$ is equal to $\chi_{\left[1^{N}\right]}^{\theta}$.

If $\mathbf{A}$ is an $r \times s$ matrix whose $(i, j)$-element is $a_{i j}$, we write $\mathbf{A}=\left[a_{i j}\right]_{r \times s}$. When $r=s$, the determinant $|\mathbf{A}|$ of $\mathbf{A}$ is denoted by $\left\|a_{i j}\right\|$ (or by $\left\|\left[a_{i j}\right]\right\|_{r \times r}$ ).

If $\left\{a_{1}, \ldots, a_{r}\right\}$ is a set of real numbers, then we write $\left\{b_{1}, \ldots, b_{r}\right\}=$ $\left\{a_{1}, \ldots, a_{r}\right\}_{\leq}$to signify that $\left\{b_{1}, \ldots, b_{r}\right\}=\left\{a_{1}, \ldots, a_{r}\right\}$ and $b_{1} \leq \cdots \leq b_{r}$.

The rising and falling factorial functions are, respectively, $(x)^{(n)}=$ $x(x+1) \cdots(x+n-1)$ and $(x)_{n}=x(x-1) \cdots(x-n+1)$. Finally, $H_{\theta}(x)$ denotes the polynomial $\prod_{1 \leq i \leq l(\theta)}(x-i+1)^{\left(\theta_{i}\right)}$.

## 2. Graph embeddings and the group algebra

The set of origins $e^{+}$and termini $e^{-}$of edges in the edge-set $E(\mathscr{G})=$ $\{1, \ldots, n\}$ of $\mathscr{G}$ is called the directed edge set of $\mathscr{G}$. Each vertex $v$ of $\mathscr{G}$ is represented as a subset of the directed edge set, so $e^{+}$is in the subset if and only if $v$ is the origin of $e$, and $e^{-}$is in the subset if and only if $v$ is the terminus of $e$. These subsets partition the directed edge set. For each vertex $v$ of $\mathscr{G}$, we specify a cyclic list of the directed edges encountered in traversing the boundary of a small disc, centered at $v$, in the sense specified by the orientation of $\Sigma$. We shall fix this sense to be anticlockwise. This partition of the directed edge set into cyclic lists is called a rotation system, and it represents a permutation on the set $\left\{1^{+}, 1^{-}, \ldots, n^{+}, n^{-}\right\}$. By a generalization of a theorem of Schoenflies [11] it is known that, for every embedding of $\mathscr{G}$ in $\Sigma, \mathscr{G}$ is contained in the 1 -skeleton of a triangulation of this surface. This permits the analysis of graph embeddings by combinatorial methods.

Theorem 2.1. Every rotation system for a connected graph $\mathscr{G}$ induces, up to equivalence of embeddings, a unique embedding of $\mathscr{G}$ in $\Sigma$. Conversely, every embedding of $\mathscr{G}$ in $\Sigma$ induces a unique transitive rotation system.

This one-to-one correspondence, sometimes called the Edmonds embedding theorem [6], was given originally in dual form by Heffter [10] and has been generalized to graphs with loops and multiple edges by Gross and Alpert [8]. An important consequence of this theorem is that the faces of the embeddings can be determined by algebraic means.

Proposition 2.2. Let $\nu$ be the rotation system of a graph $\mathscr{G}$ on $n$ edges. Let $\epsilon_{n}=\left(1^{+} 1^{-}\right)\left(2^{+} 2^{-}\right) \cdots\left(n^{+} n^{-}\right)$be the fixed permutation describing, in its cycles, the edges of $\mathscr{G}$. Then the cycles of $\nu \epsilon_{n}$ list the directed edges encountered in traversing the boundary of the faces of the embedding in a direction consistent with the orientation of $\Sigma$.


Figure 2. A transitive rotation system
For example, the rotation system corresponding to the graph in Figure 2 is $\nu=\left(1^{+} 3^{+} 2^{+} 1^{-}\right)\left(2^{-} 3^{-} 4^{+} 4^{-}\right)$. From Proposition 2.2 , its faces are therefore given by $\phi=\nu \epsilon_{4}=\left(1^{+}\right)\left(2^{+} 3^{-}\right)\left(4^{-}\right)\left(1^{-} 3^{+} 4^{+} 2^{-}\right)$. The cycle $\left(2^{+} 3^{-}\right)$represents the face labeled $b$ in Figure 2 and indicates that edge 2 is encountered in its positive direction followed by the edge 3 in its negative direction in traversing the boundary of this face in the direction consistent with the orientation of $\Sigma$. In this embedding there are four faces, so the genus of this map is zero.

The number of rooted maps is readily deducible from the number of rotation systems.

Lemma 2.3. For each rooted map on $n$ edges there are $t(n)=(n-1)!2^{n-1}$ distinct (transitive) rotation systems.
Proof. The nonroot edges can be labeled in ( $n-1$ )! ways, and each such edge can be directed in two ways.

Not every permutation $\nu \in \mathfrak{S}_{2 n}$ corresponds to a rotation system for an embedding of a graph with $n$ edges. If $\nu$ and $\epsilon_{n}$ do not generate $\mathfrak{S}_{2 n}$, then the associated graph $\mathscr{G}$ is not connected. However, the following corollary of Theorem 2.1 gives a combinatorial description of every element of $\mathfrak{S}_{2 n}$ in terms of transitive substructures.

To this end, for $\rho, \sigma \in \mathfrak{S}_{N}$, let $\|\rho, \sigma\|$ denote the number of orbits of the group generated by $\rho$ and $\sigma$. For any $\mathscr{F}=\left\{i_{1}, \ldots, i_{k}\right\} \subseteq \mathscr{N}_{n}$, let $\mathscr{P}_{\mathscr{J}}$ be the set of all permutations of the symbols $i_{1}^{+}, i_{1}^{-}, \ldots, i_{k}^{+}, i_{k}^{-}$and let $\epsilon_{\mathcal{F}}=$ $\left(i_{1}^{+} i_{1}^{-}\right) \cdots\left(i_{k}^{+} i_{k}^{-}\right) \in \mathscr{P}_{\mathscr{F}}$. Let $\mathscr{A} \subseteq\{1,2, \ldots\}$ and let $\mathscr{D}_{\mathscr{I}}^{\mathscr{\mathscr { A }}}$ be the subset of $\mathscr{P}_{\mathscr{f}}$ consisting of all permutations having no cycles of length not in $\mathscr{A}$. Let $\mathscr{T}_{\mathscr{J}}^{\mathscr{A}}=\left\{\sigma \in \mathscr{P}_{\mathscr{J}}^{\mathscr{A}}:\left\|\epsilon_{\mathcal{J}}, \sigma\right\|=1\right\}$.

Corollary 2.4. $\mathscr{P}_{\mathcal{N}_{n}}^{\mathscr{A}}$ is in 1-1 correspondence with

$$
\mathscr{O}_{n}^{\mathscr{A}}=\bigcup_{m=1}^{n}\left\{\left\{\sigma_{1}, \ldots, \sigma_{m}\right\}: \sigma_{j} \in \mathscr{T}_{\mathscr{J}_{j}}^{\mathscr{A}}, j=1, \ldots, m ; \mathscr{I}_{1} \dot{\cup} \cdots \dot{\cup} \mathscr{I}_{m}=\mathscr{N}_{n}\right\}
$$

Proof. For $\pi \in \mathscr{P}_{\mathcal{N}_{n}}^{\mathscr{A}}$, let $\mathscr{G}_{\pi}$ be the group generated by $\pi$ and $\epsilon_{n}$. Suppose that $\mathscr{G}_{\pi}$ has orbits $\mathscr{I}_{1}, \ldots, \mathscr{F}_{m}$. Let $\pi_{j}$ be the permutation formed by the product
of the cycles of $\pi$ which act on $\mathscr{F}_{j}$, for $j=1, \ldots, m$. Then $\left\{\pi_{1}, \ldots, \pi_{m}\right\} \in$ $\mathscr{Q}_{n}^{\mathscr{A}}$. Let $\psi$ be the mapping

$$
\psi: \mathscr{P}_{\mathscr{N}_{n}}^{\mathscr{A}} \rightarrow \mathscr{Q}_{n}^{\mathscr{A}}: \pi \mapsto\left\{\pi_{1}, \ldots, \pi_{m}\right\}
$$

Let $\left\{\sigma_{1}, \ldots, \sigma_{m}\right\} \in \mathscr{Q}_{n}^{\mathscr{N}}$. Since $\sigma_{1}, \ldots, \sigma_{m}$ all act on different sets, the product $\sigma_{1} \cdots \sigma_{m}$ is uniquely determined, and $\sigma \in \mathscr{P}_{\mathcal{N}_{n}}^{\mathscr{2}}$. It is a straightforward matter to check that $\psi$ is bijective.

In view of Corollary 2.4, each permutation of $\mathfrak{S}_{2 n}$ is a rotation system for an unordered collection of graph embeddings. Proposition 2.2 can be applied in this more general setting to show that the cycles of $\nu \epsilon_{n}$ describe the faces of the embeddings of the unordered collection.

We conclude this section with some combinatorial facts about $\mathbf{C G}_{N}$ which, when combined with observations on the connection between rooted maps and rotation systems, will enable us to enumerate classes of rooted maps, at least in principle.

Each element of $\mathbf{C G}_{N}$ can be expressed uniquely as a finite linear combination of elements in $\mathfrak{S}_{N}$ with coefficients in $\mathbf{C}$. The product of two elements in $\mathrm{CS}_{N}$ is taken distributively with respect to the product on $\mathfrak{G}_{N}$. Let $\mathrm{K}_{\theta}$ be the formal sum of all elements of $\mathscr{C}_{\theta}$ for $\theta \vdash N$. Then $\left\{\mathrm{K}_{\theta}: \theta \vdash N\right\}$ is a basis for the center of $\mathrm{CG}_{N}$, so the coefficient of $\mathrm{K}_{\theta}$ in the product $\mathrm{K}_{\alpha} \mathrm{K}_{\beta}$, for $\alpha, \beta \vdash n$, is uniquely defined. This is denoted by $\left[\mathrm{K}_{\theta}\right] \mathrm{K}_{\alpha} \mathrm{K}_{\beta}$, and, in the present context, it has the following useful combinatorial interpretation [12, Proposition 2.2].
Proposition 2.5. Let $\alpha, \beta, \theta \vdash N$. Then the number of ways of expressing an arbitrary element $c \in \mathscr{C}_{\theta}$ as $\mathcal{c}=a b$ with $(a, b) \in \mathscr{C}_{\alpha} \times \mathscr{C}_{\beta}$ is $\left[\mathrm{K}_{\theta}\right] \mathrm{K}_{\alpha} \mathrm{K}_{\beta}$. Moreover, this is equal to $\left[\mathrm{K}_{\beta}\right] \mathrm{K}_{\alpha} \mathrm{K}_{\theta}$.

We therefore have the following basic enumerative result for rotation systems.
Lemma 2.6. Let $n$ be a nonnegative integer and let $\nu, \phi \vdash 2 n$. Then

$$
\left|\mathscr{C}_{\nu} \epsilon_{n} \cap \mathscr{C}_{\phi}\right|=\frac{h^{\phi}}{h^{\left[2^{n}\right]}}\left[\mathrm{K}_{\theta}\right] \mathrm{K}_{\nu} \mathrm{K}_{\left[2^{n}\right]}
$$

Proof.

$$
\begin{aligned}
\left|\mathscr{C}_{\nu} \epsilon_{n} \cap \mathscr{C}_{\phi}\right| & =\sum_{\substack{(a, b) \in \mathscr{C}_{i} \times\left\{\epsilon_{n}\right\} \\
a b \in \mathscr{C}_{\phi}}} 1=\frac{1}{h^{\left[2^{\left.n^{n}\right]}\right.}} \sum_{\substack{(a, b) \in \mathscr{C}_{,} \times \mathscr{C}_{\left(2^{n}\right]} \\
a b \in \mathscr{C}_{\phi}}} 1 \\
& =\frac{h^{\phi}}{h^{\left[2^{n}\right]}} \sum_{\substack{(a, b) \in \mathscr{E}_{v} \times \mathscr{C}_{\left[2^{n}\right]} \\
a b=c c}} 1
\end{aligned}
$$

for an arbitrary but fixed $c \in \mathscr{C}_{\phi}$. The result follows from Proposition 2.5.

## 3. Generating functions for rooted maps

The following conventions for generating functions are adopted in the interests of brevity. Let $\mathbf{m}=\left(m_{1}, \ldots, m_{p}\right), \mathbf{n}=\left(n_{1}, \ldots, n_{q}\right)$ be sequences
of nonnegative integers, empty if $p=0$ or $q=0$. Let $\mathbf{x}=\left(x_{1}, \ldots, x_{p}\right)$, $\mathbf{y}=\left(y_{1}, \ldots, y_{q}\right)$ be sequences of commuting indeterminates. Then $\mathbf{m}!$ denotes $m_{1}!\cdots m_{p}!$, and $\mathbf{x}^{\mathbf{m}}$ denotes $x_{1}^{m_{1}} \cdots x_{p}^{m_{p}}$. Let $\mathbf{0}_{p}=(0, \ldots, 0)$, with $p$ components, and let $\mathbf{x} \geq \mathbf{m}$ mean that $x_{i} \geq m_{i}$ for $i=1, \ldots, p$. For brevity, we write $\mathbf{m} \geq \mathbf{0}$ instead of $\mathbf{m} \geq \mathbf{0}_{p}$, the suppressed suffix being understood from the context.

A generating function (series) for the sequence ( $a(\mathbf{m}, \mathbf{n}) \in \mathbf{Q}: \mathbf{m}, \mathbf{n} \geq \mathbf{0}$ ) is $\boldsymbol{\Phi}(\mathbf{x} \mid \mathbf{y})=\sum_{\mathbf{m}, \mathbf{n} \geq \mathbf{0}} a(\mathbf{m}, \mathbf{n}) \mathbf{x}^{\mathbf{m}} \mathbf{y} \mathbf{n} / \mathbf{n}!$. When $q=0$, this is denoted by $\boldsymbol{\Phi}(\mathbf{x})$. Let $\mathbf{k}=\left(k_{1}, \ldots, k_{p}\right)$ be a sequence of integers. The coefficient operator [•] is

$$
\left[\mathbf{x}^{k}\right]: \mathbf{Q}[[\mathbf{x}, \mathbf{y}]] \rightarrow \mathbf{Q}[[\mathbf{y}]]: \mathbf{\Phi} \mapsto b_{\mathbf{k}}(\mathbf{y})
$$

where $\sum_{m} b_{m}(\mathbf{y}) \mathbf{x}^{\mathbf{m}}$ is the image of $\boldsymbol{\Phi}$ under the natural isomorphism

$$
\mathrm{Q}[[\mathbf{x}, \mathbf{y}]] \rightarrow(\mathrm{Q}[[\mathbf{y}]])[[\mathbf{x}]] .
$$

For example, $[x] x y=y,\left[x y^{0}\right] x y=0$. When $a(\mathbf{m}, \mathbf{n})$ is the cardinality of a set of combinatorial objects, combinatorial considerations [7] determine the selection of $p$ and $q$ that is convenient for the particular instance. We say that $x_{i}$ marks the combinatorial feature counted by $m_{i}$.

In view of Lemma 2.3 and the Euler-Poincare formula, it is convenient to introduce the mapping $\Omega_{u}$ defined by $\Omega_{u}\left(x^{i} y^{j} z^{k} / k!\right)=x^{i} y^{j} z^{k} u^{2+k-i-j} / t(k)$, extended linearly to $\mathbf{Q}[[x, y, z]]$. We shall apply this only when $i, j, k$ count, respectively, the vertices, faces, and edges of a map, so $2+k-i-j=2 g$ where $g$ is the genus of the map. The action of $\Omega_{u}$ on $f \in \mathbf{Q}[[x, y, z]]$ can be represented differentially by

$$
\Omega_{u} f(x, y, z)=2 u^{2} z \frac{\partial}{\partial z} f\left(x u^{-1}, y u^{-1}, \frac{1}{2} z u\right)
$$

For $\mathscr{A} \subseteq \mathscr{N}$, let $M_{\mathscr{A}}(u, x, y, z)$ be the generating function for $m_{g, i, j, k}^{\mathscr{A}}$, the number of rooted maps of genus $g$ with $i$ vertices, $j$ faces, and $k$ edges, and with no faces of degree not in $\mathscr{A}$. This is also called the genus distribution of the class of maps designated by $\mathscr{A}$. Let $R_{\mathscr{A}}(x, y \mid z)$ be the generating function for $r_{i, j, k}^{\mathscr{2}}$, the number of rotation systems $\nu \in \mathfrak{S}_{2 k}$ with $i$ cycles such that $\epsilon_{k} \nu$ has $j$ cycles, none of whose lengths are not in $\mathscr{A}$. Thus $M_{\mathscr{A}} \in$ $\mathbf{Q}[u, x, y][[z]]$, since maps with a finite number of edges are themselves finite. Similarly, $R_{\mathscr{A}} \in \mathbf{Q}[x, y][[z]]$. Note that $M_{\mathscr{N}}$ and $M_{\{4\}}$ are the generating functions for all rooted maps and rooted quadrangulations, respectively.

Proposition 3.1. $M_{\mathscr{A}}(u, x, y, z)=M_{\mathscr{A}}(u, y, x, z)$.
Proof. By duality.
It is clear from Corollary 2.4 that $\log R_{\mathscr{A}}(x, y \mid z)$ is the generating function for the corresponding set of transitive rotation systems. We may now express $M_{\mathscr{A}}$ fully in terms of the group algebra of the symmetric group.

Theorem 3.2.

$$
\begin{gather*}
M_{\mathscr{A}}\left(u^{2}, x, y, z\right)=\Omega_{u} \log R_{\mathscr{A}}(x, y \mid z) .  \tag{1}\\
R_{\mathscr{A}}(x, y \mid z)=\sum_{n \geq 0} \frac{z^{n}}{n!} \sum_{\substack{\nu, \phi \vdash 2 n \\
\phi \in \Pi_{\mathscr{A}}}} \frac{h^{\phi}}{h^{\left[2^{n}\right]}}\left[\mathrm{K}_{\phi}\right] \mathrm{K}_{\nu} \mathrm{K}_{\left[2^{n}\right]} x^{l(\nu)} y^{l(\phi)} . \tag{2}
\end{gather*}
$$

Proof. (1) Let $c_{i, j, n}^{\mathscr{\&}}$ be the number of transitive rotation systems among those counted by $r_{i, j, n}^{\mathscr{A}}$, and let $C_{\mathscr{A}}(x, y \mid z)$ be the generating function for $\left(c_{i, j, n}^{\mathscr{A}}\right.$ : $i, j, n \geq 0$ ). By Corollary $2.4, R_{\mathscr{A}}=\exp C_{\mathscr{A}}$. But, from Lemma 2.3, $c_{i, j, n}^{\mathscr{A}}=$ $t(n) m_{g, i, j, n}^{\mathscr{A}}$ where $2 g=2+n-i-j$ so

$$
C_{\mathscr{A}}(x, y \mid z)=\sum_{i, j, n \geq 0} t(n) m_{g, i, j, n}^{\mathscr{A}} x^{i} y^{j} \frac{z^{n}}{n!}
$$

whence

$$
\Omega_{u} \log R_{\mathscr{A}}(x, y \mid z)=\Omega_{u} C_{\mathscr{A}}(x, y \mid z)=M_{\mathscr{A}}\left(u^{2}, x, y, z\right)
$$

(2) Now $r_{i, j, k}^{\mathscr{A}}=\sum\left|\mathscr{C}_{\nu} \epsilon_{k} \cap \mathscr{C}_{\phi}\right|$ where the summation is over $\phi \vdash 2 k$ such that $l(\phi)=j, \phi \in \Pi_{\mathscr{A}}$, and $\nu \vdash 2 k$ such that $l(\nu)=i$. The result follows from Lemma 2.6.

In view of Theorem 3.2, it is sufficient to focus attention on $R_{\mathscr{A}}$ in the determination of $M_{\mathscr{A}}$. We now use properties of the center of $\mathrm{CG}_{N}$.

Since $\mathbf{C G}_{N}$ is semisimple [17], its center has a basis $\left\{\mathrm{F}_{\theta}: \theta \vdash N\right\}$ of orthogonal idempotents, which are therefore expressible in terms of $\left\{\mathrm{K}_{\theta}: \theta \vdash\right.$ $N\}$ and vice versa. These are expressed in terms of each other by $\mathrm{F}_{\alpha}=$ $N!^{-1} f^{\alpha} \sum_{\theta \vdash N} \chi_{\theta}^{\alpha} \mathrm{K}_{\theta}$ and $\mathrm{K}_{\alpha}=h^{\alpha} \sum_{\theta \vdash N} \chi_{\alpha}^{\theta} \mathrm{F}_{\theta} / f^{\theta}$ for $\alpha \vdash N$. These central idempotents can be used to express as explicit character sums the enumerative quantities of the type appearing in Lemma 2.6 and in association with various classes of maps.
Lemma 3.3.

$$
\left[\mathrm{K}_{\gamma}\right] \mathrm{K}_{\alpha} \mathrm{K}_{\beta}=\frac{1}{N!} h^{\alpha} h^{\beta} \sum_{\theta \vdash N} \frac{1}{f^{\theta}} \chi_{\alpha}^{\theta} \chi_{\beta}^{\theta} \chi_{\gamma}^{\theta} .
$$

Proof. From the above expressions connecting $\left\{\mathrm{K}_{\theta}: \theta \vdash N\right\}$, and $\left\{\mathrm{F}_{\theta}: \theta \vdash\right.$ $N\}$, and from the fact that the $\mathrm{F}_{\alpha}$ 's are orthogonal idempotents, the left-hand side is $h^{\alpha} h^{\beta} \sum_{\theta \vdash N}\left(f^{\theta}\right)^{-2} \chi_{\alpha}^{\theta} \chi_{\beta}^{\theta}\left[\mathrm{K}_{\gamma}\right] \mathrm{F}_{\theta}$, and the result follows since $\left[\mathrm{K}_{\gamma}\right] \mathrm{F}_{\theta}=$ $f^{\theta} \chi_{\gamma}^{\theta} / N!$.

## Proposition 3.4.

$$
\sum_{\alpha \vdash N} h^{\alpha} \chi_{\alpha}^{\theta} x^{l(\alpha)}=f^{\theta} H_{\theta}(x) .
$$

Proof. See, for example, [13].
The next corollary gives explicit expressions for the generating functions for rotation systems, with and without conditions.

Corollary 3.5.

$$
\begin{align*}
& R_{\mathcal{N}}(x, y \mid z)=\sum_{n \geq 0} \frac{z^{n}}{n!(2 n)!} \sum_{\theta \vdash 2 n} f^{\theta} \chi_{\left[2^{n}\right]}^{\theta} H_{\theta}(x) H_{\theta}(y) .  \tag{1}\\
& R_{\mathscr{A}}(x, y \mid z)=\sum_{n \geq 0} \frac{z^{n}}{n!(2 n)!} \sum_{\phi \in \Pi_{ब}} h^{\phi} y^{l(\phi)} \sum_{\theta \vdash 2 n} \chi_{\phi}^{\theta} \chi_{\left[2^{n}\right]}^{\theta} H_{\theta}(x) . \tag{2}
\end{align*}
$$

Proof. (1) From Theorem 3.2(2)

$$
R_{\mathscr{N}}(x, y \mid z)=\sum_{n \geq 0} \frac{z^{n}}{n!} \sum_{\nu, \phi \vdash 2 n} x^{l(\nu)} y^{l(\phi)} \frac{h^{\phi}}{h^{\left[2^{n}\right]}}\left[\mathrm{K}_{\phi}\right] \mathrm{K}_{\nu} \mathrm{K}_{\left[2^{n}\right]}
$$

and the result follows directly from Lemmas 3.3 and 3.4 after rearrangement of the sums.
(2) The proof is similar.

In principle, it can be checked that $\left[u^{2 g}\right] \Omega_{u} \log R_{\mathcal{N}}(1,1 \mid z)$ indeed gives the known results for the sphere [19] and the torus [2], with $g=0$ and $g=1$, respectively.

An explicit expression for the generating function for maps counted without regard to genus is immediately recoverable. Of course, this can be obtained directly from the embedding theorem (Theorem 2.1).

## Proposition 3.6.

$$
M_{\mathscr{N}}(1, x, 1, z)=2 z \frac{\partial}{\partial z} \log \sum_{n \geq 0} \frac{1}{2^{n} n!} z^{n}(x)^{(2 n)}
$$

Proof. From Theorem 3.2 and Corollary 3.5

$$
M_{\mathscr{N}}(1, x, 1, z)=2 z \frac{\partial}{\partial z} \log \sum_{n \geq 0} \frac{z^{n}}{2^{n} n!(2 n)!} \sum_{\theta \vdash 2 n} f^{\theta} \chi_{\left[2^{n}\right]}^{\theta} H_{\theta}(x) \prod_{1 \leq i \leq l(\theta)}(2-i)^{\left(\theta_{i}\right)}
$$

But $\prod_{1 \leq i \leq l(\theta)}(2-i)^{\left(\theta_{i}\right)}=|\theta|!\delta_{1, l(\theta)}$ and $\chi_{\left[2^{n}\right]}^{[2 n]}=1=f^{[2 n]}$. The result follows.

Note that $M_{\mathcal{N}}(1, x, 1, z)$ is the generating function for all rooted maps, without regard to genus, with respect to edges and vertices. When the set of such maps is counted with respect to the number of edges alone, then

$$
M_{\mathcal{N}}(1,1,1, z)=2 z \frac{\partial}{\partial z} \log \sum_{n \geq 0} \frac{(2 n)!}{2^{n} n!} z^{n}
$$

Corollary 3.7.

$$
M_{\{4\}}(1,1,1, z)=2 z \frac{\partial}{\partial z} \log \sum_{n \geq 0} \frac{(4 n)!}{16^{n} n!(2 n)!} z^{2 n}
$$

Proof. From Theorem 3.2 and Corollary 3.5.
It is convenient to give explicitly the generating functions of rotation systems corresponding to face-regular rooted maps.

Corollary $\mathbf{3 . 8}$.
(1) $k=2 m$ :

$$
R_{\{2 m\}}(x, y \mid z)=\sum_{n \geq 0} \frac{z^{m n}}{(m n)!} \frac{y^{n}}{k^{n} n!} \sum_{\theta \vdash k n} \chi_{\left[k^{n}\right]}^{\theta} \chi_{\left[2^{m n}\right]}^{\theta} H_{\theta}(x)
$$

(2) $k$ odd:

$$
R_{\{k\}}(x, y \mid z)=\sum_{n \geq 0} \frac{z^{k n}}{(k n)!} \frac{y^{2 n}}{k^{2 n}(2 n)!} \sum_{\theta \vdash 2 k n} \chi_{\left[k^{2 n}\right]}^{\theta} \chi_{\left[2^{k n}\right]}^{\theta} H_{\theta}(x) .
$$

Proof. Direct from Corollary 3.5.

## 4. Factoring characters at semiregular elements

The importance of $\chi^{\theta}$ at semiregular permutations has been seen in Corollary 3.5. We now consider the question of evaluating $\chi^{\theta}$ at these permutations. For this purpose, the following facts (see, for example, [16]) are used.

Let $\left\{x_{1}, x_{2}, \ldots\right\}$ be a countably infinite set of algebraically independent commuting indeterminates and let $\Lambda$ be the ring of symmetric functions in $\mathbf{x}=\left(x_{1}, x_{2}, \ldots\right)$. Restriction to the finite case is obtained by setting $x_{k+1}=$ $x_{k+2}=\cdots=0$. The complete symmetric functions and power sum symmetric functions associated with the partition $\theta$ are $h_{\theta}=h_{\theta_{1}} h_{\theta_{2}} \cdots$ where $\sum_{r \geq 0} h_{r} t^{r}=$ $\prod_{i \geq 1}\left(1-t x_{i}\right)^{-1}$, and $p_{\theta}=p_{\theta_{1}} p_{\theta_{2}} \cdots$ where $p_{r}=x_{1}^{r}+x_{2}^{r}+\cdots$. These are related by $h_{r}=\sum_{\alpha \vdash r} g(\alpha) p_{\alpha}$. By a result of Jacobi, the Schur symmetric function associated with $\theta$ is $s_{\theta}=\left\|h_{\theta_{i}-i+j}\right\|_{n \times n}$ for any $n \geq l(\theta)$, and, by a result of Frobenius, $s_{\theta}=\sum_{\alpha \vdash|\theta|} g(\alpha) \chi_{\alpha}^{\theta} p_{\alpha}$. The sets $\left\{h_{\theta}\right\},\left\{p_{\theta}\right\},\left\{s_{\theta}\right\}$ each afford a basis of $\Lambda$, so, in particular, the coefficient operator $\left[p_{\theta}\right.$ ] on $\Lambda$ is well-defined and acts linearly. The $p_{i}$ are algebraically independent, as are the $h_{i}$.

Furthermore, we need to construct an explicit bijection between two particular sets of partitions whose roles will become clear when they are used, for example, in Lemma 4.8. The bijection is denoted by $\Delta_{k}$ and is given in Lemma 4.6. It is preceded by preparatory results of an apparently unavoidably technical nature.

Definition 4.1. Let $k, n$ be positive integers. For $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots\right) \vdash k n$ we define $\alpha^{\wedge}=\left(\alpha^{(1)}, \ldots, \alpha^{(k)}\right)$ by
(1) $\left\{\eta_{j, 1}, \ldots, \eta_{j, m_{j}}\right\}=\left\{i: \alpha_{i}-i \equiv-j \bmod k\right\}_{<}$for $j=1, \ldots, k$,
(2) $\alpha^{(j)}=\left(\alpha_{1}^{(j)}, \ldots, \alpha_{m_{j}}^{(j)}\right)$ for $j=1, \ldots, k$,
(3) $\alpha_{i}^{(j)}=\frac{1}{k}\left(\alpha_{\eta_{j, i}}-\eta_{j, i}+j\right)+i-1$ for $i=1, \ldots, m_{j}$.

If $m_{j}=\lceil(l(\alpha)-j+1) / k\rceil$ for all $j=1, \ldots, k$, then $\alpha$ is said to be $k$ balanced. Let $\mathscr{P}_{k, n}$ be the set of all $k$-balanced partitions of $k n$. Clearly, for $\alpha$ with $l(\alpha)=q k+r$ where $q, r$ are integers and $0 \leq r<k, \alpha$ is $k$-balanced if $m_{1}=\cdots=m_{r}=q+1$ and $m_{r+1}=\cdots=m_{k}=q$.

Proposition 4.2. If $\alpha \in \mathscr{B}_{k, n}$ then $\alpha^{\wedge} \in \Pi_{k, n}$.
Proof. From Definition 4.1(1), $\alpha_{i}^{(j)}$ is an integer and $\alpha_{1}^{(j)} \geq \cdots \geq \alpha_{m_{j}}^{(j)}$. But $\alpha \in \mathscr{B}_{k, n}$, so

$$
\begin{aligned}
\alpha_{m_{j}}^{(j)} & =\frac{1}{k}\left(\alpha_{\eta_{j, m_{j}}}-\eta_{j, m_{j}}+j\right)+m_{j}-1 \\
& \geq \frac{1}{k}(1-l(\alpha)+j)+\left[\frac{1}{k}(l(\alpha)-j+1)\right]-1 \\
& \geq\left\lceil\frac{1}{k}(l(\alpha)-j+1)\right]-\frac{1}{k}(l(\alpha)-j+1)+\frac{2}{k}-1 \geq 0
\end{aligned}
$$

since $\alpha_{m_{j}}^{(j)}$ is an integer. Thus $\alpha^{\wedge}$ is a multipartition.
Moreover, $\left|\alpha^{\wedge}\right|=k^{-1} \sum_{j=1}^{k} \sum_{i=1}^{m_{j}}\left\{\alpha_{\eta_{j, i}}-\eta_{j, i}+k(i-1)+j\right\}$. But $k(i-1)+j$ and $\eta_{j, i}$ take each value in $\{1,2, \ldots, l(\alpha)\}$ exactly once for each $(i, j)$ in the indicated range. Thus the second and third sums together contribute zero to the summation, whence $\left|\alpha^{\wedge}\right|=|\alpha| / k=n$ and so $\alpha^{\wedge} \in \Pi_{k, n}$.

The following proposition follows immediately from the proof of Proposition 4.2 and, although it seems obvious, it plays a subtle and important role in Lemma 4.8.

Proposition 4.3. If $\theta$ is $k$-balanced, then $k$ divides $|\theta|$.
Definition 4.4. Let $k, n$ be positive integers. For $\beta=\left(\beta^{(1)}, \beta^{(2)}, \ldots, \beta^{(k)}\right) \in$ $\Pi_{k, n}$ we define $\beta^{\vee}=\left(a_{1}+1, \ldots, a_{m}+m\right)$ by
(1) $q+1=\max \left\{l\left(\beta^{(j)}\right): 1 \leq j \leq k\right\}, r=\max \left\{j: l\left(\beta^{(j)}\right)=q+1\right\}$;
(2) $m_{1}=\cdots=m_{r}=q+1, m_{r+1}=\cdots=m_{k}=q$;
(3) $\left\{a_{1}, \ldots, a_{m}\right\}=\left(A^{(1)} \cup \cdots \cup A^{(k)}\right)_{>}$
where $A^{(j)}=\left\{a_{j, 1}, \ldots, a_{j, m_{j}}\right\}$ and $a_{j, i}=k\left(\beta_{i}^{(j)}-i+1\right)-j$ for $j=1, \ldots, k$ with the convention that $\beta_{i}^{(j)}=0$ for $i>l\left(\beta^{(j)}\right)$.
Proposition 4.5. If $\beta \in \Pi_{k, n}$ then $\beta^{\vee} \in \mathscr{B}_{k, n}$.
Proof. $A^{(j)}$ contains only integers congruent to $-j \bmod k$ so the $A^{(j)}$ are pairwise disjoint, whence $m=k q+r$. Moreover, $a_{j, 1}>\cdots>a_{j, m_{j}}$ for $j=1, \ldots, k$.

Now $a_{1}>\cdots>a_{m}$ so $a_{1}+1 \geq \cdots \geq a_{m}+m$. Consider $a_{m}+m=$ $k\left(\beta_{m_{j}}^{(j)}-m_{j}+1\right)-j+m$ for some $1 \leq j \leq k$. There are three cases to consider.
Case $1(j<r)$. Then $a_{m}+m \geq k(0-(q+1)+1)-j+q k+r=r-j>0$.
Case $2(j=r)$. Then $\beta_{m_{j}}^{(j)} \geq 1$ so $a_{m}+m \geq k(1-(q+1)+1)-r+q k+r=k>0$.
Case $3(j>r)$. Then $a_{m}+m \geq k(0-q+1)-j+q k+r=k-j+r>0$.

We conclude that $\beta^{\vee}$ is a partition and that $l\left(\beta^{\vee}\right)=q k+r=m$. Finally,

$$
\begin{aligned}
\left|\beta^{\vee}\right| & =\sum_{i=1}^{m}\left(a_{i}+1\right)=\sum_{j=1}^{k} \sum_{i=1}^{m_{j}}\left\{k\left(\beta_{i}^{(j)}-i+1\right)-j\right\}+\sum_{i=1}^{q k+r} i \\
& =k\left(\left|\beta^{(1)}\right|+\cdots+\left|\beta^{(k)}\right|\right)+\sum_{i=1}^{q k+r} i-\sum_{j=1}^{k} \sum_{i=1}^{m_{j}}\{k(i-1)+j\} \\
& =k n
\end{aligned}
$$

since $k(i-1)+j$ takes each value in $\{1, \ldots, q k+r\}$ as $(i, j)$ varies over its range. Thus $\beta^{\vee} \vdash k n$. Moreover, it is clear from the construction that $\beta^{\vee}$ is $k$-balanced.

Lemma 4.6. $\Delta_{k}: \mathscr{B}_{k, n} \rightarrow \Pi_{k, n}: \theta \mapsto \theta^{\wedge}$ is bijective.
Proof. It is now a matter of straightforward calculation with Definitions 4.1 and 4.4 to establish that $\left(\theta^{\wedge}\right)^{\vee}=\theta$ for all $\theta \in \mathscr{B}_{k, n}$, and $\left(\phi^{\vee}\right)^{\wedge}=\phi$ for all $\phi \in \Pi_{k, n}$.

We call $\Delta_{k}(\theta)$ the (ordered) $k$-factorization of $\theta \in \mathscr{B}_{k, n}$. Appendix A gives the 2-factorizations for $\mathfrak{S}_{2}$ and $\mathfrak{S}_{4}$, and the 2- and 3-factorizations for $\mathfrak{S}_{6}$. For example, it is seen from this that [ 3211 ] is not 2-balanced and that the remaining partitions of 6 are in one-to-one correspondence with $\Pi_{2,3}$. In addition, we give an instance of the connection between an $a$-factorization and an $a b$-factorization. The 2 - and 4-factorizations of $\left[3^{2} 2^{2} 1^{2}\right]$ are ( $\left[1^{2}\right],\left[21^{2}\right]$ ) and $\left(\varnothing,\left[1^{2}\right],[1], \varnothing\right)$, respectively. The latter is the interleaving of $(\varnothing,[1])$ and $\left(\left[1^{2}\right], \varnothing\right)$, the 2 -factorizations (see Appendix A) of $\left[1^{2}\right]$ and $\left[21^{2}\right]$, respectively, to the first and third positions and the second and fourth positions.
Definition 4.7. Let $\pi_{\alpha}, \pi_{\alpha}^{\prime} \in \mathfrak{S}_{l(\alpha)}$ be defined by

$$
\left.\begin{array}{rl}
\pi_{\alpha} & =\left(\begin{array}{ccccccc}
1 & 2 & \cdots & m_{1} & m_{1}+1 & \cdots & l(\alpha) \\
\eta_{1,1} & \eta_{1,2} & \cdots & \eta_{1, m_{1}} & \eta_{2,1} & \cdots & \eta_{k, m_{k}}
\end{array}\right), \\
\pi_{\alpha}^{\prime} & =\left(\begin{array}{ccccc}
1 & 2 & 3 & \cdots & \cdots
\end{array} l(\alpha)\right.  \tag{2}\\
1 k+1 & 2 k+1
\end{array}\right)
$$

where $\eta_{s, t}$ and $m_{t}$ are given in Definition 4.1(1). Then $\pi_{\alpha}$ and $\pi_{\alpha}^{\prime}$ are called the associated permutations of $\alpha^{\wedge}$.

With these preliminary results, we may now give the desired factorization of $\chi^{\theta}$ at a semiregular element.

Lemma 4.8. Let $\theta \vdash a b n$. If $\theta$ is not a-balanced, then $\chi_{\left[(a b)^{n}\right]}^{\theta}=0$. Otherwise let $\Delta_{a}(\theta)=\left(\theta^{(1)}, \ldots, \theta^{(a)}\right)$ with associated permutations $\pi_{\theta}, \pi_{\theta}^{\prime}$, and let $n_{s}=$ $\left|\theta^{(s)}\right| / b$ for $s=1, \ldots, a$. Then

$$
\chi_{\left[(a b)^{n}\right]}^{\theta}=\operatorname{sgn}\left(\pi_{\theta} \pi_{\theta}^{\prime}\right) n!\prod_{s=1}^{a} \frac{1}{n_{s}!} \chi_{\left[b^{n_{s}}\right]}^{\theta^{(s)}}
$$

with the convention that $\chi_{\left[b^{n_{s}}\right]}^{\theta^{(s)}}=0$ if $n_{s} \notin \mathscr{N}$.

Proof. Since the $p_{\alpha}$ 's form a basis of $\Lambda$,

$$
\Xi_{k}: \Lambda \rightarrow \mathbf{Q}[[t]]: p_{\alpha} \mapsto t^{k r} \delta_{\alpha,\left[k^{r}\right]}
$$

extended linearly to $\Lambda$, is a ring homomorphism. Thus, from the results of Jacobi and Frobenius given at the beginning of this section,

$$
\begin{aligned}
\chi_{\left[(a b)^{n}\right]}^{\theta} & =g^{-1}\left(\left[(a b)^{n}\right]\right)\left[p_{a b}^{n}\right] s_{\theta} \\
& =(a b)^{n} n!\left[p_{a b}^{n}\right]\left\|h_{\theta_{i}-i+j}\right\|_{l(\theta) \times l(\theta)} \\
& =(a b)^{n} n!\left[t^{n a b}\right] \Xi_{a b}\left\|h_{\theta_{i}-i+j}\right\|_{l(\theta) \times l(\theta)} \\
& =(a b)^{n} n!\left[t^{n a b}\right]\left\|\Xi_{a b} h_{\theta_{i}-i+j}\right\|_{l(\theta) \times l(\theta)} .
\end{aligned}
$$

But

$$
\begin{aligned}
\Xi_{a b} h_{r} & =\left[v^{r}\right] \Xi_{a b} \prod_{i \geq 1}\left(1-v x_{i}\right)^{-1}=\left[v^{r}\right] \Xi_{a b} \exp \sum_{i \geq 1} p_{i} v^{i} / i \\
& =\frac{t^{r}}{(a b)^{r / a b}(r / a b)!} \tau_{a b}(r)
\end{aligned}
$$

where $\tau_{j}(r)=1$ if $r \equiv 0 \bmod j$ and is 0 otherwise. Since $\theta \vdash a b n$,

$$
\begin{equation*}
\chi_{\left[(a b)^{n}\right]}^{\theta}=(a b)^{n} n!\left\|\frac{\tau_{a b}\left(\theta_{i}-i+j\right)}{(a b)^{\left(\theta_{i}-i+j\right) / a b}\left(\left(\theta_{i}-i+j\right) / a b\right)!}\right\|_{l(\theta) \times l(\theta)}=n!|\mathbf{M}| \tag{1}
\end{equation*}
$$

where

$$
\mathbf{M}=\left\|\frac{\tau_{a b}\left(\theta_{i}-i+j\right)}{\left(\left(\theta_{i}-i+j\right) / a b\right)!}\right\|_{l(\theta) \times l(\theta)}
$$

Whether or not $\theta$ is $a$-balanced, we can still define $\theta^{\wedge}=\left(\theta^{(1)}, \ldots, \theta^{(a)}\right)$ by setting $k=a$ in Definition 4.1. Thus $m_{s}$ and $\eta_{i, s}$ are determined. The permutations $\rho=\pi_{\theta}^{\prime}$ acting on the rows of this matrix and $\sigma=\pi_{\theta}$ acting on its columns (have been constructed to) rearrange the matrix as a direct sum while preserving the determinant, of course, up to sign. Thus

$$
\chi_{\left[(a b)^{n}\right]}^{\theta}=\operatorname{sgn}(\sigma \rho) n!\left|\mathbf{M}_{1} \oplus \cdots \oplus \mathbf{M}_{a}\right|
$$

where

$$
\left[\mathbf{M}_{1} \oplus \cdots \oplus \mathbf{M}_{a}\right]_{i j}=\frac{\tau_{a b}\left(\theta_{\rho(i)}-\rho(i)+\sigma(j)\right)}{\left(\left(\theta_{\rho(i)}-\rho(i)+\sigma(j)\right) / a b\right)!}
$$

for $1 \leq i, j \leq l(\theta)$, and $\mathbf{M}_{s}$ is $m_{s} \times\lceil(l(\theta)-s+1) / a\rceil$. To see this, it is sufficient to note that $\tau_{a b}\left(\theta_{\rho(i)}-\rho(i)+\sigma(j)\right)=0$ for any $(i, j)$ not corresponding to an element position in one of the blocks $\mathbf{M}_{1}, \ldots, \mathbf{M}_{a}$ of the direct sum, since $\theta_{\rho(i)}-\rho(i)+\sigma(j) \not \equiv 0 \bmod a$ for such values of $(i, j)$.

If $\theta$ is $a$-balanced, then $\mathbf{M}_{s}$ is square so $\chi_{\left[(a b)^{n}\right]}^{\theta}=\operatorname{sgn}(\sigma \rho) n!\prod_{s=1}^{a}\left|\mathbf{M}_{s}\right|$ where

$$
\begin{aligned}
{\left[\mathbf{M}_{s}\right]_{i k} } & =\frac{\tau_{a b}\left(\theta_{\eta_{s, i}}-\eta_{s, i}+(k-1) a+s\right)}{\left(\left(\theta_{\eta_{s, i}}-\eta_{s, i}+(k-1) a+s\right) / a b\right)!} \\
& =\frac{\tau_{a b}\left(a\left(\theta_{i}^{(s)}-i+k\right)\right)}{\left(\left(\theta_{i}^{(s)}-i+k\right) / b\right)!}=\frac{\tau_{b}\left(\theta_{i}^{(s)}-i+k\right)}{\left(\left(\theta_{i}^{(s)}-i+k\right) / b\right)!}
\end{aligned}
$$

Since $\mathbf{M}_{s}$ has the same form as $\mathbf{M}$, we can evaluate $\left|\mathbf{M}_{s}\right|$ by trying to find a $b$-factorization of $\theta^{(s)}$ and then using its associated permutations to rearrange $\mathbf{M}_{s}$. If $n_{s} \notin \mathscr{N}$, then from Proposition 4.3, $\theta^{(s)}$ is not $b$-balanced. Then, using the same argument that was used to show that $|\mathbf{M}|=0$ when $\theta$ is not $a$-balanced, we have $\left|\mathbf{M}_{s}\right|=0$. If $n_{s} \in \mathscr{N}$, then $\left|\mathbf{M}_{s}\right|=n_{s}^{!^{-1}} \chi_{\left[b^{n_{s}}\right]}^{\theta^{(s)}}$ from (1) and this completes the proof.

An immediate consequence of Lemma 4.6 and Lemma 4.8 is that

$$
\left|\left\{\theta \vdash p n: \chi_{\left[p^{n}\right]}^{\theta} \neq 0\right\}\right|=\left[q^{n}\right] \prod_{i \geq 1}\left(1-q^{i}\right)^{-p}
$$

From the Jacobi triple product identity [1] we have $\left|\left\{\theta \vdash 3 n: \chi_{\left[3^{n}\right]}^{\theta} \neq 0\right\}\right|=$ $\left[q^{n}\right]\left\{\sum_{k \geq 0}(-1)^{k}(2 k+1) q^{\left(k_{2}^{k+1}\right)}\right\}^{-1}$.

When $b=1$, then $\theta \vdash n a$ and Lemma 4.8 gives

$$
\chi_{\left[a^{n}\right]}^{\theta}=\operatorname{sgn}\left(\pi_{\theta} \pi_{\theta}^{\prime}\right)\left[\begin{array}{c}
n \\
n_{1}, \ldots, n_{a}
\end{array}\right] \prod_{j=1}^{a} f^{\theta^{(i)}} .
$$

This appears in [15], where it is proved by means of p-cores and p-quotients of tableaux, in conjunction with the Murnaghan-Nakayama rule.

The $a$-factorization of $\tilde{\theta}$ can be deduced from the $a$-factorization of $\theta$.
Proposition 4.9. Let $\left(\theta^{(1)}, \ldots, \theta^{(a)}\right)$ be the a-factorization of $\theta$. Then $\left(\tilde{\theta}^{(a)}\right.$, $\left.\ldots, \tilde{\theta}^{(1)}\right)$ is the a-factorization of $\tilde{\theta}$.

The expression $\prod_{1 \leq i \leq l(\theta)}(x-k i+k)^{\left(k \theta_{i}\right)}$, which is related to $H_{\theta}$, has a particularly useful form when it is reexpressed in terms of the $a$-factorization of $\theta$. A preliminary result is required.
Proposition 4.10. Let $\mathscr{F} \subseteq \mathscr{N}$ and let $a_{i}, b_{i} \in \mathscr{N}$ be such that $a_{i} \leq b_{i}$ for all $i \in \mathscr{F}$. Let $\pi$ be a permutation on the elements of $\mathscr{I}$ such that $a_{\pi(i)} \leq b_{i}$ for all $i \in \mathscr{J}$. Then, for any fixed $c \in \mathscr{N}$

$$
\left|\left\{i \in \mathscr{F}: a_{\pi(i)} \leq c \leq b_{i}\right\}\right|=\left|\left\{i \in \mathscr{F}: a_{i} \leq c \leq b_{i}\right\}\right|
$$

Proof. The left-hand side is

$$
\begin{aligned}
& \left|\left\{i \in \mathscr{J}: a_{\pi(i)} \leq c\right\}\right|-\mid\left\{i \in \mathcal{J}: a_{\pi(i)} \leq c \text { and } b_{i}<c\right\} \mid \\
& \quad=\left|\left\{i \in \mathscr{J}: a_{\pi(i)} \leq c\right\}\right|-\left|\left\{i \in \mathscr{F}: b_{i}<c\right\}\right| \\
& \quad=\left|\left\{i \in \mathscr{F}: a_{i} \leq c\right\}\right|-\left|\left\{i \in \mathscr{F}: b_{i}<c\right\}\right|
\end{aligned}
$$

since $a_{\pi(i)} \leq c$ is forced by $b_{i}<c$, and this then gives the right-hand side.
Lemma 4.11. Let $H_{k}^{\theta}(x)=\prod_{1 \leq i \leq l(\theta)}(x-k i+k)^{\left(k \theta_{i}\right)}$. Then

$$
H_{1}^{\theta}(x)=H_{k}^{\theta^{(1)}}(x) H_{k}^{\theta^{(2)}}(x-1) \cdots H_{k}^{\theta^{(k)}}(x-k+1)
$$

whenever $\theta$ is $k$-balanced and $\left(\theta^{(1)}, \ldots, \theta^{(k)}\right)$ is its $k$-factorization.
Proof. From Definition 4.1(1)

$$
\begin{aligned}
H_{1}^{\theta}(x) & =\prod_{1 \leq i \leq l(\theta)}(x-i+1)^{\left(\theta_{i}\right)}=\prod_{j=1}^{k} \prod_{1 \leq i \leq l\left(\theta^{(j)}\right)}\left(x-\eta_{j, i}+1\right)^{\left(\theta_{\eta_{j, i}}\right)} \\
& =\prod_{j=1}^{k} \prod_{1 \leq i \leq l\left(\theta^{(j)}\right)}\left(x-\eta_{j, i}+1\right)^{\left(k \theta_{i}^{(j)}-k i+k+\eta_{j, i}-j\right)}
\end{aligned}
$$

whence

$$
H_{k}^{\theta^{(1)}}(x) \cdots H_{k}^{\theta^{(k)}}(x-k+1)=\prod_{j=1}^{k} \prod_{1 \leq i \leq l\left(\theta^{(j)}\right)}(x-j+1-k i+k)^{\left(k \theta_{i}^{(j)}\right)}
$$

Thus $H_{1}^{\theta}(x)=\prod_{r=-\infty}^{+\infty}(x+r)^{u_{r}}$ and $\prod_{j=1}^{k} H_{k}^{\theta^{(j)}}(x-j+1)=\prod_{r=-\infty}^{+\infty}(x+r)^{v,}$ where $u_{r}, v_{r} \geq 0$ for all $r$ and only a finite number of them are nonzero. It remains to prove that $u_{r}=v_{r}$ for all integers $r$. Now

$$
u_{r}=\left|\left\{(i, j): 1-\eta_{j, i} \leq r \leq k \theta_{i}^{(j)}-k i+k-j, 1 \leq j \leq k, 1 \leq i \leq l\left(\theta^{(j)}\right)\right\}\right|
$$

and
$v_{r}=\left|\left\{(i, j): 1-k(i-1)-j \leq r \leq k \theta_{i}^{(j)}-k i+k-j, 1 \leq j \leq k, 1 \leq i \leq l\left(\theta^{(j)}\right)\right\}\right|$.
But $\theta$ is $k$-balanced, so as $(i, j)$ takes permissible values, both $k(i-1)+j$ and $\eta_{j, i}$ take the values $1,2, \ldots, l(\theta)$ exactly once each. Thus $u_{r}=v_{r}$ by Proposition 4.10.

## 5. Quadrangulations of arbitrary genus

We can now give the first of the combinatorial applications of this theory by deriving a bijection between the sets of all rooted quadrangulations of genus $g$ and a set of rooted maps of genus less than or equal to $g$. The result is a consequence of a particular factorization of $R_{\{4\}}$. Other bijections are given in [14].

## Theorem 5.1.

$$
R_{\{4\}}(x, y \mid z)=R_{\mathcal{N}}\left(\frac{1}{2} x, \left.\frac{1}{2}(x+1) \right\rvert\, 4 z^{2} y\right) R_{\mathscr{N}}\left(\frac{1}{2}(x-1), \left.\frac{1}{2} x \right\rvert\, 4 z^{2} y\right)
$$

Proof. From Corollary 3.8(1)

$$
R_{\{4\}}(x, y \mid z)=\sum_{n \geq 0} \frac{z^{2 n}}{(2 n)!} \frac{y^{n}}{4^{n} n!} \sum_{\theta \vdash 4 n} \chi_{\left[4^{n}\right]}^{\theta} \chi_{\left[2^{2 n}\right]}^{\theta} H_{\theta}(x)
$$

Let $\left(\theta^{(1)}, \theta^{(2)}\right)$ be the 2 -factorization of $\theta$. From Lemma 4.8, the second summation may be restricted to 2-balanced $\theta$ for which $\left|\theta^{(1)}\right|$ and $\left|\theta^{(2)}\right|$ are even, for otherwise $\chi_{\left[4^{n}\right]}^{\theta}=0$. With $\left|\theta^{(1)}\right|=2 k$ and $\left|\theta^{(2)}\right|=2 n-2 k$, Lemma 4.8 gives

$$
\begin{aligned}
& \chi_{\left[4^{n}\right]}^{\theta}=\operatorname{sgn}\left(\pi_{\theta} \pi_{\theta}^{\prime}\right)\binom{n}{k} \chi_{\left[2^{k}\right]}^{\theta^{(1)}} \chi_{\left[2^{n-k}\right]}^{\theta^{(2)}} \\
& \chi_{\left[2^{2 n}\right]}^{\theta}=\operatorname{sgn}\left(\pi_{\theta} \pi_{\theta}^{\prime}\right)\binom{2 n}{2 k} f^{\theta^{(1)}} f^{\theta^{(2)}}
\end{aligned}
$$

Moreover, from Lemma 4.11, $\prod_{1 \leq i \leq l(\theta)}(x-i+1)^{\left(\theta_{i}\right)}=H_{2}^{\theta^{(1)}}(x) H_{2}^{\theta^{(2)}}(x-1)$. It is known from Lemma 4.6 that $\Delta_{k}: \mathscr{B}_{2, n} \rightarrow \Pi_{2, n}$ is a bijection, so the above summation can now be transformed into

$$
\begin{aligned}
R_{\{4\}}(x, y \mid z)= & \sum_{n \geq 0} \frac{z^{2 n}}{(2 n)!} \frac{y^{n}}{4^{n} n!} \sum_{k=0}^{n}\binom{n}{k}\binom{2 n}{2 k} \\
& \times \sum_{\substack{\theta^{(1)}+2 k \\
\theta^{(2)}+2 n-2 k}} \chi_{\left[2^{k}\right]}^{\theta^{(1)}} \chi_{\left[2^{n-k}\right]}^{\theta^{(2)}} f^{\theta^{(1)}} f^{\theta^{(2)}} H_{2}^{\theta^{(1)}}(x) H_{2}^{\theta^{(2)}}(x-1) \\
= & A(x, y \mid z) A(x-1, y \mid z)
\end{aligned}
$$

where

$$
A(x, y \mid z)=\sum_{\substack{\theta \\|\theta| \equiv 0 \bmod 2}} \frac{z^{|\theta|} y^{|(1 / 2)| \theta \mid}\left(\frac{1}{2}|\theta|\right)!|\theta|!}{2^{\left.\mid 2^{2(1 / 2| | \theta \mid}\right]}} f^{\theta} H_{2}^{\theta}(x) .
$$

To identify $A(x, y \mid z)$, note that

$$
\begin{aligned}
H_{2}^{\theta}(x) & =\prod_{1 \leq i \leq l(\theta)}(x-2 i+2)^{\left(2 \theta_{i}\right)} \\
& =\prod_{1 \leq i \leq l(\theta)} 2^{2 \theta_{i}}\left(\frac{1}{2} x-i+1\right)^{\left(\theta_{i}\right)}\left(\frac{1}{2}(x+1)-i+1\right)^{\left(\theta_{i}\right)}
\end{aligned}
$$

so, from Corollary $3.5(1), A(x, y \mid z)=R_{\mathcal{N}}\left(\frac{1}{2} x, \left.\frac{1}{2}(x+1) \right\rvert\, 4 z^{2} y\right)$, which gives the result.

The next corollary gives the bijection.
Corollary 5.2. Let $M_{\mathscr{A}}^{(g)}(x, y, z)=\left[u^{2 g}\right] M_{\mathscr{A}}\left(u^{2}, x, y, z\right)$. Then $M_{\{4\}}\left(u^{2}, x, y, z\right)=\frac{1}{2}\left\{M_{\mathscr{N}}\left(4 u^{2}, x+u, x, z^{2} y\right)+M_{\mathscr{N}}\left(4 u^{2}, x-u, x, z^{2} y\right)\right\}$,

$$
\begin{equation*}
M_{\{4\}}^{(g)}(x, y, z)=\left.\sum_{i=0}^{g} \frac{4^{i}}{(2 g-2 i)!} \frac{\partial^{2 g-2 i}}{\partial x^{2 g-2 i}} M_{\mathscr{N}}^{(i)}(x, y, z)\right|_{\substack{y \mapsto x \\ z \mapsto z^{2} y}} \tag{2}
\end{equation*}
$$

Proof. (1) From Theorem 3.2(1),

$$
\begin{aligned}
M_{\{4\}}\left(u^{2}, x, y, z\right) & =\Omega_{u} \log R_{\{4\}}(x, y \mid z) \\
& =2 u^{2} z \frac{\partial}{\partial z} \log R_{\{4\}}\left(x u^{-1}, y u^{-1} \left\lvert\, \frac{1}{2} z u\right.\right)
\end{aligned}
$$

so, from Theorem 5.1,

$$
\begin{aligned}
M_{\{4\}}\left(u^{2}, x, y, z\right)= & 2 u^{2} z \frac{\partial}{\partial z} \log R_{\mathscr{N}}\left(\frac{1}{2} x u^{-1}, \left.\frac{1}{2}\left(x u^{-1}+1\right) \right\rvert\, z^{2} y u\right) \\
& +2 u^{2} z \frac{\partial}{\partial z} \log R_{\mathscr{N}}\left(\frac{1}{2}\left(x u^{-1}-1\right), \left.\frac{1}{2} x u^{-1} \right\rvert\, z^{2} y u\right) .
\end{aligned}
$$

Let $\log R_{\mathscr{N}}(x, y \mid z)=\sum_{i, j, k \geq 0} c_{i, j, k} x^{i} y^{j} z^{k} / k!$. Then

$$
\begin{aligned}
M_{\{4\}} & \left(u^{2}, x, y, z\right) \\
& =\sum_{i, j, k \geq 0} c_{i, j, k} \frac{z^{2 k}}{(k-1)!} \frac{y^{k}}{2^{i+j-2}} u^{k-i-j+2}\left(x^{i}(x+u)^{j}+x^{j}(x-u)^{i}\right) \\
& =\frac{1}{2} \sum_{i, j, k \geq 0} c_{i, j, k} \frac{z^{2 k}}{2^{k-1}(k-1)!} y^{k}(2 u)^{k-i-j+2}\left(x^{i}(x+u)^{j}+x^{j}(x-u)^{i}\right) \\
& =\frac{1}{2}\left\{M_{\mathcal{N}}\left(4 u^{2}, x, x+u, z^{2} y\right)+M_{\mathcal{N}}\left(4 u^{2}, x-u, x, z^{2} y\right)\right\}
\end{aligned}
$$

from Lemma 2.3. The result now follows from Proposition 3.1.
(2) From (1)

$$
\begin{aligned}
M_{\{4\}}^{(g)}(x, y, z) & =\frac{1}{2}\left[u^{2 g}\right]\left\{M_{\mathscr{N}}\left(4 u^{2}, x+u, x, z^{2} y\right)+M_{\mathscr{N}}\left(4 u^{2}, x-u, x, z^{2} y\right)\right\} \\
& =\left[u^{2 g}\right] M_{\mathscr{N}}\left(4 u^{2}, x+u, x, z^{2} y\right) \\
& =\sum_{i=0}^{g} 4^{i}\left[u^{2 g-2 i}\right] M_{\mathscr{N}}^{(i)}\left(x+u, x, z^{2} y\right)
\end{aligned}
$$

and the result follows.
When $g=0$ we obtain $M_{\{4\}}^{(0)}(x, y, z)=M_{\mathcal{N}}^{(0)}\left(x, x, z^{2} y\right)$, a generating function equation corresponding to the following known explicit bijection [18] between rooted quadrangulations on $2 n$ edges in the sphere and rooted maps on $n$ edges in the sphere. Consider a rooted map $\mu$ and let $\mathscr{V}$ be its vertex set. Now put a vertex in the interior of each face of $\mu$. Let $\mathscr{V}^{\prime}$ denote the set of these new vertices. In traversing the boundary of each face, join each vertex encountered to the vertex in the face. Now consider the tail $v$ of the root edge of $\mu$, and find the first edge $e^{\prime}$ not in $\mu$ encountered in a direction consistent with the orientation of the sphere. Delete the edges of $\mu$ and direct the edge $e^{\prime}$ so that its tail is $v$. Designate this to be the rooting of the resulting map $\mu^{*}$. This map is called the medial of $\mu$, and it is 4 -face-regular. The construction is reversible and it gives the desired bijection. Each edge in $\mu^{*}$ joins a vertex in $\mathscr{V}$ to a vertex in $\mathscr{V}^{\prime}$, so $\mu^{*}$ is a bipartite map. In the sphere, all 4-face-regular


Figure 3. Rooted maps and their medials
maps are bipartite. Figure 3 gives four rooted maps, and below them, their medials. The construction is not bijective if the rooting is not made, since dual maps have the same medial.

To see that the construction is reversible, note that the root vertex of $\mu^{*}$ is the root vertex $v$ of $\mu$. The associated graph is bipartite with vertex partition $\left(\mathscr{V}, \mathscr{V}^{\prime}\right)$, with $v \in \mathscr{V}$. In traversing the boundary of each face of $\mu^{*}$ exactly two (possibly identical) vertices of $\mathscr{V}$ are encountered. These are joined to form the edge set of $\mu$.

In surfaces of higher genus, the medial construction extends to a bijection between the set of all rooted maps and the set of all bipartite 4 -face-regular rooted maps, a fact which is easily proved both combinatorially and by this (character theoretic) approach. However, both (1) and (2) of the above corollary suggest combinatorial bijections between the set of rooted maps and the set of all 4-face-regular rooted maps. Note that $m!^{-1}\left(\partial^{m} / \partial x^{m}\right) M_{\mathscr{N}}^{(g)}(x, y, z)$ in (2) is the generating function for all rooted maps of genus $g$, with an unordered set of $m$ marked vertices (the hollow vertices in Figure 4), with respect to the number of edges, faces, and unmarked vertices. In (1), the argument $x+u$ suggests that there may be a combinatorial bijection in which handles, marked by $u$, in some way behave as vertices (marked by $x$ ).

The bijection can be illustrated readily in a small example by listing the 15 rooted quadrangulations, with 4 edges, in the torus. These are shown in Figure 4(a). Now the number of such maps is, by definition, $\left[z^{4}\right] M_{\{4\}}^{(1)}(1,1, z)$, and from Corollary $5.2(2)$, with $g=1$, this is equal to

$$
\begin{equation*}
\left.\left[z^{4}\right] \frac{1}{2} \frac{\partial^{2}}{\partial x^{2}} M_{\mathscr{N}}^{(0)}\left(x, 1, z^{2}\right)\right|_{x=1}+\left[z^{4}\right] 4 M_{\mathscr{N}}^{(1)}\left(1,1, z^{2}\right) \tag{2}
\end{equation*}
$$

which is now interpreted combinatorially.
In (2), the term $\left.\left[z^{4}\right] \frac{1}{2}\left(\partial^{2} / \partial x^{2}\right) M_{\mathscr{N}}^{(0)}\left(x, 1, z^{2}\right)\right|_{x=1}$ is the number of rooted maps with two edges in the sphere, having exactly two marked vertices (shown as hollow), counted with multiplicity 1 . Figure $4(\mathrm{~b})$ gives the 11 such maps (the multiplicity is in parentheses). Thus the contribution to (2), with regard to multiplicity, is 11 . In addition, the term $\left[z^{4}\right] 4 M_{\mathscr{N}}^{(1)}\left(1,1, z^{2}\right)$ is the number of rooted maps on two edges in the torus, each counted with multiplicity 4. Figure 4 (b) shows the single such map, whose contribution to (2), with regard

(a) rooted quadrangulations, with 4 edges, in the torus


(b) rooted maps, on 2 edges, in the torus and the sphere

Figure 4. The bijection for quadrangulations in the torus
to multiplicity, is therefore 4. The sum of these contributions to (2) is therefore 15 , in agreement with the listing of the rooted quadrangulations with 4 edges in the torus.

## 6. Concluding comments

$M_{\mathscr{N}}(u, x, y, z)$ has been expressed in terms of a summation, over partitions, of an expression whose dependence on character evaluations is through the degree, $f^{\theta}$, only, for which there is an explicit expression. For $\left[z^{n}\right] M_{\mathcal{N}}(u, x, y, z)$, the summation is over all partitions of $n$.

Decompositions of rooted maps in surfaces of arbitrary genus are uncommon. It would therefore be of interest to have a combinatorial explanation of Corollary 5.2.

Bender and Canfield [3] have proved the following result. Let $\rho=\sqrt{1-12 z}$. Then the generating function for maps of genus $g$ with respect to the number of edges is

$$
\left[u^{g}\right] M_{\mathscr{N}}(u, 1,1, z)=\frac{z^{2 g} P_{g}(\rho)}{\rho^{a}(\rho+1)^{2}(\rho+2)^{b}(\rho+5)^{c}}
$$

where $a, b, c$ are nonnegative integers and $P_{g}(\rho)$ is a polynomial in $\rho$. Again, it seems to be a difficult task to prove this algebraically from the character theoretic forms of the generating functions which we have given here.

Certain algebraic tasks appear to be difficult. For example, it is unclear algebraically that $\Omega_{u} \log R_{\mathscr{A}}$ is a formal power series, although combinatorially this is clearly so. Such proofs may reveal points of value for extracting combinatorial information elsewhere in this context.
A. Factorizations for $\mathfrak{S}_{2}, \mathfrak{S}_{4}$, and $\mathfrak{G}_{6}$

| $\theta$ | 2-factorization | $\chi_{[2]}^{\theta}$ |
| :---: | :---: | :---: |
| $\left[1^{2}\right]$ | $(\varnothing,[1])$ | -1 |
| $[2]$ | $([1], \varnothing)$ | 1 |


| $\theta$ | 2-factorization | $\chi_{\left[2^{2}\right]}^{\theta}$ |
| :---: | :---: | ---: |
| $\left[1^{4}\right]$ | $\left(\varnothing,\left[1^{2}\right]\right)$ | 1 |
| $\left[21^{2}\right]$ | $\left(\left[1^{2}\right], \varnothing\right)$ | -1 |
| $\left[2^{2}\right]$ | $([1],[1])$ | 2 |
| $[31]$ | $(\varnothing,[2])$ | -1 |

$\left[\begin{array}{lll}{[4]} & ([2], \varnothing) & 1\end{array}\right.$

| $\theta$ | 2-factorization | $\chi_{\left[2^{3}\right]}^{\theta}$ | 3-factorization | $\chi_{\left[3^{2}\right]}^{\theta}$ |
| :---: | :---: | :---: | :---: | ---: |
| $\left[1^{6}\right]$ | $\left(\varnothing,\left[1^{3}\right]\right)$ | -1 | $\left(\varnothing, \varnothing,\left[1^{2}\right]\right)$ | 1 |
| $\left[21^{4}\right]$ | $\left(\left[1^{3}\right], \varnothing\right)$ | 1 | $\left(\varnothing,\left[1^{2}\right], \varnothing\right)$ | -1 |
| $\left[2^{2} 1^{2}\right]$ | $\left([1],\left[1^{2}\right]\right)$ | -3 | - | 0 |
| $\left[2^{3}\right]$ | $\left(\left[1^{2}\right],[1]\right)$ | 3 | $(\varnothing,[1],[1])$ | 2 |
| $\left[31^{3}\right]$ | $(\varnothing,[21])$ | 2 | $\left(\left[1^{2}\right], \varnothing, \varnothing\right)$ | 1 |
| $[321]$ | - | 0 | $([1], \varnothing,[1])$ | -2 |
| $\left[41^{2}\right]$ | $([21], \varnothing)$ | -2 | $(\varnothing, \varnothing,[2])$ | 1 |
| $\left[3^{2}\right]$ | $([1],[2])$ | -3 | $[[1],[1], \varnothing)$ | 2 |
| $[42]$ | $([2],[1])$ | 3 | - | 0 |
| $[51]$ | $(\varnothing,[3])$ | -1 | $(\varnothing,[2], \varnothing)$ | -1 |
| $[6]$ | $([3], \varnothing)$ | 1 | $([2], \varnothing, \varnothing)$ | 1 |
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