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A CHARACTERIZATION OF THE NORMAL DISTRIBUTION

By EuceENE Lukacs
Baltimore, Md.

1. In sampling from a normal population the distributions of the mean and
of the variance are mutually independent. This well known property of the
normal distribution is used in deriving the distribution of “Student’s” ratio.
The independence of the distributions of the mean and of the variance charac-
terizes the normal distribution. To show this one has to prove the following
statement:

A necessary and sufficient condition for the normality of the parent distribution
18 that the sampling distributions of the mean and of the variance be independent.

That this condition is necessary follows from the above mentioned property
of the normal distribution; so there is only to prove that this condition is suffi-
cient. This was first proved by R. C. Geary' by using some of R. A. Fisher’s
general formulae for the seminvariants. However, a different proof, using
characteristic functions might be of some interest.

2. Let f(x) be the density function of a continuous prebability distribution
and let z,, %, ---,z, be n observations of the variate z. Denote by

& = ) Zo/n the sample mean, and by
Zem]l

n—1 n—1

§ = g (Ta—2)/n=[(n—1) z:: X — 2‘!2_1 z;!xaxﬁﬂ]/nz

the sample variance of these observations. The characteristic function of the
distribution is then given by

(1) () = fe“’f(x) dz.

The characteristic function of the joint distribution of the statistics Z and s*
is known to be

(2) oty ta) = f oo f MRt 10 oot f(za) diy - o+ da.
In the same way one obtains the characteristic function of the mean Z as

(2a) eit) = o(t, 0) = f .- f (1) + v f(xa) d2y + -+ dTa,

1R. C. Geary, ‘“Distribution of Student’s ratio for nonnormal samples,”’ Roy. Stat.
Soc. Jour., Supp. Vol. 3, no. 2.
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and the characteristic function of the distribution of the variance s

(2b) exte) = (0, t;) = f e f“”zf(xl) <o f(xn) dzy - - - dz,.

The independence of the distributions of # and s® means in terms of the char-
acteristic functions ¢(t , &) = ¢1(t)e2(tz), or

(3) 8‘P(t1 ) t2)

dpa(ts)
Fa 1(h) —=

ty=0 tg=0

Substituting in (2a) 2 = D z. / n, it is seen
1

o = 1 [ ¢ ste0 da. = | [ “sta) do] = twitsmr,

therefore

’ dp _ néﬁ?
3 5] = Wmr|
Differentiating (2) with respect to

W) s [ [ ety - ) da - o,

tg=0

Substituting s = [(n — 1) E 2 — 2 E Zx.,xp+1]/n2 and ¥ = Z ZTo/N We
1
obtain easily

a¢(tl 1} tz)
ot,

. — ( 1)'&{[1/0 /n)]n—lf 2 ulzlnf(x)dx

= wmr| [ zeeingia) ae [

(4a)

In a similar way it is seen

dea(ts)
At

Here ¢ denotes the population variance of the parent distribution. Substi-
tuting (4a) and (4b) in the relation (3’) and writing t = #/n one has

_i(n— 1) ,
= —gq.
ty=0 n

(4b)

(5) 40 [ @) do - | [ aesia) e ] = wiors

Considering the definition (1) of the characteristic function it is seen that

l
(6) ddtl(t) ~lf 1 uzf(x)dx
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The integrals on the left side of relation (5) are of this form. So one may write
the relation expressing statistical independence of the sample mean and the
sample variance as a differential equation for the characteristic function
¢(), namely

Y (d )’ e oaw
@) 0% + (%) = dyor.
The initial conditions to be satisfied are
(7a) v©0) =1, ¢(0) =

where p is the population mean of the parent distribution. Integrating this
equation it is seen that the characteristic function is

® v) = e,

which is the characteristic function of the normal distribution.

3. This reasoning applies also to the multivariate case. Let f(z1, 22, <+, 2p)
be the density of the p variates @, 22, ---,2,. Denote by zio (k = 1,
2, --,p; @ = 1,2 ---,n) the a-th observation on the k-th variate, by i

the sample mean of this variate and by si; the sample covariance between the
k-th and I-th variates. Assuming that the distribution of sx; is independent of

the joint distribution of the p sample means (%, %, - -+, Z,) one obtains the
equation
'l/lm wl ‘pm
9 —_ == = —0Oim.
9) v Ny .

Here 0. is the population covariance of the variates z; and Zn,

‘P — ‘ﬁ(tl, e tp) — f V. fei(1121+--.tpzﬁ)f(xl’ LERIN xp)dxl cee dxp’

denotes the characteristic function of the parent distribution and

=¥ _ 9
Ol U T i
If (9) holds for I, m = 1,2, - - - , p one has a system of partial differential equa-

tions which leads to the characteristic function of the multivariate normal
distribution. ‘



