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ABSTRACT Various advanced and mission-critical applications are enabled by the emerging technologies in fifth-generation (5G) mobile communication systems. To ensure improved quality of experience (QoE) of users, 5G and beyond networks require ultra-reliable low-latency communications (URLLC). The successful realization of the URLLC entails the advent of new technological concepts. Therefore, this paper presents an overview of the enabling techniques for the URLLC. Classification of the enabling techniques is done and an extensive review of the literature is presented to identify the state-of-the-art techniques, limitations, and the potential approaches for alleviating the limitations. It is observed that artificial intelligence (AI)-enabled edge computing and caching solutions are widely explored as promising techniques to effectively guarantee low latency and reliable content acquisition while reducing redundant network traffic and improving the QoE. Therefore, we present a classification of the AI-enabled edge caching solutions and discuss various mechanisms of the caching agents. In particular, we investigate the use of deep learning (DL), deep reinforcement learning (DRL), and federated learning (FL) algorithms. Subsequently, we analyze the performance of the state-of-the-art edge caching schemes and demonstrate the performance gains of FL frameworks over conventional centralized and decentralized DL and DRL frameworks. We confirm that FL edge caching is a viable mechanism in 5G and beyond networks. On the other hand, it is shown that the IEEE 802.1 time sensitive networking and the emerging IETF deterministic networking standards present effective mechanisms when deterministic networks with bounded ultra-low latency are considered. Finally, we present the open issues and opportunities for further research.

INDEX TERMS 5G, ultra-reliable low-latency communications, edge computing, caching, federated learning, time sensitive network, deterministic network.

I. INTRODUCTION
Emerging technologies and new applications such as intelligent transport systems, industrial automation, remote patient diagnosis and surgery, smart homes, and serious gaming require ultra-reliable and low-latency communications. The requirements cannot be fulfilled by the existing fourth-generation (4G) mobile communication networks. Therefore, fifth-generation (5G) mobile communication has been devised. The 5G networks present some extensive improvements in the 3rd generation partnership project (3GPP’s) long term evolution (LTE) technology. The main goals of the 5G networks include improved capacity, reliability, and energy efficiency while reducing latency and significantly increasing connection density [1], [2]. Comparing the requirements of 5G with the 4G systems, the 5G systems must ensure a 10× decrease in latency, a 10× improvement in throughput, a 100× increase in the traffic capacity, and a 100× improvement in the network efficiency [3].

According to the international telecommunication union radiocommunication sector, 5G wireless systems are designed to support three generic services. The services are classified as enhanced mobile broadband (eMBB), ultra-reliable low-latency communications (URLLC), and massive machine-type communications (mMTC) [2], [4]-[7]. The eMBB supports stable connections with very high peak data rates, as well as moderate rates for cell-edge users. The mMTC provides efficient wireless connectivity
for massive number of Internet of things (IoT) devices, which are only periodically active and send small data payloads. The URLLC provides critical communication services to support mission-critical applications requiring low-latency transmissions of small payloads with very high reliability. The features of the 5G services are presented in Fig. 1.

Beyond 5G (B5G) networks are motivated by the machine-based vertical applications such as autonomous driving, unmanned aerial vehicle services, extended reality, autonomous services, and industrial automation [8]-[10]. Thus, as compared to the URLLC in 5G cellular networks, many B5G networks will have stricter requirements in terms of latency and reliability. Furthermore, the B5G networks will demand absolute time-synchronization and on-time delivery of packets for deterministic and isochronous real-time applications [11]. Therefore, achieving ultra-low latency (ULL) is crucial for 5G and B5G networks.

In the case of URLLC, traffic flows require extremely low delays on the order of 1 ms, with very high reliability of about 99.999% or 1-10^{-5} block error rate (BLER) for short packets of up to 32 bytes [1], [3], [12]-[15]. Furthermore, some applications require ULL below 1 ms [13], [16]. For example, the end-to-end latencies for industrial automation should be on the order of a few μs to a few ms, around 1 ms or below for the Tactile Internet (TI), and on the order of 100 μs for the one-way fronthaul in wireless cellular networks. Also, near real-time connectivity is required in robotic surgery and intelligent transport systems. Moreover, both high data rates and ULL are necessary in applications such as autonomous automotive vehicles, augmented and virtual reality, and robotic applications that are essential for industrial IoT. The high data rates may be required for transporting video feeds from cameras that are used to control the vehicles and robots [16]. Therefore, achieving URLLC and deterministic ULL will enable the successful realization of the 5G and B5G applications [4], [12], [17]-[19]. Table 1 presents some advantages of URLLC and ULL in the 5G and B5G applications, according to [1], [4], [20].

A. MOTIVATION

This study is motivated by the findings and discussions of the recent studies in [9], [16], [21]-[32]. According to [21], reliability and latency guaranteeing schemes for 5G services often consider three aspects. (1) Diversity in the space, frequency, time, and code domains can guarantee reliability in 5G. Thus, multiuser detection schemes and accurate channel estimation can improve reliability. (2) Latency can be reduced by reshaping the frame structure. When the system operates above 6 GHz, subcarrier spacing of orthogonal frequency division multiplexing (OFDM) symbols can be increased from 15 to 60, 120, or 240 kHz to reduce the slot duration from 1 ms to 10 μs. Hence, the transmission time interval can be shortened proportionally to the duration of one slot to reduce latency. Furthermore, full duplex (FD) schemes can be employed to operate the uplink and downlink simultaneously. FD supports instant feedback, such as early acknowledgment (ACK) and negative ACK (NACK), which result in reduced retransmission latency. (3) Schemes such as non-orthogonal multiple access (NOMA) and orthogonal multiple access (OMA), which allow reuse of radio resources, can enhance both reliability and latency. Also, in NOMA, more than one user can be served within the same radio resource to improve the spectrum efficiency.

In [22], it was deliberated that techniques such as dynamic multiplexing, latency sensitive scheduling schemes, and grant-free access can be effective at reducing latency in 5G. The work in [23], [29] promoted the use of network slicing technique to effectively allocate network resources to provide performance guarantees for URLLC services. In [9], [24], [25], [27], [28], [30] it was discussed that 5G networks would experience a shift from the conventional cloud computing setting to edge computing systems. Edge computing systems deploy computational power to the network edges to meet the requirements of low latency, high reliability, as well as supporting resource-
TABLE 1. Advantages of ultra-reliable and low-latency communications in mission-critical applications.

<table>
<thead>
<tr>
<th>Use case</th>
<th>Application</th>
<th>Requirements</th>
<th>Advantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthcare</td>
<td>Remote robotic surgery and patient diagnosis.</td>
<td>Latency on the order of 1 ms with data rate of 100 Mbps.</td>
<td>Ensures signals are transmitted with minimum latency and very high reliability to minimize harm to the patients. Also, robotic surgery is beneficial because under controlled conditions, robots can be efficient and tireless.</td>
</tr>
<tr>
<td>Intelligent transport systems</td>
<td>Remote driving, self-driven cars, and traffic management.</td>
<td>Latency on the order of 10-100 ms with data rate on the order of 700 Mbps for road safety related cases. Latency on the order of 1 ms for remote driving.</td>
<td>Ensures reliable signal transmission for real-time services to enable quick responses to changing road conditions and effective cooperative vehicle maneuvering. Thus, minimize the probability of errors and accidents.</td>
</tr>
<tr>
<td>Industrial automation and smart grid</td>
<td>Automated assembly lines, control systems, and power grid management.</td>
<td>Latency on the order of 0.25 ms for machine tools operation. Latency in the order of 1 ms for dynamic activation and deactivation in smart grid.</td>
<td>Ensures signal transmission with minimum latency and very high reliability to minimize errors and damage. Automation allows companies to improve their productivity and efficiency of manufacturing and industrial processes.</td>
</tr>
<tr>
<td>Serious gaming and entertainment</td>
<td>Online gaming and cloud-based entertainment.</td>
<td>Latency on the order of 1 ms with data rate of 1Gbps in the case of serious gaming.</td>
<td>Ensures minimum latency to avoid jitter in the video and audio. Thus, avoid frustrations to the gamers and ensure users experience real-time, interactive, and immersive entertainment.</td>
</tr>
<tr>
<td>Education and culture</td>
<td>Remote learning/education.</td>
<td>Round trip latency of 5-10 ms with data rates as high as 1 Gbps.</td>
<td>Facilitates multi-modal human-machine interfaces for perceivable visual, auditory, and haptic interaction. Also, enables remote play of musical instruments.</td>
</tr>
</tbody>
</table>

Constrained nodes which are reachable only over unreliable network connections. Moreover, future networks will be able to utilize local data to conduct intelligent inference and control. Therefore, it was presented in [24] that a new machine learning model has emerged, namely federated learning (FL). FL provides smart models, low latency, reduced power consumption, and allows the use of training data from a user equipment (UE) without sacrificing the personal data privacy. In [26], it was demonstrated that in-network caching is an effective technique for reducing content delivery latency and to improve content availability in IoT systems.

The work in [16] presented that the ULL communications in 5G and beyond networks will likely rely on the IEEE 802.1 time sensitive networking (TSN) and the emerging IETF deterministic networking (DetNet) standards. In [31]-[33], it was highlighted that the TSN and DetNet standards could establish reliable communication channels for a given traffic flow over the network with deterministic quality of service (QoS) guarantees. The standards can guarantee QoS in terms of bounded ULL, jitter, congestion loss, and reliability, regardless of the other ongoing flows competing for the same resources. For example, in the use case of industrial automation, TSN can provide time synchronization and tight gating mechanisms to allow strict and time-bound data delivery of time-sensitive traffic flows such as sensor data, control input to actuators, and audio or video packets [11].

Therefore, this study reviews the literature and presents an overview of the techniques which utilize the approaches presented in [9], [16], [21]-[32]. Specifically, we explore the mechanisms of configurable subcarrier spacing, grant-free access, latency sensitive scheduling schemes, dynamic multiplexing schemes, network slicing, edge computing, edge caching, in-network caching, TSN, and DetNet.

Thereafter, we discuss the performance features of various edge caching frameworks based on deep learning (DL), deep reinforcement learning (DRL), and FL algorithms. Also, we conduct a comparative analysis of the state-of-the-art centralized and decentralized edge caching frameworks.

B. LITERATURE REVIEW

Recently, many studies are focusing on reviewing the enabling techniques for low latency and reliable communications in 5G and beyond networks. The existing studies focused on surveying various important techniques and mechanisms. However, many of the studies are limited to specific approaches and potential use cases. For example, although [4] aimed at reviewing the techniques for URLLC in accordance with the approaching era of technology and industry requirements while highlighting a few implementation issues of URLLC, the study did not discuss the mechanisms of edge caching or in-network caching. In [3], a holistic view on wireless TI was presented along with a thorough review of the existing state-of-the-art to identify and analyze the involved technical issues and highlight potential solutions. It also focused on various issues including the main technical requirements, the key application areas, security, and privacy issues of TI applications. However, [3] presented a brief overview of the enabling techniques. It did not discuss the state-of-the-art mechanisms for several enabling techniques. For instance, the study in [3] only mentioned about TSN but failed to give details about the TSN standards. Also, [3] highlighted the need for robust and deterministic wireless connectivity but it did not explore the mechanisms of the DetNet standard. Moreover, [3] provided a general overview of various techniques, but it did not discuss the existing edge caching algorithms. Similarly, the study in [9] provided a holistic overview of edge computing techniques.
and its potential use cases and applications in 5G and beyond. However, [9] did not provide detailed discussions about the state-of-the-art DL, DRL, and FL edge caching algorithms. Moreover, [9] did not include performance analysis of the caching schemes.

In [28], the techniques for achieving low latency in applications such as intelligent Internet of vehicles and autonomous driving were discussed. However, [28] did not discuss the techniques for achieving bounded ULL. For example, [28] did not include the mechanisms of TSN and DetNet standards in its discussions. In [1], various techniques for low latency in 5G were discussed. However, [1] only mentioned various caching strategies. The study did not explore the state-of-the-art AI-enabled caching strategies. Furthermore, the work in [34] presented a review of the key issues in mobile edge caching and discussed the existing learning-based caching solutions. However, [34] failed to discuss the mechanisms of FL edge caching frameworks. On the other hand, [35], [36] limited their discussions to in-network caching strategies for the IoT networks while [37], [38] focused mainly on the recent advances of edge caching techniques. Moreover, [28], [38] pointed out that it is important to optimize the edge caching while guaranteeing the privacy of personal data. However, [28], [38] failed to discuss the privacy preserving mechanisms of the FL edge caching frameworks. Various issues of FL schemes and FL use case scenarios were considered in [39], [40] while [41] discussed the state-of-the-art strategies of machine learning techniques for edge caching. However, [39], [41], [42] failed to present performance analysis of the state-of-the-art edge caching schemes. On the other hand, [43] compared the performance of the FL and centralized schemes. However, the analysis was limited to the privacy performance of the schemes. Thus, [43] did not analyze the latency performance of the schemes.

On the other hand, it is important to achieve bounded ULL in applications such as autonomous automotive vehicles and industrial automation and control systems. Nevertheless, the studies in [1], [3], [4], [9], [28], [34]-[39], [41], [43] failed to discuss the enabling techniques for achieving bounded ULL. In contrast, bounded ULL was considered in [16], [31], [44]. Therefore, [16], [31], [44] discussed the techniques for achieving bounded ULL in deterministic networks. The work in [16] surveyed the existing studies that specifically target the support of ULL in 5G networks. Nonetheless, [16] limited its scope and did not discuss in detail the other URLLC enabling techniques such as caching. In [31], the applicability of TSN and DetNet mechanisms to various industries such as industrial automation and automotive in-vehicle networking was discussed. On the contrary, [31], [44] did not discuss the other URLLC enabling techniques such as caching, network slicing, sTTI, and grant-free access.

Therefore, this survey can be distinguished from the existing surveys. The main difference is based on the fact that this study discusses a wide range of techniques. In particular, this study presents detailed discussions about numerous mechanisms for grant-free access, latency sensitive scheduling, dynamic multiplexing, network slicing, edge computing, edge caching, sTTI, in-network caching, TSN, and DetNet. Therefore, we consider not only the state-of-the-art techniques for URLLC, but also the emerging approaches for achieving deterministic networking and bounded ULL. Furthermore, in the case of edge caching techniques, we analyze the performance of various caching algorithms, including the state-of-the-art DL, DRL, and FL algorithms.

C. CONTRIBUTION AND PAPER ORGANIZATION

The main contributions of this study can be summarized as follows. (1) Provide an overview and a classification of the enabling techniques for URLLC. (2) Discuss the techniques for achieving URLLC and deterministic ULL while highlighting the viable mechanisms for various mission-critical applications, limitations of the mechanisms, and potential solutions for the limitations. (3) Enlist and discuss the key performance features of the state-of-the-art AI-enabled edge caching frameworks focusing on the caching agent strategies, learning algorithms, network environments, and the potential use cases. (4) Conduct a classification and performance analysis of the AI-enabled edge caching schemes to exhibit the performance gains of FL frameworks over DL and DRL frameworks. (5) Outline the technical challenges and open issues for further research.

The remainder of this paper is organized as follows. Section II presents a review of the literature on the enabling techniques for URLLC and deterministic ULL. Section III discusses the state-of-the-art caching solutions to ensure low content delivery latency and improved content acquisition reliability in IoT networks. Section IV summarizes the limitations of the enabling techniques and highlights the methods for mitigating the limitations. Section V presents a classification and performance analysis of the AI-enabled edge caching solutions. It includes investigations on the performance of DL, DRL, and FL edge caching mechanisms. Section VI provides a summary and discussions. The open issues and opportunities for further research are discussed in section VII. In section VIII, the paper is concluded.

II. ENABLING TECHNIQUES FOR LOW LATENCY AND RELIABLE COMMUNICATIONS IN 5G AND 6G

Ensuring URLLC in mission-critical applications is of capital importance [45]. However, it is a challenging task to achieve high reliability and low latency simultaneously. In this study, we classify the key enabling techniques into four categories based on their main objectives, as shown in Fig. 2. The techniques for low latency include the use of configurable subcarrier spacing and short transmission time interval (sTTI), grant-free access, non-orthogonal multiple access (NOMA), edge computing, caching, dynamic multiplexing, latency sensitive scheduling schemes, network coding, network slicing, on-device machine learning (ML), and AI [2], [7], [19], [21], [42], [45]-[48].
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FIGURE 2. Classification of the enabling techniques for low latency and reliable communications.

Also, low latency can be achieved through millimeter wave (mmW) communications and device-to-device (D2D) communications [1], [15], [42], [47]. The techniques for high reliability include network coding, network slicing, spatial diversity with massive multiple input multiple outputs (mMIMO) antennas, hybrid automatic repeat request (HARQ) with sTTI, finite blocklength, and multi-connectivity [2], [7], [19], [21], [42], [45]-[48]. Also, useful mechanisms such as multicasting, data replication, control channel design, and proactive packet drop can guarantee high reliability [45]. Reliability can also be achieved through the use of unlicensed and licensed spectrum coordination mechanisms [49], [50]. The techniques for URLLC include multi-connectivity, network coding, mMIMO with mmW communications, sTTI, network slicing, grant-free access and NOMA, edge computing, and caching [1], [2], [7], [15], [19], [21], [42], [45]-[48]. Some of the techniques, such as edge caching, scheduling schemes, and network slicing can be enabled through the use of ML algorithms and AI.

When bounded ULL is required, i.e., deterministic latency where all frames of a given application traffic flow must not exceed a prescribed ULL bound, the TSN and DetNet standards present effective mechanisms [10], [16], [31]-[33], [51]. Thus, the TSN and DetNet standards ensure real-time guarantees, determinism, high fault-tolerance, and clock synchronization mechanisms. The techniques are discussed below. Thereafter, we present detailed discussions and performance investigations of various edge caching algorithms.

A. CONFIGURABLE SUBCARRIER SPACING AND sTTI

While LTE uses fixed numerology of 15 kHz subcarrier spacing, it is possible to use configurable subcarrier spacing in 5G with values of 15, 30, and 60 kHz for below 6 GHz, and 120 and 240 kHz for above 6 GHz band [15], [19]. The configurable subcarrier spacing accommodates a different number of slots within a 1 ms subframe and obtains the transmission time interval (TTI) of 1, 0.5, 0.25, 0.125, and 0.0625 ms, respectively. However, the highest subcarrier spacing that supports data transmissions is 20 kHz, corresponding to a TTI of 0.125 ms. Therefore, the different numerologies lead to different slot lengths, ranging from 1 ms at 15 kHz subcarrier spacing to 0.125 ms at 120 kHz subcarrier spacing, enabling shorter TTIs.

Thus, 5G uses sTTI and short frame structure to ensure reduced transmission latency [2], [15], [21], [52]. Transmission latency smaller than 1 ms is achieved by controlling the symbol period and the number of symbols in a packet [6]. The use of sTTI is also enabled by using fewer OFDM symbols per TTI and shortening the OFDM symbols through wider subcarrier spacing [45]. Although the use of sTTI is useful in reducing latency, it can result in some negative effects. For example, sTTI can introduce more control overhead which results in inefficient resource utilization [19], [45]. To address the limitation of increased control overhead, grant-free access is used in the uplink transmissions [17], [45].

B. GRANT-FREE ACCESS

When grant-free access is used, it ensures dynamic uplink scheduling and shortens the procedure for uplink resource assignment by skipping the resource reservation phase [19], [45], [53]. As a result, it reduces the latency, control overhead, and energy consumption, especially at the UE with longer sleeping time [54], [55]. For example, with grant-free access, a UE can send data along with the preamble used for establishing a link [15]. Grant-free access is more useful in the uplink communications because, in the uplink, the UE sends a scheduling request to the serving base station in a dedicated and periodic resource and then waits for the scheduling grant from the base station in some slots later. The process can introduce delay. On the other hand, for downlink communication, downlink scheduling
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and data transmission can happen in the same transmission interval. Hence, it is less complex to address the challenges in downlink communications [56]. The drawback of grant-free access is that it can increase the number of collision events. Consequently, the reliability may be reduced [15], [53], [57]. It was presented in [15] that the delivery reliability in grant-free access can be improved by sending replicas of the same packet. However, it was demonstrated in [53] that grant-free scheduling solutions might not be able to guarantee the required URLLC under the presence of sporadic traffic. In particular, the method of transmitting a few replicas per packet might be inadequate to support sporadic traffic which requires very low latency. This is mainly due to the impact of self-collisions.

The design and feasibility of grant-free access for uplink URLLC were also investigated in [56]. It was shown that contention based grant-free transmission with resources shared by multiple users may be more efficient than the grant-based or traditional semi-persistent scheduling transmission, and it can well meet the reliability requirement of URLLC within the latency bound. Furthermore, it was shown that the data collision could be handled by the use of HARQ design with acknowledgment for early termination. Also, frequency hopping along with retransmission slots can further improve the channel diversity and enhance the reliability. Moreover, it was shown that NOMA schemes such as sparse code multiple access (SCMA) or advanced receivers such as expectation propagation algorithm or message passing algorithm could improve the reliability, reduce latency, and improve resource efficiency. A grant-free NOMA with an advanced receiver scheme was also presented in [57].

The effectiveness of various NOMA-enabled grant-free schemes was shown in [54]. The schemes were proposed by the 3GPP with the main aim of supporting uplink transmissions for massive connectivity and grant-free transmission procedures with low latency and high reliability. It was shown that the NOMA-enabled schemes present competitive solutions for small packet transmissions in many application scenarios. In [21], it was shown that SCMA and full duplex schemes could be combined to improve the BLER performance by exploiting diversity gains in the space, frequency, and code domains. In [58]-[63], the latency in SCMA was reduced through the use of low complexity multiuser detection schemes.

C. DYNAMIC MULTIPLEXING

From a system design perspective, it is necessary to allow URLLC and other types of traffic such as eMBB to coexist in the same network resources [7], [22], [29], [64]. Therefore, dynamic multiplexing is required in hybrid services, such as when eMBB and URLLC services share the same radio spectrum. Dynamic multiplexing enables the coexistence of the eMBB and URLLC services to best accommodate the mixed demands in a cost-effective way. Furthermore, dynamic multiplexing ensures maximized spectral efficiency of both services [17], [22]. Also, due to the different scheduling granularity, eMBB and URLLC services need to be dynamically multiplexed in the time domain. This is because URLLC traffic is characterized by small and sporadic packets which require low latency and high reliability while eMBB services are featured with large payloads, high peak data rates, or other high bandwidth, to guarantee sufficiently high and stable quality of data such as image or voice contents [23].

Therefore, to ensure low latency, when the URLLC packets arrive during an ongoing eMBB transmission, the packets will not wait until the end of the eMBB burst to be scheduled. The URLLC traffic is immediately scheduled upon arrival in the next mini-slot [13]. The base station may signal to suspend the eMBB transmission to free up resources to transmit the URLLC data in the next URLLC TTI. The process is referred to as puncturing the current eMBB transmission or preemption indication [2], [17], [22], [45], [52]. When the puncturing process occurs, an indication mechanism is useful for the base station to inform the punctured eMBB user about the location of the preempted resources to improve its decoding performance.

Preemption techniques may be implemented in the uplink or downlink [22]. However, preemption in the uplink is more challenging to implement than in the downlink [17], [22]. In the uplink, the preemption is performed by the user, while in the downlink, it is performed by the base station. As a result, the uplink preemption indication must be signaled to the eMBB user prior to the URLLC uplink transmission to avoid causing interference to the transmission. For the downlink case, the preemption indication is transmitted after the actual downlink data transmission [22]. A limitation of the uplink preemption indication is that it imposes higher requirements on the eMBB UE processing capability. To address the limitation, an enhanced power control mechanism is employed at the URLLC UE [22].

In the enhanced power control mechanism, the base station can schedule an urgent URLLC transmission on top of an ongoing eMBB transmission, and indicate the URLLC UE to boost its power to guarantee the reliability [13], [22]. Therefore, the eMBB and URLLC transmissions are super-positioned on the overlapping resources through the use of NOMA. A significant limitation of the enhanced power control mechanism is that it is not useful if the URLLC UE is already power-limited. For example, the mechanism is not helpful if the UE is located at the cell edge [22]. Furthermore, it shows that the power control mechanism may not be appropriate to support the dynamic superposition of eMBB and URLLC transmissions. This is mainly because the URLLC user is often required to boost its power by a significant amount when its transmission is overlapping the eMBB transmission. Two methods which can alleviate the limitations of the enhanced power control mechanism are enhanced open-loop and enhanced closed-loop power control mechanisms [22]. The work in [22] pointed out that uplink preemption indication may also be very beneficial for grant-free uplink transmissions. The work in [13], [65] presented some of the state-of-the-art algorithms for joint scheduling of URLLC and eMBB traffic in the emerging 5G systems.
D. LATENCY SENSITIVE SCHEDULING SCHEMES
Data packets in URLLC services are generated abruptly. To ensure low latency, two scheduling schemes are adopted: instant scheduling or reservation-based scheduling [6]. In the instant scheduling scheme, any ongoing data transmission is interrupted to initiate the URLLC packet. The scheme is effective at reducing the URLLC access time but it causes severe performance degradation. In the reservation-based scheduling scheme, URLLC resources are reserved prior to the data scheduling through semi-static or dynamic reservations [6]. In the semi-static reservation scheme, the base station infrequently broadcasts the configuration of the frame structure such as frequency numerology and service period. Semi-static reservation may guarantee high reliability and low latency. However, it results in inefficient resource utilization. Up to half of the URLLC resources may be wasted under the semi-static resource partition due to queuing effect and low trunking efficiency [22].

In the dynamic reservation scheme, information on the URLLC resource is updated frequently using the control channel of a scheduled user. For example, if an eMBB packet consists of 14 symbols, 10 symbols are used for the eMBB transmission, and the rest is reserved for the URLLC service. A limitation of the dynamic reservation scheme is that, when there is no URLLC transmission in the scheduled period, resources reserved for the URLLC service are wasted. Furthermore, the dynamic reservation scheme requires additional control overhead to indicate reservation information [6]. It was shown in [6] that the instant scheduling strategy could outperform reservation-based scheduling in terms of the average latency but it causes a throughput loss of the eMBB service. Also, the dynamic reservation can outperform the semi-static reservation in terms of the latency due to the fast resource adaptation.

E. NETWORK SLICING
Network slicing refers to the process of slicing a physical network into logical subnetworks optimized for specific applications and services. It aims to allocate dedicated network resources for verticals of interest [23], [29], [45], [64], [66]. Network slicing is an effective technique for meeting the diverse deployment requirements of URLLC, eMBB, and mMTC services in a multi-tenant 5G network. It allows service coexistence and heterogeneity through which each service is allocated network computing and communication resources to provide performance guarantees and isolation from the other services [5], [29], [64], [66]. Mission-critical applications such as vehicle-to-vehicle communication and industrial automation can benefit from network slicing. In these applications, it is difficult to model and predict queuing delays with very high accuracy. For example, in the industrial automation scenario, owing to its diverse set of application requirements, a network slice can be allocated for a high-definition video transmission between a person remotely monitoring a process (or robot) and another slice to provide an ultra-reliable transmission between sensors, controllers and actuators [45]. Several network slicing algorithms were presented in [23], [29], [64], [66], [67].

Network slicing for eMBB and URLLC uplink communication can be achieved through orthogonal slicing or non-orthogonal slicing [5], [68]. Heterogeneous orthogonal multiple access (H-OMA) schemes may be used in the orthogonal slicing while heterogeneous non-orthogonal multiple access (H-NOMA) schemes are used in the non-orthogonal slicing [5]. In NOMA, multiple users are scheduled non-orthogonally on the same spectrum resource [46]. The users send data simultaneously over the non-orthogonal channels. The signals create inter-user interference, but the base station can employ successive interference cancellation (SIC), i.e., decode one of the signals and then subtract the corresponding codeword from the received signal, such that the other signal is interference-free. As a result, NOMA can increase spectral efficiency and improve reliability [14], [55], [68]-[70].

The work in [5] revealed that in H-NOMA the URLLC device is decoded first. This is mainly because URLLC decoding cannot depend on the decoding of eMBB whose reliability and latency requirements are more relaxed. It also showed that H-NOMA can be more advantageous than H-OMA depending on the application scenarios. Also, H-NOMA is always beneficial when the eMBB rate is very large. The work in [46] investigated the advantages of relaying in NOMA and proposed an optimal design on relaying-enabled URLLC networks. Some interesting design issues for low-latency NOMA systems were also considered in [45], [71].

The work in [14] considered the issue of energy-efficient transmissions for URLLC multiuser channels. The work pointed out that the SIC technique may not always be feasible since there exist situations where none of the receivers can perform SIC and decode messages of the other users. Therefore, it presented a superposition coding techniques for energy-efficient resource allocation for a two-user heterogeneous NOMA downlink with a finite blocklength code. However, it was observed that the superposition coding-based NOMA is more energy efficient than the time division multiple access (TDMA)-based OMA only when the two users have similar and homogeneous latency constraints. Under heterogeneous latency constraints, the NOMA scheme may be less energy-efficient. To improve the performance of the NOMA schemes, a hybrid transmission scheme which combines both NOMA and TDMA was also presented in [14].

The work in [68] investigated the performance tradeoffs between URLLC and eMBB services under both OMA and NOMA, by considering different interference management strategies such as puncturing, treating interference as noise (TIN), and SIC. It was observed that when analog fronthauling cloud-radio access network architecture is considered, NOMA achieves higher eMBB rates with respect to OMA while guaranteeing reliable low-rate URLLC communication with minimal access latency. Moreover, NOMA under SIC was able to achieve the best performance while unlike the case with digital capacity-constrained fronthaul links, TIN always outperformed puncturing. However, the best performance was achieved at a price of higher decoder complexity. The performance
features of various MIMO schemes were discussed in [55], [70]. In [70], the performance gains of NOMA over OMA were demonstrated.

In [29], [64], [67], multi-tenant networks were considered with eMBB, URLLC and mMTC services. Then, end-to-end network slicing frameworks were proposed for slicing both computing and communication resources across 2-tier multi-access edge computing architecture. In [29], an upper-tier first with latency bounded over-provisioning prevention framework was proposed for optimizing the capacity and traffic allocation. It was shown that the framework in [29] is capable of minimizing the over-provisioning of the network resources while simultaneously satisfying the latency constraint requirements of the URLLC service. Network slicing for Industry 4.0 scenarios with mixed traffic types was considered in [72]. Consequently, a latency-sensitive 5G RAN slicing solution was proposed. The proposed solution focused on allocating the radio resources among slices by considering the rate and latency demands of the applications. It was shown that the solution is capable of effectively improving the capacity of 5G to satisfy the latency requirements of latency-sensitive or time-critical Industry 4.0 applications. Also, in [67], a latency-aware network slicing solution was proposed for a clustered multi-tier multi-tenant 5G network. The solution efficiently allocates radio resources to eMBB, mMTC, and URLLC services by considering the data rate and latency requirements of the services. In [66], it was demonstrated that network slicing can be achieved through the use of AI. Consequently, a FL framework was proposed to predict customer demands of different services in order to effectively allocate appropriate network resources.

F. EDGE CACHING

Data transmission latency can be affected by the access delay between the core network and base station. When edge caching is used, popular content can be stored at the network edge using network edge devices such as cache-enabled base stations and edge servers. Whenever a cached content is requested by a UE, the base station intercepts the request and directly returns the cached content without resorting to a remote server [73]. Consequently, the content delivery latency is reduced, content availability is improved, traffic load on the network path to the remote server is reduced, and the fronthaul efficiency is improved [1], [3], [18], [42], [45], [74]. However, to enable edge caching, more storage and processing power is required at the edge devices. Edge caching schemes for low latency in 5G networks were presented in [1], [3], [30], [73], [75]-[77].

It was demonstrated in [73] that edge caching can offload the network traffic to effectively reduce massive duplication of content downloads and also reduce the communication costs in mobile networks. Furthermore, it was shown that edge caching can satisfy the content requests of mobile users locally to effectively reduce the latency and improve the QoE of mobile users. In [75], three caching transmission schemes were designed to minimize the delivery latency for cache-enabled multi-group multicasting networks. The analysis results in [75] confirmed that if a transmission scheme is designed carefully, caching frequently requested content at the network edge can effectively reduce the delivery latency while reducing the load on the fronthaul links. Furthermore, an integrated content-centric mobile network framework was considered in [76]. Then, an auction based caching strategy was proposed to facilitate edge caching at UEs through D2D communications. It was shown that the proposed framework can guarantee content delivery efficiency by achieving low content access delay and reduced traffic load. In [78], the problem of optimal bandwidth allocation was considered and the average transmission delay was minimized by deploying a greedy algorithm of cooperative edge caching.

The study in [1] highlighted that there are several fundamental tradeoffs for caching in mobile networks including latency versus storage, memory versus rate, memory versus channel state information at the transmitter, storage versus maximum link load, and caching capacity versus delivery rate. To effectively implement edge caching, side knowledge such as the user location, mobility patterns, and social ties can be exploited to decide on which contents to cache and where to cache them [3].

The work in [3], [34], [41], [45], [74] highlighted the advantages of implementing AI for edge caching (edge AI). Edge AI facilitates the interpolation/extrapolation of human activities and predictive caching for reducing the content delivery latency and improving content availability. Edge AI is in alignment with a new machine learning paradigm, called edge learning/edge computing, where learning algorithms are deployed at the network edge for providing intelligent services to the mobile UE [24], [74], [79]. The effectiveness of edge AI is demonstrated in many studies including [24], [34], [79]-[85].

It was pointed out in [34], [41] that mobile edge caching is a challenging decision making problem with unknown future content popularity and complex network characteristics. The problem is caused by the fact that different contents are favored by different users. Also, local content popularity is influenced by the changing membership of the mobile users associated with the edge cache entity. Furthermore, user preferences in contents may vary in different contexts, including personal characteristics, locations, network topologies, and so on. Therefore, future content popularity may be unknown before making the cache decision. To address the challenges, the use of RL mechanisms was considered in [34] because RL enables agents to deal with decision making problems by learning through interactions with the environment. It was also presented that RL can be coupled with DL to devise DRL solutions. The DRL solutions enable agents to optimize their control in an environment by automatically learning knowledge directly from raw, high-dimensional observations. Then, it was shown that DRL solutions are effective at offloading the traffic and improving content availability and delivery reliability. The Google DeepMind is one of the successful solutions which utilize DRL [34].

Proactive cooperative caching solutions which use DL algorithms to predict user content demand in a mobile edge caching network were proposed in [82]. The first solution
was designed to utilize DL to predict the demands for the whole network. The solution proved to be useful when mobile edge nodes had limited computing resources and could not perform the DL algorithms. However, the communication overhead was increased. To address the problem, a second solution was proposed using a distributed DL (DDL) framework. In the DDL solution, the content server only collects the trained models from the mobile edge nodes and updates the global model accordingly. The analysis results in [82] indicated that both DL-based and DDL-based solutions can reduce the service delay and improve the accuracy of prediction, with better performance than other proactive caching algorithms at mobile edge nodes. In [83], an edge learning system was developed for networked intelligent applications to effectively reduce network traffic and inference latency. It was observed that with comparable learning accuracy as a cloud-centric design, an intelligent edge computing solution can significantly reduce the latency and network traffic. As a result, the content acquisition reliability was improved.

An efficient DL cache replacement algorithm for edge networks was proposed in [84]. The algorithm understands the request patterns in individual base stations and accordingly makes intelligent cache decisions. It learns the caching strategy automatically from the request sequence in real-time. As a result, the proposed algorithm is capable of reducing transmission delay and backhaul data traffic. An intelligent video content edge caching framework was proposed in [86] to cater to the massively diversified and distributed caching environment in 5G content delivery networks. The caching framework minimizes both content access latency and traffic cost through the use of a multi-agent DRL (MADRL) solution. The framework ensures each edge is able to adaptively learn its own best policy in conjunction with other edges for intelligent caching. In [30], several DRL edge caching solutions were presented. Then, actor-critic DRL frameworks were proposed for centralized and decentralized edge caching. It was shown that the proposed frameworks are capable of improving the performance by reducing the transmission delay and improving the cache hit rate, adaptation capability, and long-term stability.

In [80], a distributed joint transmit power and resource allocation framework for enabling ultra-reliable and low-latency vehicular communication was proposed using a decentralized learning model. The analysis results revealed that FL can enable vehicular users to learn the tail distribution of the network-wide queues locally without sharing the actual queue length samples. As a result, unnecessary overheads were reduced to improve the communication efficiency. The work in [79] focused on the use of a FL framework to design a low-latency multi-access scheme for edge learning. The FL framework presented better latency reduction performance than an OFDM framework. The effectiveness of FL schemes for mobile edge computing was also demonstrated in [88], [91]. In [88], FL edge caching was employed for urban infrastructures and urban informatics, with the consideration of urban vehicular networks. It was demonstrated that FL edge caching can introduce considerable benefits to realize edge intelligence in urban informatics. Furthermore, the FL framework in [88] was able to achieve high accuracy and communication efficiency while preserving the privacy of user data.

G. TSN AND DETNET STANDARDS

The TSN and DetNet standards present effective mechanisms for applications with deterministic and bounded ULL requirements [10]. The key difference between the URLLC in 5G cellular networks and bounded ULL is that, bounded ULL has stricter requirements in terms of latency, packet loss, and delay variation (jitter). Thus, bounded ULL demands absolute time-synchronization and on-time delivery of packets for deterministic and isochronous real-time applications [11]. As a result, the techniques such as packet retransmission become ineffective since the data traffic becomes stale if retransmissions are used. Good examples of applications which require bounded ULL include automotive in-vehicle networking and real-time industrial automation and control systems. For instance, autonomous driving systems include delay-sensitive real-time applications (e.g., machine vision) that cannot tolerate the delay due to retransmissions of lost frames [31]. In such situations, the TSN and DetNet standards can be employed to ensure zero congestion loss, low latency variations (jitter), deterministic ULL, and high link reliability. Thus, the TSN and DetNet standards ensure real-time guarantees, determinism, high fault-tolerance, and clock synchronization mechanisms over standard Ethernet [16], [31]-[33], [44], [92]-[96]. Overall, the TSN and DetNet standards enable co-existence of high priority, deterministic, and elastic traffic.

The TSN standard has many (sub)standards as shown in Fig. 3. The standards define how frames belonging to a particular traffic class or having a particular priority are handled by TSN-enabled bridges. Based on the discussions in [16], [95], we classify the TSN standards into four categories based on their objectives. Thus, TSN standards achieve four main objectives:

1) **Time synchronization** - The time synchronization mechanisms aim to provide network-wide precise
To ensure 5G ULL communications, TSN includes the IEEE 802.1CM standard. The IEEE 802.1CM is designed to provide specific mechanisms such as scheduling, preemption, and synchronization mechanisms to satisfy the 5G fronthaul requirements. Below, we highlight the specific mechanisms, such as scheduling, preemption, and synchronization mechanisms, to satisfy the latency requirements of the fronthaul traffic [16], [51]. The standard distinguishes its traffic into different classes and a specific fronthaul profile is applied to each class to transport the flows over the Ethernet bridges based on the flow requirements. For network synchronization, the 802.1CM standard specifies two mechanisms:

1) Packet timing using protocols such as the precision time protocol (PTP) for point-to-point synchronization distribution from a remote common master.

2) Co-located common master for both baseband unit (BBU) and remote radio head (RRH) [16].

To enable real-time communications, the 802.1AS standard employs precise time synchronization which allows all bridges and end systems in the network to synchronize their local clocks by less than 1 μs precision [33]. In particular, each time-triggered (TT) frame is transmitted according to a static schedule that allows deterministic communication with bounded jitter and end-to-end latency. Furthermore, the static schedule prevents the interference from lower priority frames by preempting the frames in advance of the TT frames arrival. For some critical systems with stringent requirements, the static schedule can provide jitter-free transmission and deterministic end-to-end latency guarantees by isolating the TT frames in every egress port [33].

To ensure reliability, the 802.1CB presents the technique of frame replication and elimination for synchronization of the clocks of all entities at layer 2.

2) **Latency and jitter** - The mechanisms for latency and jitter aim to separate traffic into traffic classes and efficiently forwarding and queuing the frames in accordance to the traffic classes. It is worth noting that latency and jitter are the two main QoS metrics for ULL networking.

3) **Reliability and redundancy** - The mechanisms for reliability and redundancy are designed to maintain network wide integrity by ensuring path redundancy and ingress queue policing.

4) **Resource management** - The techniques for resource management are designed to provide dynamic discovery, configuration, and monitoring of the network in addition to resource allocation and registration.

To ensure 5G ULL communications, TSN includes the IEEE 802.1CM standard. The IEEE 802.1CM is designed to provide specific mechanisms such as scheduling, preemption, and synchronization mechanisms to satisfy the 5G fronthaul requirements. Below, we highlight the mechanisms of 802.1CM, 802.1AS, 802.1CB, and DetNet standards. More detailed discussions of the TSN and DetNet mechanisms are presented in [16], [31]-[33], [44], [51], [92]-[97].

The wide range of data rates and latency requirements in 5G and B5G networks require a flexible and scalable fronthaul. In terms of latency requirements, ULL on the order of 100 μs is required for the one-way fronthaul in wireless cellular networks [16]. In the case of throughput requirements, the required throughput is vastly dependent on the application needs, which may vary widely from small amounts of IoT data to large exchanges of media data transfers to and from the cloud (or the fog to reduce latency) [16]. Therefore, the 802.1CM standard specifies TSN profiles for 5G fronthaul [16], [92]. The standard provides bridged Ethernet connectivity for fronthaul networks to support a data rate of 1 Gbps or higher. It defines mechanisms for end stations, bridges, and local area networks to establish Ethernet networks that can support the time sensitive transmissions. Furthermore, it provides specific mechanisms, such as scheduling, preemption, and synchronization mechanisms, to satisfy the latency requirements of the fronthaul traffic [16], [51]. The standard distinguishes its traffic into different classes and a specific fronthaul profile is applied to each class to transport the flows over the Ethernet bridges based on the flow requirements. For network synchronization, the 802.1CM standard specifies two mechanisms:

1) Packet timing using protocols such as the precision time protocol (PTP) for point-to-point synchronization distribution from a remote common master.

2) Co-located common master for both baseband unit (BBU) and remote radio head (RRH) [16].

To enable real-time communications, the 802.1AS standard employs precise time synchronization which allows all bridges and end systems in the network to synchronize their local clocks by less than 1 μs precision [33]. In particular, each time-triggered (TT) frame is transmitted according to a static schedule that allows deterministic communication with bounded jitter and end-to-end latency. Furthermore, the static schedule prevents the interference from lower priority frames by preempting the frames in advance of the TT frames arrival. For some critical systems with stringent requirements, the static schedule can provide jitter-free transmission and deterministic end-to-end latency guarantees by isolating the TT frames in every egress port [33].

To ensure reliability, the 802.1CB presents the technique of frame replication and elimination for
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**FIGURE 3. Classification of the IEEE TSN standards.**

<table>
<thead>
<tr>
<th>Time Synchronization</th>
<th>Latency &amp; Jitter</th>
<th>Reliability &amp; Redundancy</th>
<th>Resource Management</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE 802.1AS</td>
<td>IEEE 802.1Qav</td>
<td>IEEE 802.1ICB</td>
<td>IEEE 802.1Qat</td>
</tr>
<tr>
<td>(Network Timing &amp; Synchronization)</td>
<td>(Credit Based Shaping)</td>
<td>(Frame Replication &amp; Elimination)</td>
<td>(Stream Reservation)</td>
</tr>
<tr>
<td>IEEE 802.1AS-Rev</td>
<td>IEEE 802.1Qbv</td>
<td>IEEE 802.1Qca</td>
<td>IEEE 802.1Qat</td>
</tr>
<tr>
<td>(Network Timing &amp; Synchronization)</td>
<td>(Traffic Scheduling)</td>
<td>(Path Control &amp; Reservation)</td>
<td>(Stream Reservation)</td>
</tr>
<tr>
<td></td>
<td>IEEE 802.3br</td>
<td>IEEE 802.1Qci</td>
<td>IEEE 802.1Qat</td>
</tr>
<tr>
<td></td>
<td>(Frame Preemption)</td>
<td>(Per-Stream Filtering)</td>
<td>(Stream Reservation)</td>
</tr>
<tr>
<td></td>
<td>IEEE 802.1Qbu</td>
<td></td>
<td>IEEE 802.1Qat</td>
</tr>
<tr>
<td></td>
<td>(Frame Preemption)</td>
<td></td>
<td>(Yang Data Model)</td>
</tr>
<tr>
<td></td>
<td>IEEE 802.1Qch</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Cyclic Queuing)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IEEE 802.1Qcr</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Asynchronous Traffic Shaping)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
reliability and fault tolerance. Thus, the 802.1CB introduces seamless redundancy mechanisms for time-sensitive data whereby each data frame is sequenced and duplicated across a redundant link to prevent single point of failure. The mechanism of frame replication and elimination involves two main procedures:

1) Number the sequence of packets and replicate them in the network. Thus, duplicate copies of critical traffic across disjoint network paths.
2) Identify the redundant and eliminate packets at or near the destination. The packets can also be re-replicated or eliminated at various nodes to ensure the failure of a node does not affect the end-to-end packet delivery [31], [92].

Furthermore, the technique of frame replication and elimination removes the need for retransmission since the data traffic becomes stale if retransmissions are used.

The DetNet standard is an extension of the TSN standard with some similar features such as time synchronization, frame replication and elimination for reliability, and the mechanisms for zero congestion loss. The key differences between the TSN and DetNet include the following. While the techniques of TSN are focused on Layer 2, DetNet extends its properties to Layer 3 or even higher layers. Thus, compared to the TSN which are relatively small scale networks, DetNet aims at larger scale networks [94]. Also, to ensure bounded ULL, DetNet defines upper and lower bounds while TSN defines only an upper bound. Moreover, DetNet enables real-time communication between the subnets, provides simple network configuration, and interoperability with the existing IP-based network infrastructure [98].

It was highlighted in [98] that to ensure QoS, DetNet employs the following key mechanisms:

1) **Resource allocation** - The resource allocation technique aims to address the QoS requirements of latency and packet loss. The bounded ULL is achieved by reserving bandwidth and dedicated buffer resources for zero packet loss at each DetNet-aware router. The provision can be released or reused when they are no longer needed.

2) **Service protection** - The service protection technique is used to improve reliability which aims to mitigate or eliminate packet loss by switching the explicit disjoint path after a failure is detected to re-establish required DetNet service. However, route changes, even after the failure recovery can lead to out of order delivery of the packets. The DetNet service sub-layers includes the packet replication, elimination, and ordering function mechanism which re-orders packets that are received out of order.

3) **Explicit routes** - To improve the deterministic latency, DetNet explicitly uses a specific path to each traffic flow. These flows can be synchronous or asynchronous depending on the application. In synchronous flows, DetNet-enabled endpoint systems use time synchronized clocks. For asynchronous flows, maximum packet size and maximum number of transmissions during the observation interval is used in conjunction with the information from protocol stack to reserve bandwidth for DetNet flows.

More details about the properties and mechanisms of the TSN and DetNet standards were presented in [10], [16], [31]-[33], [44], [51], [92]-[98]. For example, in [32], [93], reinforcement learning-based techniques were proposed for DetNet data forwarding mechanisms. The proposed mechanism in [93] considered the bounded latency requirement, network states, and different resource usages, aiming at optimizing the resource usage of the whole network while satisfying the requirements of as many applications as possible. Therefore, DRL was used to connect the transmission latency with the network states. It was found that the DRL mechanism was capable of adjusting effectively the data transmission for deterministic applications, according to the resource usage of the networks. In [98], edge computing for DetNet was considered. It was presented that providing control from the edge in DetNet has several advantages including improved flexibility, enabled local big-data analysis and processing, and reduced network traffic. The study in [95] evaluated the performance of TSN networks based on the 802.1Qbv and 802.1Qbu mechanisms for carrying real fronthaul traffic. It was observed that 802.1Qbv and 802.1Qbu are capable of protecting high-priority traffic flows even in overload conditions.

On the other hand, the challenges of the TSN and DetNet standards were considered in [10], [16], [94], [96], [97], together with the potential solutions. Here, we highlight some of the challenges. For instance, to guarantee the minimum TSN node transit delay, a node preempts an ongoing low priority frame transmission for transmitting an incoming high priority frame. This can result in a challenge that the latency of the low priority traffic is based on the preemption occurrences which depends on the high priority traffic intensity. If the high priority traffic intensity is significantly higher than the low priority traffic intensity, then the latency of the low priority traffic can be greatly increased [16]. Furthermore, to ensure reliability, the standards replicate the frames of critical traffic across disjoint paths. The frame replication technique may result in inefficient bandwidth utilization. Therefore, the work in [16], [97] presented the techniques to alleviate the limitations. In the case of frame replication and elimination mechanisms, [16] presented that the packet replication can be controlled based on traffic class and the path information acquired through the TSN stream identification. Also, through a sequence generation function. Moreover, [16] suggested that the integration of protocols and standards can ensure seamless redundancy and fast recovery.

In [97], a machine learning-based intelligent configuration synthesis mechanism was proposed to enable fault detection techniques in order to detect when and where a fault occurs. Subsequently, the intelligent configuration synthesis mechanism replicates the frames only when a link has a higher propensity for failure. In [10], it was pointed out that DetNet can be used to connect remote TSN locations and allow bounded latency multimedia services over the Internet. Also, DetNet can provide mechanisms for
the eMBB, URLLC, and mMTC, realizing “soft” slicing for assuring the desired service performance without partitioning the allocated resources. However, DetNet supports a relatively low number of services. Therefore, aggregation and queuing are challenging. In [94], it was pointed out that since DetNet aims at large scale networks and to coexist with the Internet, there is a high chance of having misbehaving traffic, which can disrupt the DetNet flows. Therefore, the features and challenges of misbehaving flows were demonstrated and potential solutions were presented.

III. CACHING TECHNIQUES FOR INTERNET OF THINGS

Due to the integration of sensing and computing functions in IoT devices, the IoT devices have become useful in enabling advanced applications such as device-free sensing, ranging from smart buildings to smart cities [21], [25], [74]. Furthermore, the intelligent identification, behavior tracking, and daily management functionalities of the devices allow for IoT systems to be beneficial in various advanced services and mission-critical applications, including smart energy, self-driving cars, ubiquitous e-healthcare, and industrial automation [25], [74]. Therefore, low latency and high reliability are key ingredients for effective IoT device operations in the mission-critical applications. In particular, when multiple operators control the IoT devices remotely.

There exists various techniques and solutions for guaranteeing low latency and efficient content delivery in IoT systems [21], [25], [38], [55], [74], [99]-[103]. Below, we discuss the solutions which are based on the approaches of in-network caching and edge caching. Among many benefits, the solutions are capable of achieving fast content retrieval with low response latency and improved content acquisition reliability.

A. IN-NETWORK CACHING

IP-based networks may not be the best solution for IoT devices because IP-based networks are host-centric and they require the location of content to be identified before the retrieval of the content [26], [35], [104]. To identify the location, every device is assigned an IP-address. As a result, IP-based networks incur some limitations such as poor reliability, poor scalability, and uneven network flows. On the other hand, information-centric network (ICN) has proven to overcome the limitations of IP-based networks. Therefore, ICN is known to become the architecture for the IoT [26].

ICN provides users with access to content by names. Therefore, all content is given a name that does not include references to its location. To access the content, user requests for specific content are routed toward the closest copy of such content, which could be stored in a server, in a cache contained in a network node, or even in another user device. Then, the content is delivered to the requesting user by the network. Subsequently, applications can refer to the content through a name that can potentially contain semantic. Hence, network and applications are allowed to share the same namespace, enabling simpler edge networking, and boosting innovative IoT architectures [105], [106]. The most commonly used naming scheme in ICN is the URL-style naming. For example, a sensor can be named according to its affiliation, such as “/BUPT/Building5/Level7/Room7119/Sensor37” [107].

One of the most significant features of the ICN is in-network caching. In-network caching considers caching as a basic network functionality and contents are cached in routers of the core network. Therefore, it reduces the content retrieval time for the IoT devices as it brings the required content near the subscriber by caching it on the nearby nodes [26], [35], [36], [108]-[114]. Other benefits of ICN and in-network caching for IoT networks include improved cache hit ratio, reduced hop count, increased content availability and reliability, reduced network traffic, and reduced energy consumption [102], [103], [106], [115]-[117].

The use of the in-network caching technique for IoT was first considered in [108] where the tradeoff between multi-hop traffic load and data freshness was considered. It was observed that in-network caching can provide less load on the network when caching routers are closer to the requesting device than the data sources. Since the work in [108] was presented, numerous designs for ICN caching solutions have been proposed. The strategies in each design consider the features and limitations of the IoT devices. The work in [36], [118] considered that memory is a scarce resource in IoT devices. Therefore, unlike other caching solutions which incur high overheads or require extensive knowledge of the topology, [118] proposed a simple lightweight content caching strategy which makes use of the topology-based heuristics of the existing strategies, but requires no knowledge of the network, and incurs no communications overhead. The proposed strategy uses the caching node centrality or betweenness centrality to decide whether or not to cache content. It was shown that content delivery latency in IoT can be reduced without requiring any setup, global knowledge, or communications overhead when approximate centrality information is used to cache data in the most convenient location, regardless of the topology.

The work in [36] presented the idea that IoT devices may not be able to cache all content comprehensively. Subsequently, it evaluated a number of in-network caching strategies using real IoT hardware, focusing on the effects of the strategies on content delivery latency. The analysis results revealed that, the topology of the network and the routing algorithms used to generate forwarding information might have a significant impact on the performance of a given caching strategy. In [111], it was pointed out that IoT data is transient and frequently updated by the producer. Therefore, IoT data imposes strict requirements in terms of information freshness. Also, IoT devices are usually resource-constrained with severe limitations on energy resource, memory, and processing power. Therefore, a freshness-aware in-network caching strategy was proposed to monitor the validity of cached contents while improving the hop reduction and server hit reduction ratios. It was indicated that a freshness-aware in-network caching strategy might present very good system performance in terms of response latency, hop reduction ratio, and server hit reduction ratio. Furthermore, it may provide reduced cache costs and significantly improved content validity.
Periodic caching may be the most appropriate strategy for IoT environments such as smart cities [112]. Therefore, a flexible periodic in-network caching strategy was proposed in [112] to reduce the retrieval latency and improve the cache hit ratio. It was pointed out in [26] that in-network caching functionality is very useful for IoT because it reduces the overhead of the publisher with respect to content access. Consequently, an IoT caching strategy was proposed to effectively cache IoT data as well as update and evict content based on its freshness values. The proposed strategy displayed good performance in terms of response latency, hop reduction, and energy utilization. It was revealed in [109] that a collaborative caching strategy can improve the hit ratio of content caching while reducing the average delay and average hops in data-centric networks. Furthermore, a collaborative caching strategy may address the issue of dynamic topology changing, save the cache space, and reduce energy consumption.

The benefits of combining ICN and scalable video coding were considered in [102] to improve the performance of wireless video delivery services in ICN. Particularly, the caching problem for scalable videos over ICN in mobile scenarios was investigated. Then, a layered hierarchical caching solution was proposed. It was observed that the proposed solution can apply machine learning techniques to learn user behaviors such as mobility patterns and request distribution. Also, it can perform proactive caching. As a result, it achieves improvements in both transmission latency and cache hit rate.

A pre-caching strategy based on the relevance of smart device request content was proposed in [103]. The strategy was designed to ensure the request and return of the content follow the same path. Subsequent content chunks of requests were pre-cached based on the relevance of content. Furthermore, a sojourn time was set for each content chunk according to its popularity. Observations show that the solution in [103] is capable of reducing content response latency and hop count while improving the cache hit ratio. The tradeoffs between delivery latency and caching cost were considered in [106]. Subsequently, an optimal coded caching solution for joint optimization of delivery latency and energy consumption was proposed for ICN-based 5G D2D networks. A D2D-based caching scheme was adopted in [115] to reduce the downloading latency while guaranteeing reliable data delivery in social IoT applications. A content sharing-oriented matching algorithm was considered with projecting social characters onto physical links. A near-optimal solution was found by using a heuristic searching algorithm. As a result, a low-latency and high-reliability achieving caching solution was devised, specifically for social IoT application scenarios.

The limitations of on-path caching strategy for ICN were considered in [116]. It was pointed out that although on-path caching can increase the content cache hit ratio in some cases, it can also result in redundant use of the cache memory and reduced overall efficiency of the cache strategy. Therefore, a cluster-based efficient caching mechanism was proposed to address the problems of on-path caching mechanism. Furthermore, a popularity-driven content replacement mechanism was considered as an architecture for efficient caching and fast content access mechanisms for data-intensive IoT applications. It was observed that when content popularity is considered during cache decisions, the content transfer time and packet loss ratio can be reduced while increasing the content availability. It was also observed in [117] that in mobile hybrid ICN-IoT, both mobile devices and static femto access points might be equipped with finite-size cache space. Then, an order-optimal cache allocation strategy can be applied to optimize the performance. Highly popular content objects can be served by the mobile devices while the rest of content objects are served by the static femto access points. As a result, the best throughput–delay tradeoff can be achieved to optimize the performance.

In [119], an edge-device-based ICN caching scheme was proposed with the aim to achieve comparable performance to in-network caching schemes. The scheme employed a lightweight collaborative caching framework. It allows edge devices to cache passing contents while routers simply maintain cache indexes and use them to redirect user requests towards nearby cache locations. The design of the scheme ensures efficient content distribution and achieves good performance in terms of response latency, server load, and bandwidth consumption of the links.

B. EDGE CACHING

Edge caching and edge computing for IoT systems were considered in [25], [38], [120]-[125]. When edge caching and edge computing are implemented, IoT devices can offload their intensive tasks to edge nodes to allow the tradeoffs between communication and computing. As a result, performance enhancement can be achieved. The work in [120] considered the issue of how to efficiently use the limited caching resources on the IoT devices to place contents so as to improve the hit probability. It highlighted that in some scenarios, caching the most popular content is not the optimal strategy. Subsequently, an optimal probabilistic caching strategy was utilized to place contents with different sizes in heterogeneous IoT networks while considering the serving capacity constraint on the caching devices. In [25], various scenarios of IoT-based smart cities were considered. The main objective was to find out how to allocate edge resources for average service response time minimization while running multiple smart city services over a large number of IoT devices and satisfying the capacity constraints of edge servers. Subsequently, the benefits of edge computing were assumed. Computing and storage resources were employed at the proximity of end IoT devices and applications were deployed in distributed edge servers.

The work in [121] considered application scenarios where videos captured by surveillance cameras are required to be delivered to remote IoT servers for video analysis. The transmissions to the remote IoT servers usually involve long-distance transmissions of the large volume of video chunks which may cause congestions and delays due to limited network bandwidth. Therefore, an edge computing framework was proposed to enable cooperative processing on resource-abundant mobile devices for delay-sensitive multimedia IoT tasks. The framework considered group formation and video–group matching algorithms to maximize the human detection accuracy within the video
task deadline. It was observed that the proposed solution in [121] was capable of reducing the delays of processing the task at the camera and uploading the data to the server. Furthermore, other advantages such as reduced costs of uploading the large volumes of data and easy deployment were observed.

Edge caching for industrial IoT application scenarios was assumed in [122]. Consequently, the challenges of contents dissemination in characteristic factory automation scenarios were addressed by using moving industrial machines as D2D caching helpers. The main goal was to improve the reliability of high-rate mmW data connections. Therefore, a novel mobility-aware methodology was constructed to help develop predictive mode selection strategies based on the anticipated radio link conditions. The findings in [122] revealed that predictive solutions that employ D2D-enabled collaborative caching at the wireless edge can lower content delivery latency and improve data acquisition reliability. In [126], a study was done to maximize the success probability of content sharing in social IoT through the use of multi-hop cooperative caching and communication. It was observed that multi-hop cooperative caching can improve reliability in terms of content sharing in D2D-enabled social IoT. It was shown in [127] that for users within the same coalition, significant delay cost reduction can be achieved through the use of selective file caching in edge devices and cooperative file sharing. D2D-enabled caching via coalitional game was devised to effectively reduce the average delay cost of users. Other interesting solutions for edge caching may be available from content delivery network providers such as [128], [129].

Learning algorithms such as ML/DL have shown to be effective in enabling caching-supported IoT networks [74], [113], [124], [130], [131]. Therefore, in [74], the issue of massive content access in mobile networks was discussed to support rapidly growing IoT services and applications. The use of edge caching was considered and a FL-based DRL cooperative edge caching framework was proposed. It was shown that caching the requested contents in edge nodes can improve the efficiency of content access compared to excessive downloading via backhaul links. The analysis results in [74] revealed that a FL-based DRL cooperative edge caching framework can achieve improved performance in terms of the average delay, hit rate, performance loss, and the backhaul traffic offload. It was suggested that the proposed framework might be useful in new systems such as the recently launched Apple Edge Cache service. The service enables the delivery of Apple content services directly to the equipment within content provider partner networks [74].

In [130], DL for IoT was used in edge computing environment to improve the learning performance and reduce the network traffic. Furthermore, the benefits of using DL over ML for IoT applications were discussed in [130]. The benefits include a better performance with large data scale because many IoT applications generate large amounts of data for processing. Also, DL takes much less time to inference information than traditional ML methods. The work in [124] considered the problem of network congestion caused by the traditional cloud computing model. Subsequently, [124] proposed an AI-enabled edge computing framework for heterogeneous IoT architecture. The framework implemented a joint optimization mechanism of edge computation, caching, and communication. As a result, it achieved a lower average delay than in the traditional cloud computing model while increasing the number of concurrent users.

In [113], it was discussed that it is important to incorporate the future popularity of content into the cache decision making although many fundamental questions about IoT data popularity and related popularity-based caching may not have obvious answers. Therefore, the questions and answers were explored and a popularity-based caching solution for the IoT devices was proposed. The proposed solution employed a data-driven caching model which utilizes all the historical request records and an offline deep neural network to generate the accurate popularity model. The popularity model was used in the online caching algorithms. It made the cache decision based on the temporal locality of the request, long term regularity, the features of data itself, and the popularity of other similar data. The experiment results in [113] revealed that a data-driven caching model can achieve reduced content delivery latency and IoT edge traffic while significantly improving the cache hit ratio.

The benefits of caching transient IoT data at the edge nodes were demonstrated in [131] through the use of a DRL caching solution. The DRL solution was able to intelligently perceive the environment. It automatically considered a caching policy according to history and current raw observations of the environment, without any explicit assumptions about the operating environment. Consequently, a balance between the communication cost and the loss of data freshness was achieved. The freshness of the information was also considered in [132]. Then, a RL-based scheduling algorithm was devised to optimize the age of information and ensure URLLC. In [125], DRL was coupled with FL to effectively employ edge computing in IoT environment. It was observed that a FL-based DRL solution can achieve reduced transmission costs between IoT devices and edge nodes in dynamic IoT systems.

IV. LIMITATIONS OF THE ENABLING TECHNIQUES FOR LOW LATENCY AND RELIABLE COMMUNICATIONS

Table 2 presents a summary of limitations of the enabling techniques. Furthermore, Table 2 includes the potential approaches to mitigate the limitations. It shows that although the techniques such as dynamic multiplexing and enhanced power control mechanism can be used to mitigate some of the limitations, the use of the techniques can also result in other limitations. For example, although dynamic multiplexing can address the limitations of latency sensitive scheduling schemes, it causes increased computational load on the eMBB UE. Furthermore, relying upon the transmission of data replicas to achieve a target reliability level in grant-free access can result in inefficient network resource utilization. Moreover, it was observed in [53] that the transmission of replicas for each packet may cause additional delays, may be inadequate, and it cannot support URLLC for services with sporadic traffic, mainly due to the impact of self-collisions. Also, although the enhanced power
<table>
<thead>
<tr>
<th>Technique</th>
<th>Limitations</th>
<th>Mitigation of the limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configurable subcarrier spacing</td>
<td>Increased control overhead due to use of sTTI.</td>
<td>Grant-free access is used in the uplink transmissions.</td>
</tr>
<tr>
<td></td>
<td>Inefficient resource utilization.</td>
<td>Data replication.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Grant-free SCMA such as SCMA with sparse spreading codebook design.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Grant-free NOMA with advanced receivers such as expectation propagation algorithm.</td>
</tr>
<tr>
<td>Grant-free access</td>
<td>Increased number of packet collision events.</td>
<td>Dynamic resource sharing through dynamic multiplexing of hybrid services such as URLLC and eMBB.</td>
</tr>
<tr>
<td></td>
<td>Reduced communication efficiency.</td>
<td></td>
</tr>
<tr>
<td>Latency sensitive scheduling schemes</td>
<td>Inefficient resource utilization.</td>
<td>Enhanced power control mechanism at the URLLC UE where base station can schedule an urgent URLLC</td>
</tr>
<tr>
<td></td>
<td>Increased control overhead in the case of dynamic reservation scheme.</td>
<td>transmission on top of an ongoing eMBB transmission, and indicate the URLLC UE to boost its power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>to guarantee reliability. Thus, eMBB and URLLC transmissions are super-positioned on the</td>
</tr>
<tr>
<td></td>
<td></td>
<td>overlapping resources.</td>
</tr>
<tr>
<td>Dynamic multiplexing</td>
<td>When URLLC and eMBB services coexist, and when uplink preemption mechanism is</td>
<td>Hybrid transmission schemes which combine NOMA and TDMA mechanisms.</td>
</tr>
<tr>
<td></td>
<td>used, it imposes higher requirements on the eMBB user equipment processing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>capability.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network slicing</td>
<td>In heterogeneous latency and reliability constraints at downlink users, SIC</td>
<td>Hybrid transmission schemes which combine NOMA and TDMA mechanisms.</td>
</tr>
<tr>
<td></td>
<td>technique may not always be feasible since there exists situations where none</td>
<td></td>
</tr>
<tr>
<td></td>
<td>of the receivers can perform SIC and decode messages of other users.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Under heterogeneous latency constraints, NOMA schemes may be energy-inefficient.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Challenging to ensure traffic isolation and personal data privacy between</td>
<td>When slicing-enabled MEC is used, modify radio network information service and location service</td>
</tr>
<tr>
<td></td>
<td>services.</td>
<td>APIs to include a slice identifier of UE in addition to the UE identifier.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AI with FL algorithms.</td>
</tr>
<tr>
<td>Edge caching</td>
<td>Increased amount of storage and processing power is required at the cache-</td>
<td>AI-enabled cache decision algorithms.</td>
</tr>
<tr>
<td></td>
<td>enabled edge devices.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>When centralized edge caching system is used, the privacy of personal data</td>
<td>FL caching algorithms.</td>
</tr>
<tr>
<td></td>
<td>is reduced.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>When content popularity prediction is based on historical patterns and social</td>
<td>Multi-agent DRL and FL to adapt the massively distributed dynamics and diversities and achieve</td>
</tr>
<tr>
<td></td>
<td>patterns, the technique becomes less adaptive and does not fit well in</td>
<td>collaborative intelligence.</td>
</tr>
<tr>
<td></td>
<td>highly dynamic and heterogeneous application scenarios.</td>
<td></td>
</tr>
<tr>
<td>In-network caching</td>
<td>When on-path caching strategy is used, it can result in redundant use of</td>
<td>Cluster-based efficient caching mechanism.</td>
</tr>
<tr>
<td></td>
<td>cache memory and reduced overall efficiency of the cache strategy.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSN and DetNet</td>
<td>In TSN, latency of the low priority traffic is based on the preemption</td>
<td>Flexible and dynamic priority allocations can ensure bounded end-to-end latency for lower priority</td>
</tr>
<tr>
<td></td>
<td>occurrences which depends on the high priority traffic intensity. If the</td>
<td>traffic.</td>
</tr>
<tr>
<td></td>
<td>high priority traffic intensity is significantly higher than the low priority</td>
<td></td>
</tr>
<tr>
<td></td>
<td>traffic intensity, then the latency of the low priority traffic can be</td>
<td></td>
</tr>
<tr>
<td></td>
<td>greatly increased.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>The mechanism of frame replication across disjoint paths may cause inefficient</td>
<td>Reverse packet elimination mechanism.</td>
</tr>
<tr>
<td></td>
<td>network resources utilization.</td>
<td>Integration of protocols and standards to ensure seamless redundancy.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Machine learning-based intelligent configuration synthesis mechanism.</td>
</tr>
</tbody>
</table>
control mechanism can mitigate the limitations of dynamic multiplexing, the mechanism may not be suitable when the URLLC UE is already power-limited. This is mainly because the mechanism often requires the URLLC UE to boost its power by a significant amount. Two methods which can alleviate the limitations of the enhanced power control mechanism are enhanced open-loop and enhanced closed-loop power control mechanisms [22].

It was highlighted in [66], [133] that an important limitation for network slicing is how to effectively ensure traffic isolation and personal data privacy between network slices/services. Therefore, it was proposed in [133] that when slicing-enabled multi-access edge computing (MEC) framework is used, the radio network information service and location service APIs should be modified to include a slice identifier of UE in addition to the UE identifier. By doing so, it becomes possible to restrict the applications to access only information on UEs of their slice. A FL framework was presented in [66] to predict the customer demand of each service class in order to allocate appropriate network slices. The framework allows the exploitation of personal user data while preserving the privacy of sensitive information. The limitation of reduced personal data privacy in edge caching technique was also considered in [27] and a privacy-preserving edge computing scheme was presented. It was shown in [116] that in-network caching technique, although on-path caching can improve the delivery reliability, it can also result in redundant use of the cache memory to reduce the overall efficiency of the cache strategy. Then, it was demonstrated that a cluster-based efficient caching mechanism can be employed to address the drawbacks of on-path caching mechanism.

On the other hand, in traffic flows with deterministic behavior and bounded ULL, the TSN and DetNet standards present effective mechanisms. However, the TSN and DetNet incur several challenges as highlighted in [10], [16], [94], [96], [97]. For example, the latency of low priority traffic is based on the preemption occurrences which depends on the high priority traffic intensity. If the high priority traffic intensity is significantly higher than the low priority traffic intensity, then the latency of the low priority traffic can be greatly increased. It was presented in [16] that TSN requires flexible and dynamic priority allocations to ensure bounded end-to-end latency for lower priority traffic. Furthermore, when frame replication mechanism is used to improve the delivery reliability, the technique can result in inefficient network resource utilization. In [16], it was suggested that some integration of the protocols and standards can ensure seamless redundancy and minimize network congestion in TSN. To ensure a balance between bandwidth utilization and degree of packet replication in DetNet, [16] proposed a reverse packet elimination mechanism in which the destination node triggers an instruction to the nodes in the reverse path to apply a packet drop action. The proposed mechanism is different from the existing implementation which discards the redundant packets when they eventually arrive at the destination. Furthermore, to enhance the bandwidth utilization, a machine learning-based intelligent configuration synthesis mechanism was proposed in [97] to enable fault detection techniques in order to detect when and where a fault occurs. Subsequently, the intelligent configuration synthesis mechanism replicates the frames only when a link has a higher propensity for failure.

V. PERFORMANCE FEATURES OF AI-ENABLED EDGE CACHING SCHEMES

As shown in the discussions above, edge caching techniques are widely explored as effective solutions for achieving reduced content delivery latency and improved content acquisition reliability. Furthermore, edge caching, edge computing, and edge AI have great potential in 5G and B5G networks to enable the emerging technologies that will revolutionize our day-to-day operations [9], [28], [135]. For instance, edge caching and edge AI will have potential to revolutionize the automobile industry by integrating fully autonomous vehicles, IoT, and the environment. As a result, major investments have been made by world leading businesses focusing on the benefits of edge computing and edge AI [28]. Furthermore, it is assumed that most 5G and beyond networks will be based on decentralized and infrastructureless communication to enable devices to cooperate directly over D2D spontaneous connections [136]. The networks are designed to operate when needed without the support of a central coordinator or with limited support for synchronization and signaling. Thus, the networks assume content servers and UEs that manage part of the computing tasks locally to ensure fast feedback and low latency [136]. Considering these trends, research activities are now focusing on fully decentralized AI-enabled edge caching techniques. However, edge caching is a challenging decision making problem with unknown future content popularity and complex network characteristics [34]. To ensure optimal cache content placement, caching agents are equipped with AI-enabled learning models to predict the content popularity distribution and indicate what contents are likely to be requested by users.

Therefore, in this section, we discuss the strategies and performance features of the state-of-the-art AI-enabled edge caching solutions which were presented in sections II and III above. We classify the solutions into three categories according to the learning algorithm of the caching agents. Thus, we classify the solutions into DL-based, DRL-based, and FL-based edge caching solutions, as shown in Fig. 4 and Table 3. Hence, we present the features and performance characteristics of the DL-based, DRL-based, and FL-based edge caching frameworks. Specifically, we discuss the learning models of the caching agents which enable the caching agents to understand the user content request patterns and accordingly make intelligent cache decisions.

A. STRATEGIES AND LEARNING MODELS

In general, edge caching-enabled systems can be classified into centralized or decentralized/distributed caching systems [30]. Centralized edge caching systems are equipped with a cache-enabled edge device (ED) such as a base station which acts as a content server for all UEs in its coverage. When the ED receives content requests from a UE, it first checks if the contents requested by the UE are cached locally. If the
requested contents are available in the ED cache, then the ED can transmit the contents to the corresponding UE without requesting the contents from a remote cloud server [124]. Therefore, it reduces the latency and core network traffic. To avoid requesting content as much as possible, the ED updates its cache according to the user preferences. The user preferences may be affected by factors such as the user location, time of the day, current activities, and the type of the UE. Therefore, each time a request arrives, the ED first checks if the requested content is available locally so as to decide how to serve the UE. Then, the ED decides whether or not to update its cache based on the cache algorithm. The ED uses AI-enabled learning/training models to allow cognitive computing and help the devices understand the request patterns and accordingly make intelligent cache decisions [30], [84]. However, due to bandwidth, storage, and privacy concerns, centralized edge caching systems are often impractical [91]. The centralized caching algorithms may result in overconsumed network resources during the training and data transmission processes [74]. The effects of centralized caching schemes can become severe in dynamic and heterogeneous large-scale systems. The centralized edge caching frameworks can be realized through DL or DRL algorithms as shown in Fig. 4.

In decentralized caching frameworks, the systems may contain multiple cache-enabled EDs and UEs. Each ED is capable of serving the UEs in its coverage. The EDs serve the UEs from the cache when the requested contents are available locally. For the contents not cached locally, a request is generated by the ED to retrieve the content from the remote cloud server. Based on the request patterns, the EDs learn about the user preferences by using AI-enabled learning algorithms and accordingly make intelligent cache decisions [30]. Furthermore, the AI-enabled learning algorithms allow the systems to intelligently utilize the collaboration among the devices to exchange the learning parameters for better training and inference. Therefore, the frameworks are enabled to carry out dynamic system-level optimization and application-level enhancement while reducing excessive system communication load [85]. Decentralized caching schemes have shown to be able to address many challenges of centralized edge caching frameworks, as shown in the discussions below. The decentralized edge caching frameworks can be realized through DL, DRL, or FL algorithms as shown in Fig. 4. We discuss the DL-based, DRL-based, and FL-based caching schemes below.

1) DL-BASED EDGE CACHING

DL is a popular approach for edge caching in wireless networks. The increased popularity of DL in edge caching and wireless networks is mainly due to the following reasons:

- There is a huge amount of data traffic generated on the Internet. For instance, rapid advancement of IoT and social networking applications results in an exponential growth of the data traffic generated at the network edge [34], [79], [91], [137].
- The technique of DL has the ability to extract accurate information from raw data obtained from devices such as IoT devices which are deployed in complex environments [130].
- DL has the ability to learn (train) models using large amount of data [91].
- Due to its multilayer structure, DL is appropriate for the edge computing environment since it is capable of offloading parts of learning layers in the edge and then transfer the reduced intermediate data to the centralized cloud server [130].
- DL can extract new features automatically for different problems [130].

Thus, DL enables the integration of more intelligent functions in order to optimize the network operations and ensure in real-time, different needs of the emerging wireless applications [39]. With DL, devices are able to intelligently control their environment as well as proactively taking more adequate actions by learning and predicting the dynamic evolution of various network features such as the traffic pattern, content requests, mobility distribution, communication channel dynamics, and user context. For example, DL can precisely predict the home electricity power consumption using the data collected by smart meters, with the objective of improving the electricity supply of the smart grid [130]. It was shown in [82] that DL algorithms can perform better than other proactive caching algorithms. However, traditional DL schemes are cloud-centric and they require a stream of raw training data to be sent and processed in a centralized server [39], [74].
The process of sending streams of raw training data to a centralized server can result in several challenges, including slow response to real-time events in latency sensitive applications, excessive network communication resource consumption, increased network traffic, high energy consumption, and reduced privacy of training data [39], [43], [79], [87], [124], [137], [138]. Therefore, traditional DL frameworks may not be suitable in application scenarios with large-scale data that require low latency, efficiency, and scalability [87], [137]. Furthermore, it may be impractical to employ traditional DL frameworks in applications with privacy sensitive training data [39], [87]. Hence, a lot of research work is being done to implement decentralized learning frameworks, in which all the private data is kept where it is generated and only locally trained models are transferred to a central entity [24], [37], [39], [87]-[90].

As an example, the centralized DL framework proposed in [82] was able to predict user content request with high accuracy and deal with dynamic user requests based on the most up-to-date information. The framework proved to be useful in reducing the service delay and improving cache hit rate. However, the communication overhead was high. Also, there were concerns about the privacy of personal data. To address the problems, a DDL framework was proposed. The key difference between the DL and DDL frameworks was that, in the DL framework, all dataset was sent to a centralized server for the learning process to allow the devices to cache the globally most popular contents based on the global knowledge in the network. On the other hand, for the DDL framework, the dataset was learned locally with some exchanged information shared among the devices. Thus, the learning process was distributed and the caching was based on local UE’s most popular content. The global model at the server was updated according to the local trained models at the UEs. It was shown that the DDL framework achieved better results than the DL framework in terms of latency and cache hit rate. It was also shown that the DDL framework was able to learn the dataset faster than the DL framework as the number of EDs increased. However, DDL frameworks are not effective at handling not independent and identically distributed (non-IID) data [125], [139]. Decentralized learning schemes can be used to address the challenges of DL frameworks. In particular, the technique of FL can be employed to alleviate the challenges of DL frameworks [43], [125], [138], [140].

2) **DRL-BASED EDGE CACHING**

DRL edge caching schemes are not based solely on the content popularity information. The schemes employ DRL agents to observe enough features of the environment and ensure accuracy of the cache algorithms [30]. Thus, DRL caching systems are designed to be context-aware by intelligently exploiting context information of the users and statistical traffic patterns [34]. Context-aware caching algorithms are useful because the operating environment in mobile edge caching can be complex and dynamic. For example, user preferences in terms of content can be affected by the user contexts, such as location, personal characteristics, and device diversity which makes complicated patterns. Furthermore, the responses to user requests from EDs can be affected by the network conditions such as network topology, wireless channel, and cooperation among the EDs. Therefore, context awareness allows the caching agents to be aware of their operating environment so that they can make the right decisions when selecting appropriate content to be cached in the limited storage space at the right time, for maximizing the caching performance [34]. Moreover, due to the dynamic characteristics of wireless networks, the use of RL techniques ensures that the caching agents learn maximal rewards while interacting with the environment on trial and error basis [41], [141]. Therefore, RL schemes are employed to enable learning agents to deal with decision making problems by learning through interactions with the environment. Furthermore, the integration of DL and RL capacitates the caching agents to optimize their control in an environment by automatically learning knowledge directly from raw, high-dimensional observations [34].

As an example, Fig. 5 illustrates a DRL process for edge caching in IoT applications. In the process, the caching agent is directly trained with raw high-dimensional observation signals obtained by observing the state of the environment [131]. The signals can include user requests, context information, and network conditions. The agent is fed with the signals and outputs the action for the caching policy. Thus, according to the output, the agent selects a caching action and observes the reward of performing that action. Accordingly, the agent can adjust and improve its model based on the reward. The process is repeated until the agent model approaches the optimal model [131]. The process is similar in other application scenarios such as the Internet of connected vehicles (IoCVs) scenarios considered in [135]. However, in the IoCVs scenarios, the observation signals include other information such as the capabilities of the road side units and servers, parameters for computing tasks and requested content, and the vehicular mobility information such as the location and velocity.

Traditional DRL frameworks usually employ centralized learning schemes with a single caching agent and they are more suited for small scale network systems [30], [85], [86]. This is mainly because using one central agent for caching decision is not scalable and restricts the practical usage of the edge caching systems. Furthermore, a centralized DRL algorithm has limited functionalities. For example, with a centralized DRL caching algorithm, it may not be possible to employ multiple EDs which would employ unique caching strategies based on their corresponding user request and content access patterns. This can be a limitation considering that the content access patterns is significantly different among different EDs, especially for massively distributed, dynamic, and complicated environments. Moreover, since the DRL solutions employ algorithms that train agents by sharing their raw data, it can result in large amount of network resource consumption during the data transmission process [74].

The performance of the DRL frameworks can be affected by various factors such as the location where the DRL agent is trained, the form in which the training data is...
gathered, and how the update process of the DRL agents is proceeded and collaborated [85], [125]. For example, if the DRL agent is trained on the ED or remote cloud server, the following shortcomings may occur:

- In the case of IoT application scenarios with massive UEs, the training data may be in large quantities. Transmitting massive training data from the IoT devices to the ED will increase the burden on the wireless channels.
- May jeopardize the privacy of personal data since the uploaded training data might be privacy-sensitive.
- If the training data is transformed for privacy protection, the proxy data received by the EDs become less relevant [85], [125].

On the other hand, if the training of the DRL agent is done in a distributed approach by training the DRL agent on the UEs, the following shortcomings may occur:

- Consumes long time or even impossible to train each DRL agent well from scratch.
- Extra energy wasting is caused by the standalone training of separate DRL agents [74], [85], [125].

Also, many DRL frameworks are not able to handle unbalanced and non-IID data or cope with the privacy issues [85]. Moreover, the schemes achieve reduced performance when UEs and network states are heterogeneous [9], [85]. To address the shortcomings, it is practical to adopt distributed DRL training through the use of FL. The superiority of the FL-based approaches over DRL approaches was demonstrated in [74], [85], [125].

When a dynamic and heterogeneous large-scale IoT application scenario similar to the scenario in [125] is considered, the DRL techniques are efficient in finding optimal training policy in the dynamic edge system but require abundant computation resources [74], [125]. Therefore, in situations with diverse, massively distributed dynamics, and complicated conditions such as spectrum sharing in vehicular network and traffic signal control, DRL can be integrated with multi-agent learning to expand the learning capacity through MADRL [86]. The MADRL approach is decentralized and allows each ED to adaptively learn its own best policy in conjunction with other edges and is capable of achieving collaborative intelligence for edge caching environment that needs cooperation and competition [86]. Furthermore, MADRL schemes are capable of solving the problems of centralized DRL. In [30], [86], it was shown that MADRL frameworks are capable of achieving better performance than centralized DRL frameworks in terms of content access latency, cache hit rate, and traffic cost.

3) FL-BASED EDGE CACHING

FL is an emerging technique that trains distributed ML models with the locally distributed datasets, without sending raw data to a centralized server [88], [142]. The technique was first presented by Google in 2016 [143]. FL is achieved by exchanging only model parameters learned locally at each UE [85], [141], [143], [144]. Furthermore, FL presents unique and attractive features that facilitate collaborative training of local learning models without compromising the privacy of training data [9], [24], [41], [140]. In general, FL presents an efficient training pattern which involves three main phases as demonstrated in Fig. 6. In phase 1, the global model on the server initializes model parameters and then all the UEs download the shared global model. In phase 2, each UE trains the model on its local data independently. Thus, each UE computes an individual update based on its local dataset. In phase 3, all local trained models are uploaded to the server via a secure protocol tunnel and are aggregated to learn a new global model. Then, the new global model is sent back to the UEs.
The learning process is iterated for many communication rounds until the global model is able to converge to the global optimal, a threshold level is achieved, or a desirable training accuracy is achieved [24], [141], [143]. To ensure reduced communication cost, FL frameworks employ selective communication such that only the important or relevant updates are transmitted in each communication round [37]. Only the model parameters or gradients are transmitted instead of the raw data. Hence, the FL frameworks employ algorithms that ensure the information that needs to be uploaded is the minimal update which is necessary to improve the accuracy of the global model [37]. When real-time decisions are made locally at the UEs, latency is significantly reduced compared to when decisions are made at the server before transmitting them to the UEs. Also, due to the distributed learning models, FL algorithms have shown to be more practical in large-scale edge caching systems [9].

According to [139], FL edge caching frameworks are suitable for problems with the following properties:

- Training on real-world data from mobile devices provides a distinct advantage over training on proxy data that is generally available in the server.
- The data is privacy sensitive or large in size (compared to the size of the model), so it is preferable not to log it to the server purely for the purpose of model training.
- For supervised tasks, labels on the data can be inferred naturally from user interaction.

We highlight the two key unique features of FL as compared to centralized learning as follows:

- The learned model is shared between the UEs and the cloud server. However, the training data which is distributed on each UE is not available to the cloud server.
- Instead of the cloud server, the training of the learning model occurs on each UE. The cloud server receives the local gradients and aggregates these gradients to obtain a global gradient and then send the global gradient back to all the UEs [138].

Furthermore, we highlight the unique properties of FL as compared to other decentralized ML algorithms as follows:

- **Non-IID data** - The training data on a given UE is typically based on the usage of the device by a particular user, the wireless environment the UE experiences, the computation capability of the UE, and the energy consumption of the UE. Hence, any UE local dataset will not be representative of the training data of all UEs [85], [139]. In FL, the challenge of non-IID data can be met by merging the updates of the models by using the FederatedAveraging (FedAvg) mechanism [85].

- **Unbalanced data** - Some users will make intensive use of a service or app than others. This can result in varying amounts of local training data. Furthermore, some UEs may have more computation tasks to be handled and some may experience more states of mobile networks. This can result in unbalanced training data among the UEs [85], [139]. Also, this challenge can be handled by the FedAvg mechanism [85].

- **Limited communication** - UEs are frequently and unpredictably offline, on slow or expensive connections, or they are allocated with poor communication resources [85], [139]. However, in FL, using additional computation could decrease the
consumption of communication rounds needed to train a model. Moreover, FL only asks a part of UEs, in one round, to upload their updates. As a result, FL handles the situations where UEs are often unpredictably offline [85].

- **Privacy preservation** - FL has the ability to collaboratively train a learning model on their individually gathered data, without revealing their privacy-sensitive data to a centralized server [88], [138], [144], [145]. Also, the information that needs to be uploaded to the server is the minimal update necessary. This feature is particularly useful since in many real-world applications, datasets from UEs are often privacy-sensitive and it is often difficult for servers to guarantee building models of high quality. The techniques of secure aggregation and differential privacy can also be applied to ensure privacy preservation of data in the local updates [37], [85].

It is important to note that the FedAvg algorithm is a baseline algorithm presented in [139]. There exist many state-of-the-art algorithms with better performance than the FedAvg. For example, a new FL mechanism, FedOpt, was recently proposed in [138]. It was shown that the FedOpt is capable of achieving high accuracy, communication efficiency, and privacy preservation to outperform the FedAvg. Also, the HierF AVG mechanism in [146] presented improved communication efficiency to outperform the FedAvg. Similarly, the CE-FedAvg mechanism in [147] presented improved communication efficiency to outperform the FedAvg. We present the details of the FedOpt, HierF AVG, and CE-FedAvg mechanisms in later paragraphs.

Several benefits of using FL in edge caching systems were demonstrated in [37], [80], [85], [87]. We summarize the benefits as follows:

- **System becomes more cognitive** - In systems with a large number of UEs, the UEs can acquire various, abundant and personalized data for updating the global learning model. The data could include the quality of the wireless channel, the remaining battery life and the energy consumption, and the immediate computation capability. On the EDs, the cognitive data could include the computation load, the storage occupation, the number of wireless communication links, and the task queue states waiting for handling. As a result, the use of abundant and personalized distributed data instead of centralized training data ensures the system is more cognitive.

- **System becomes more robust** - Since FL can address the key issues such as the availability of the UEs, unbalanced data, and non-IID data, the performance of the systems is not easily affected by the unbalanced data or poor communication environment. Furthermore, its ability to handle non-IID data allows massive UEs in different wireless environments to train their own learning models without considering the overall negative effects.

- **Improved flexibility** - In FL, additional computation could be used to decrease the number of communication rounds required to train a model. The additional computation can be achieved by increasing the computation per UE. Therefore, UEs can decide to vary the number of mini-batches in training to adjust the communication cost.

- **Reduced network traffic and energy consumption** – The decentralized training can significantly reduce the network traffic and energy consumption by sending only the features of interest rather than the stream of raw data.

- **Stability despite loss of connectivity** - FL does not rely on synchronization among learners. Hence, even during a loss of connectivity between the EDs and UEs, the UEs can still build their local models. The feature is particularly important for highly dynamic and mission-critical applications [80].

Although the FL frameworks present promising results, the technique of FL has two main challenges. The technique suffers from the limitations of massive communication overhead and non-IID data [90], [148]. This is mainly because the accuracy of FL algorithms is significantly reduced when highly non-IID data is used as compared to when IID data is used. The communication overhead of FL mainly comes from the global model aggregation and update [37], [138], [145]-[148]. For instance, there exists FL algorithms that require each UE to communicate its full gradient update during each epoch. Often, the update is the same size as the fully trained model, where the trained model could be in the size of gigabytes based on the learning architecture, and its millions of parameters. The size can increase to reach petabytes when the training is conducted on large-scale datasets that require thousands of training epochs [138]. The FedAvg is a good example of FL algorithms that suffer from massive communication overhead. In [142], it was shown that the communication overhead in FL can impact other parameters such as the model accuracy and training time.

For instance, when dynamic and heterogeneous large-scale IoT scenarios in [74], [85], [125], [142], [147] are considered, FL algorithms can be employed to enable the resource-constrained IoT devices to learn a shared learning model without centralizing the training data. However, the FL algorithms may achieve reduced accuracy compared to DRL algorithms, although the difference may be relatively negligible. As an example, the observations in [85], [125] show that it may not be feasible to perform fast training in FL. Thus, when FedAvg algorithm is used, learning takes a long time of training as well as inferring according to the required accuracy level. This is mainly because the FL algorithms require at least several effective model aggregations. In another scenario, in [37], it was shown that FL might involve heterogeneous devices with varying resource constraints. For instance, the devices can have different computing capabilities such as CPU states and battery level. Also, the devices can have different levels of
willingness to participate. Considering the distributed nature of training across the numerous devices, it becomes possible to have free ridership [37]. Concerning the privacy preservation property of FL, it was shown in [37], [43], [140], [144] that some of the existing FL frameworks may still be susceptible to various privacy attacks.

In general, there are two main approaches to reduce communication overhead during the model training in FL:

- Reducing the total bits transferred for each UE update.
- Reducing the total number of updates transferred for each UE.

Therefore, [37], [90], [138], [145], [146]-[148] presented various mechanisms to address the challenges of massive communication overhead in FL. For instance, to address the challenges of the traditional FedAvg algorithm, novel FL frameworks were proposed in [138], [142], [146], [147]. The FedOpt framework in [138] was designed to address some challenges of the state-of-the-art FL frameworks. In particular, FedOpt addresses the challenges of massive communication overhead and privacy preservation. To ensure improved performance, FedOpt designs a new data compression algorithm and then integrates an efficient encryption technique with differential privacy. Similarly, the HierFAVG framework in [146] and CE-FedAvg framework in [147] achieved improved communication efficiency. The main idea of the CE-FedAvg was to update the FedAvg algorithm by reducing both the number of rounds taken to converge to a given accuracy and the total data uploaded during training over FedAvg. To ensure reduced communication overhead, CE-FedAvg employs a new compression technique. In the case of the HierFAVG framework, the main idea was to employ an intermediary structure in a hierarchical FL architecture so as to reduce the communication rounds between UEs and the servers. In particular, the HierFAVG algorithm allows multiple local aggregations at each ED before one global aggregation. Thus, the communication between the servers occurs only once after an interval of multiple updates. In contrast, the traditional FedAvg algorithm presented in [139] allows the global aggregation to occur more frequently since no intermediate edge server aggregation is involved.

A different strategy was considered in [145]. Instead of reducing the total bits transferred in each update via data compression, [145] presented an orthogonal approach that identifies irrelevant updates made by the UEs and precludes them from being uploaded. Therefore, [145] proposed the communication-mitigated federated learning (CMFL) algorithm that provides the UEs with the feedback information regarding the global tendency of model updating. Each UE checks if its update aligns with the global tendency and if it is relevant enough to model improvement. Therefore, by avoiding uploading the irrelevant updates to the server, CMFL reduces the communication overhead significantly while still guaranteeing the learning convergence.

In [148], [149], it was considered that it is more advantageous to employ analog transmission for global model aggregation than digital transmission. Furthermore, [148] presented that when digital transmission for global model aggregation was used, it resulted in increased communication latency as the number of UEs increased. Therefore, [148] presented an analog aggregation mechanism to reduce the communication overhead with respect to the number of UEs. Also, data redundancy was introduced to the system to deal with non-IID data. In [90], it was demonstrated that personalized federated learning can significantly reduce the performance degradations caused by the non-IID distribution. Therefore, [90] proposed a personalized federated learning framework to achieve high accuracy and reduced communication overhead. The framework considered lightweight models to ensure support for large-scale intelligent IoT applications. The work in [90] demonstrated the effectiveness of the FL frameworks through a case study of human activity recognition task. On the other hand, some interesting FL approaches were proposed in [150], [151]. The approach in [150] aimed to improve the communication efficiency and model performance for COVID-19 detection while [151] focused on utilizing FL mechanisms in a human mobility prediction framework to ensure good prediction performance and privacy protection of personal data on the UEs.

B. PERFORMANCE STUDY

The discussions in section V (A) show that the performance of the DL-based, DRL-based, and FL-based edge caching solutions can be affected by the type of learning algorithms used by the caching agent. For example, it is presented that the caching solutions present different performance when centralized or decentralized learning algorithms are used. It is discussed that decentralized algorithms present better performance than centralized algorithms. Therefore, in Table 3, we present a summary of the performance features of representative DL, DRL, and FL edge caching solutions. The solutions are adopted from [30], [74], [82], [84]-[86], [125], and [131]. Furthermore, we investigate the performance of the solutions. Our investigations are based on the analysis and evaluations performed in [30], [74], [82], [84]-[86], [125], [131].

The performance of the DL, DRL, and FL edge caching solutions is compared to the performance of two baseline solutions, the least recently used (LRU) and least frequently used (LFU) caching solutions which are commonly used by content providers [30], [86]. In the LRU algorithm, the system keeps track of the most recent requests for every cached content. When the cache storage becomes full, the cached content which is requested least recently, is replaced by the new content [30], [74]. For the LFU algorithm, the system keeps track of the number of requests for every cached content. When the cache storage becomes full, the cached content which is least frequently requested, is replaced by the new content [30], [74]. We compare the performance of the solutions in terms of content delivery
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### TABLE 3. Performance features of DL, DRL, and FL edge caching frameworks.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Limitation</th>
<th>Example solution</th>
<th>Objective</th>
<th>Learning model</th>
<th>Performance</th>
</tr>
</thead>
</table>
| DL-based edge caching | • Traditional DL-based optimization and prediction schemes take a long running time of recursions for converging to the optimal model.  
• In centralized schemes, sending streams of raw training data to server can increase network traffic and energy consumption.  
• Most schemes cannot handle non-IID data or privacy preservation issues. | DLs [84]          | • Reduce latency and backhaul network traffic for 5G mobile video streaming. | • Decentralized DL algorithm. | • Lower latency than LRU and LFU.  
Higher cache hit rate than LRU and LFU. |
|                    |                                                                            | DLs2 [82]        | • Reduce service delay for UEs and error of content demand prediction.   | • Centralized DL algorithm.  | • Lower latency than LRU and LFU.  
Higher cache hit rate than LRU and LFU.  
Higher latency than DDLs.  
Lower cache hit rate than DDLs. |
|                    |                                                                            | DDLs [82]        | • Reduce service delay for UEs and error of content request prediction while preserving privacy of UEs data. | • Decentralized DDL algorithm. | • Lower latency than LRU, LFU and DDLs.  
Higher cache hit rate than LRU, LFU and DDLs. |
| DRL-based edge caching | • Requires intensive computation capacity for finding optimal model particularly in large-scale data.  
• Achieves reduced performance when UEs and network states are heterogeneous.  
• In large-scale data with massive UEs, centralized DRL schemes incur increased traffic on uplink wireless channels.  
• In large-scale data with massive UEs, it is challenging to perform decentralized DRL due to relatively weak computation capability of UEs. Also, it takes long time to train the DRL agent.  
• Decentralized DRL increases the energy cost at the UEs.  
• Most schemes cannot handle unbalanced and non-IID data or privacy preservation issues. | DRLs [131]       | • Minimize communication cost and loss of data freshness in IoT applications. | • Centralized DRL algorithm.  | • Significantly lower latency than LRU and LFU.  
Significantly higher cache hit rate than LRU and LFU.  
Higher latency than MADRLs.  
Lower cache hit rate than MADRLs.  
Higher cache hit rate than DRLs.  
Lower latency than DRLs.  
Higher cache hit rate than DRLs. |
|                    |                                                                            | MADRLs [86]      | • Minimize content access latency and traffic cost in diversified 5G video streaming environment. | • Decentralized MADRL algorithm. | • Significantly lower latency than LRU and LFU.  
Significantly higher cache hit rate than LRU and LFU.  
Lower latency than MADRLs.  
Higher cache hit rate than MADRLs.  
Higher cache hit rate than DRLs.  
Lower latency than DRLs.  
Higher cache hit rate than DRLs. |
|                    |                                                                            | DRLs2 [30]       | • Improve cache hit rate in media-enabled applications.                  | • Centralized DRL algorithm.  | • Higher cache hit rate than LRU and LFU but lower than MADRLs2. |
|                    |                                                                            | MADRLs2 [30]     | • Reduce latency and improve cache hit rate in media-enabled applications. | • Decentralized MADRL algorithm. | • Lower latency than LRU, LFU, and DRLs2.  
Higher cache hit rate than LRU, LFU, and DRLs2. |
| FL-based edge caching | • When traditional algorithms such as FedAvg is used, FL suffers from a large number of communication rounds to convergence with non-IID datasets. Also, has high communication overhead. | FedDRLs [74]     | • Reduce latency, performance loss, and backhaul traffic while improving hit rate in IoT systems. | • FL-based DRL algorithm.  | • Significantly lower latency than LRU and LFU.  
Significantly higher cache hit rate than LRU and LFU.  
Latency and cache hit rate are comparable to a centralized DRL scheme. |
|                    |                                                                            | FedDRLs2 [85]    | • Make mobile communication system cognitive and adaptive, reduce network traffic, and achieve near-optimal performance with low overhead of learning. | • FL-based DRL algorithm.  | • Significantly higher cache hit rate than LRU and LFU.  
Cache hit rate is comparable to a centralized DRL scheme. |
|                    |                                                                            | FedDRLs3 [125]   | • Reduce transmission costs between IoT devices and EDs.                  | • FL-based DRL algorithm.  | • Transmission time is comparable to a centralized DRL. |
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latency and cache hit rate. The cache hit rate is used to show how frequently the requested content is found in the local cache [30], [86]. Therefore, we assume that cache hit rate indicates the content acquisition reliability. That means, a high cache hit rate corresponds to high content acquisition reliability.

It is shown in Table 3 that the DL, DRL, and FL edge caching solutions are capable of achieving improved performance in terms of content delivery latency and cache hit rate to outperform the LRU and LFU solutions. The main reason for the poor performance in the LRU and LFU solutions is that, the algorithms in LRU and LFU do not consider the popularity of contents in the future. As a result, the solutions do not adapt well to the dynamically changing content popularity and they achieve low cache efficiency [89], [113]. For instance, the LFU framework is not able to reach a good performance in IoT environment because it does not consider the saltation and timeliness of the IoT data popularity [113]. It was also shown in [74], [84], [86] that the DL, DRL, and FL edge caching solutions are capable of achieving reduced backhaul network traffic to outperform the LRU and LFU solutions.

On the other hand, Table 3 shows that although the solutions with centralized DL, DRL, and FL algorithms perform better than the LRU and LFU solutions, the centralized solutions present reduced performance when compared to the solutions with decentralized algorithms. For example, it was shown in [82] that a DDL solution performs better than a centralized DL solution in terms of latency and cache hit rate. Furthermore, since the DDL framework only needs to collect the trained models from the EDs without considering any raw dataset transmission, the DDL framework was able to achieve reduced communication overhead. Also, the DDL was able to learn the dataset faster than the centralized DL as the number of the EDs was increased. It was also presented in [30], [86] that decentralized MADRL frameworks achieve better performance than centralized DRL frameworks. As an example, when a massively vibrant, diversified, and distributed video streaming environment was considered in [86], a decentralized MADRL framework presented better performance than a centralized DRL framework in terms of video access latency and the traffic cost. In [85], it was revealed that a FL scheme can consume significantly lower communication resources than a centralized DRL framework. In [85], [125], it was presented that the FL-based solutions achieve a lower number of dropped tasks, queuing delay, and transmission energy to outperform the DRL solutions.

Conversely, when the performance of the FL frameworks was investigated in [74], [85], [125], it was revealed that although FL schemes can address the challenges of DRL and DL frameworks, the FL schemes are less capable of achieving significantly improved performance in terms of content access latency and cache hit rate. For example, the performance of the FL schemes in [74], [85], [125] was comparable to the performance of the centralized DRL schemes once the model aggregation of FL was performed several times. That means, for the FL algorithms to achieve the performance level of the centralized DRL algorithms in terms of content access latency and cache hit rate, the FL algorithms must allow several rounds of model aggregation. On the other hand, it was pointed out in [74], [125] that the performance level of the FL schemes is reasonable since the FL schemes assume more practical network conditions. As an example, the centralized DRL scheme considered in [74], [85], [125] assumed that the massive training data can be successfully uploaded to the ED without loss or delay. Considering the limitations of wireless channels, the assumption made by the DRL scheme may be impractical. Moreover, the work in [37], [85] considered the challenge that when non-IID datasets are used, FL algorithms incur large number of communication rounds to converge to the global optimal. Consequently, [37], [85], [90] highlighted the technique of transfer learning as a potential solution for the challenge. Thus, [37], [85], [90] considered the use of transfer learning technique to improve the learning efficiency of the FL algorithms. It was pointed out in [37] that the transfer learning technique can ensure training is not initialized from scratch. In [90], it was demonstrated that personalized federated learning can significantly reduce the performance degradations caused by the non-IID data.

VI. SUMMARY AND DISCUSSIONS

There exists many solutions to guarantee low latency and reliable communications in 5G and beyond networks. We have discussed various techniques and solutions which are based on the mechanisms of configurable subcarrier spacing, grant-free access, edge computing, edge caching, in-network caching, network slicing, dynamic multiplexing, latency sensitive scheduling schemes, TSN, and DetNet.

It is considered that 5G and beyond networks will assume decentralized and infrastructureless communication to enable devices to cooperate directly over D2D spontaneous connections. The networks are designed to operate when needed without the support of a central coordinator or with limited support for synchronization and signaling. Thus, the networks assume content servers and UEs that manage part of the computing tasks locally to ensure fast feedback and low latency [136]. Hence, 5G and beyond networks will experience a shift from the conventional cloud-based computing setting to edge computing systems. Different from the cloud-based computing systems which aggregate the computational resources in data centers, the edge computing systems deploy computational power at the network edges. The shift is beneficial for applications that demand URLLC, as well as supporting resource-constrained nodes reachable only over unreliable network connections. Together with the development of AI-enabled technologies, future networks will be able to utilize local data to conduct intelligent inference and control on many activities to ensure low latency and reliable communications in various application scenarios, including 5G video streaming services, smart cities, social IoT, intelligent transport systems, and IIoT.

It is observed that FL is a viable mechanism in 5G and beyond networks. FL edge caching frameworks guarantee...
many advantageous performance features for future intelligent networks. The frameworks are capable of addressing the challenges of the conventional centralized and decentralized edge caching schemes. In particular, the FL schemes present significant performance gains over DL and DRL schemes. It is shown that the advantages of using FL edge caching include ability to handle non-IID distributed and unbalanced data, the systems become more cognitive and robust, improved system flexibility, availability of larger data for training, reduced network traffic and energy consumption, and privacy preservation of training data. Thus, FL frameworks are highly feasible in mission-critical and privacy-sensitive applications such as e-healthcare, remote education, and urban vehicular networks. However, traditional FL algorithms incur high communication overhead due to the process of global model aggregation and update. Therefore, recent studies are investigating the approaches for achieving reduced communication overhead in FL schemes.

Furthermore, it is shown that 5G networks will focus on machine-based vertical applications such as autonomous driving, unmanned aerial vehicle services, autonomous services, robotic applications, and IIoT. These applications require deterministic and bounded ULL. Furthermore, in some cases, high data rate is required for transporting video feeds from cameras that are used to control vehicles and robots. In application scenarios such as autonomous driving and industrial automation and control systems, the required data rates and bounded ULL are achieved by employing the mechanisms of TSN and DetNet standards.

Therefore, considering the popularity of intelligent transport systems and industrial automation and control systems in 5G and beyond networks, we assume that the enabling techniques which are based on mobile edge AI, FL, TSN, and DetNet will play important roles in 5G and beyond networks, to bring numerous benefits and boost the economy. For example, with mobile edge intelligence and FL it may be possible to devise future intelligent Internet of vehicles which is an emerging paradigm for the automobile industry. Automakers and their suppliers are responsible for 3% of the United States gross domestic product (GDP), and no other manufacturing sector generates as many jobs in the United States [28]. In 2018, the United States and China, the two largest automobile markets, sold 17.2 and 23.2 million passenger cars, respectively [28]. Moreover, automotive manufacturers and technology companies, such as Tesla, Google, Mobileye, and Uber, are investing heavily in intelligent vehicles, with the 2018 Audi A8 being the first self-driving car available in production [28].

VII. OPEN ISSUES AND OPPORTUNITIES
In this section, we outline the technical challenges and open issues in the mechanisms of configurable subcarrier spacing and sTTI, grant-free access, scheduling and multiplexing schemes, network slicing, edge caching, in-network caching, TSN, and DetNet.

A. CONFIGURABLE SUBCARRIER SPACING AND sTTI
To ensure URLLC, several challenges and system design tradeoffs are incurred. The tradeoffs may be in the form of sTTI versus control overhead, spectral efficiency versus latency, reliability versus latency and rate, device energy consumption versus latency, or energy consumption versus reliability [1], [45], [52]. Therefore, the tradeoffs must be considered during the system designing. For example, to achieve low latency, spectral efficiency penalty may be incurred due to HARQ and sTTI. Thus, a system characterization of spectral efficiency versus latency in a multiple access and broadcast system must consider issues such as bursty packet arrivals and a mixture of low latency and delay tolerant traffic [45]. In another example, fewer participating edge caching nodes can provide better reliability, but it can also result in increased latency. Therefore, there is an opportunity for further research to address the issues concerning the tradeoffs between latency and reliability. Some of the tradeoff issues were considered in [45].

B. SCHEDULING SCHEMES AND NETWORK SLICING
When the coexistence of eMBB and URLLC traffic must be ensured, the queuing effect may have a significant impact on the performance of URLLC because of the hard latency requirements [17]. This is mainly due to the different scheduling granularity. These issues can benefit from further research. Furthermore, there are many issues that need to be addressed before the practical implementation of network slicing becomes a reality [66]. For instance, more research is required to devise flexible network slices allocation policies which are able to adapt their behavior to the customer requests. The analysis of customer behavior is one of the hardest challenges during the prediction of customer requests [66]. In some scenarios, it is important to consider the privacy issues related to collection of sensitive user data. In such scenarios, FL frameworks may be considered [66].

In [133], it was highlighted that a major network slicing requirement is traffic isolation and security enforcement. This is mainly because each network slice should not be able to access the traffic or other information of other slices/services. Therefore, there is an opportunity for further research on the issues of communication efficiency, traffic isolation, and security. Some of the issues were considered in [133], [152]. On the other hand, it is observed that more studies are required to devise FL frameworks for network slicing. For example, a recent work in [66] was the first study to employ FL mechanisms for network slicing. Therefore, future research may focus on exploiting the benefits of FL algorithms for network slicing, especially in privacy-sensitive applications.

C. GRANT-FREE ACCESS
It was shown in [53] that in grant-free access techniques, the mechanism of data replication might be ineffective and it cannot support URLLC for services with sporadic traffic. This is mainly due to the impact of self-collisions. Therefore, it is recommended that new approaches should be considered to minimize collisions between UEs sharing radio resources. However, the new approaches cannot be based either on grant-based or semi-persistent scheduling. This is mainly due to the fact that grant-based scheduling introduces additional latency due to the exchange of
messages between the UEs and the base station for assigning the radio resources. Furthermore, semi-persistent scheduling with dedicated resources inefficiently utilizes the available resources when considering dedicated resources and sporadic traffic. Future research should devise new grant-free scheduling approaches by considering the use of sensing mechanisms or full duplex techniques that can reduce packet collisions [53].

D. EDGE CACHING AND IN-NETWORK CACHING

Although many studies have been done to address the issues of edge caching and in-network caching, many issues remain open for more research. For example, the work in [34], [89], [113], [120], [131] considered the future popularity of content while making cache decisions. In [113], various fundamental questions about IoT data popularity and related popularity-based caching were considered. However, it was highlighted in [120] that in IoT devices with limited caching resources, caching the most popular content may not always be the optimal strategy. Instead, in such scenarios, probabilistic caching strategies may be considered where the contents are independently placed according to their caching probabilities. Therefore, there is an opportunity for more exploration on the idea of content popularity and probabilistic caching strategies for making the cache decisions. Furthermore, it was pointed out in [85] that general DL-based optimization and prediction schemes take quite a long running time of recursions for converging to the results, which is inappropriate for URLLC traffic. To achieve the required performance, caching solutions should be able to provide differentiated support for various types of services, and fine-grained collaborative scheduling of the AI tasks over the edge nodes and mobile devices should be accelerated in nearly real-time. In addition, it was discussed in [9] that edge computing techniques can be integrated with various other techniques to solve several challenges of 5G and B5G networks. For example, it was highlighted that the 5G and B5G networks can benefit from the integration of edge computing techniques with other technologies such as NOMA, mmW, and mMIMO. In particular, the coexistence of edge computing techniques with mmW and mMIMO is necessary to enable massive wireless connectivity with high data rates, low latency, and large computing capabilities. Thus, future research can focus on investigating the methods for achieving the integrations.

New solutions which are based on FL frameworks are effective at addressing multiple challenges, as shown in [37], [66], [87], [88]. With FL algorithms, it is possible to address the latency and reliability issues together with energy, bandwidth, data privacy, and security concerns. Despite the apparent prospects, there are many open issues for further research. For example, although the existing FL frameworks present promising results when used in edge caching systems, it was shown that for FL frameworks to achieve a target accuracy, they require several communication rounds for model aggregation and update. Thus, there is a need for further research to improve the communication efficiency of FL. Some of the techniques for improving the communication efficiency of FL were highlighted in [37], [85], [138]. In [148], [149] it was considered that it is more advantageous to employ analog transmission for global model aggregation than digital transmission. Therefore, future research may focus on investigating the techniques for analog transmissions where the global model is broadcasted by the remote server in an uncoded manner. On the other hand, it was presented in [85] that more research can be done to investigate how the technique of transfer learning can be used to reduce the learning time in FL algorithms. The transfer learning techniques can be used to increase the efficiency of training by ensuring training is not initialized from scratch [37]. The use of transfer learning technique was also discussed in [37], [41], [90], [141].

In [90], it was discussed that personalized federated learning approaches can be used to address the device heterogeneity challenges of FL in complex IoT environments. Thus, it is important to perform personalization in device, data, and model levels so as to mitigate heterogeneities and attain high-quality personalized model for each device. Consequently, future research should investigate the operational features of the emerging personalized federated learning approaches such as federated transfer learning, federated meta learning, federated multi-task learning, and federated distillation. Moreover, more research is needed to improve the performance of FL frameworks as it was shown in [39], [43], [140] that although the frameworks are effective at reducing latency, they may be less effective at guaranteeing the required data privacy. Several issues regarding FL techniques were discussed in the recent work of [37], [39], [40], [90], [138], [142], [144], [146], [147], [152]-[154]. The work in [154] discussed the technical challenges of applying FL in vehicular IoT, and highlighted the necessary improvements that should be made for IoT technologies. It highlighted that in order to achieve a seamless integration of FL and vehicular IoT applications, it is important to do further investigations and design vehicular environment-aware FL protocols and algorithms.

E. ON-DEVICE ML AND AI

It can be challenging to ensure URLLC in IoT devices through the use of on-device AI. This is mainly due to the fact that most of the IoT devices have limited resources including limited storage and computational capabilities. Hence, the devices may not be able to carry out AI-based or machine learning algorithms effectively while meeting the reliability and latency requirements [4], [85]. Therefore, there is an opportunity for more research to devise DL algorithms which are better suited for the resource-constrained IoT devices. As an example, the study in [130] presented DL algorithms which are more suitable for the IoT devices. In [136], [142], FL algorithms were presented for resource-constrained IoT devices. Also, the challenges for deploying traditional FL algorithms in complex IoT environments were considered in [90].

The recent work in [8] presented a different perspective for URLLC. It stated that information latency might be more relevant than communication latency for URLLC in wireless networked control (WNC) systems such as autonomous
driving and the IoT. For instance, in wireless networked factory automation, several control centers collect status information from distributed terminals through a wireless network and then disseminate the control signals to actuators that carry out the actions. Control is based on the perceived information and status of the physical world and the virtual world. Therefore, [8] defined information latency between the virtual and physical worlds as a rational measure of the time periods elapsed since the last true statuses of the physical world are observed and input to the virtual world. Thus, information latency is directly related to the information timeliness observed at the control decision maker. When the physical world is completely synchronized with the statuses of the virtual world, the information latency becomes zero, URLLC is achieved, and the communication between multiple TSN networks is essential to support a wide range of future applications spanning from time-sensitive to delay-tolerant applications with flow level scheduling capabilities. Thus, it is important to explore the TSN standards for connecting and communicating with external TSN and non-TSN networks specifically for inter-operating networks. In the case of the IEEE 802.1CM standard, it is observed that the delay and synchronization aspects have been specified in the standard. However, more research is required to specify the issues of security and reliability. Moreover, the deterministic TSN network behavior has so far been generally applied to a closed network, covering only the scope of in-vehicle networks and industrial automation. Nevertheless, the connectivity to external networks, such as cellular and WLAN networks, will enhance the capabilities of the TSN networks. Therefore, future research may focus on finding the mechanisms to ensure connectivity between multiple closed TSN architectures.

The work in [156], [159] discussed the open issues regarding the mechanisms for the integration of TSN and 5G while [158] focused on highlighting the open issues for investigations to analyze the impact of conveying time-sensitive and best-effort traffic on a common metro infrastructure. It was observed that in order to achieve seamless integration of 5G and TSN, it is necessary to do further investigations on the configuration and scheduling mechanisms. This is mainly because the support of TSN functionalities in 5G alone are not sufficient to provide the necessary performance required by TSN. It was shown that depending on the application configuration and inter-arrival time of frames belonging to different streams, provable service guarantees on reliability and latency vary widely. Thus, in order to achieve a feasible integration of 5G into TSN, it is important for future research to consider the effects when devising an end-to-end scheduling, in order to assign resources on the shared wired and wireless link to the respective streams efficiently. Moreover, the work in [155] presented an overview of ongoing standardization activities in 3GPP on the topic of integration of 5G and TSN for future industrial communication infrastructures. Also, the work discussed several issues and open topics related to the requirements of an integrated industrial network.

The work in [96] considered the issue of real-time scheduling of massive data in TSN with a limited number of schedule entries. It pointed out that in industrial applications, the backbone network connects multiple industrial field networks together and has to carry massive real-time packets. However, the off-the-shelf TSN switches can deterministically schedule no more than 1024 real-time flows due to the limited number of schedule table entries. The excess real-time flows have to be delivered by best-effort services because the switch only supports the two scheduling services. The best-effort services can reduce average delay, but cannot guarantee the hard real-time constraints of industrial applications. Therefore, future research can focus on exploring the approaches to make a limited number of schedule table entries support more real-time flows. In [157] it was discussed that the use of one-level frame preemption paradigm in IEEE 802.1 Qbu standard can result in a challenge that some preemptable frames can still suffer long blocking periods, irrespective of their individual priority levels. Therefore, to address the challenge, [157] proposed the use of multi-level preemption paradigm. Thus, based on the findings of [157], future work should investigate the use of multi-level preemption techniques for the IEEE 802.1Qbu standard. The use of semi-persistent scheduling mechanisms for TSN was considered in [11], [159]. In [159], it was presented that the use of semi-persistent scheduling in the downlink or configured scheduling with periodic resources can ensure support for periodic traffic. However, more research is required to analyze the issues concerning traffic periodicity when the scheduling mechanisms are employed.

On the other hand, it was highlighted in [16] that although DetNet focuses on the network layer (L3) and higher layers, DetNet relies on the time sensitive link layer to establish the deterministic L3 packet flow properties. Hence, it is important to devise DetNet mechanisms which are independent of the time sensitive link layer to allow wide adoption of DetNet. Therefore, future research should consider investigating various techniques for improving the practicality of the TSN and DetNet protocols while promoting DetNet mechanisms which are independent of the time sensitive link layer.

F. TSN AND DETNET STANDARDS

The TSN and DetNet standards present some promising mechanisms in traffic flows with deterministic ULL. The standards ensure traffic flow adapts to the desired delay bound and receives immediate and highly robust delivery. However, several issues remain open for more research as shown in [16], [96], [98], [155]-[159]. For instance, it was presented in [16] that reliable, secure, and low-latency communication between multiple TSN networks is essential to support time-sensitive applications with flow level scheduling capabilities. Thus, it is important to explore the TSN standards for connecting and communicating with external TSN and non-TSN networks specifically for inter-operating networks. In the case of the IEEE 802.1 CM standard, it is observed that the delay and synchronization aspects have been specified in the standard. However, more research is required to specify the issues of security and reliability. Moreover, the deterministic TSN network behavior has so far been generally applied to a closed network, covering only the scope of in-vehicle networks and industrial automation. Nevertheless, the connectivity to external networks, such as cellular and WLAN networks, will enhance the capabilities of the TSN networks. Therefore, future research may focus on finding the mechanisms to ensure connectivity between multiple closed TSN architectures.
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The mission-critical applications in 5G and beyond networks require extremely low delays on the order of 1 ms with very high reliability of about 99.999%. In some applications, ultra-low latency of below 1 ms is required. For example, the end-to-end latencies for industrial automation should be on the order of a few μs to a few ms, around 1 ms or below for the Tactile Internet, and on the order of 100 μs for the one-way roundtrip in wireless cellular networks. Therefore, this paper presents an overview of the enabling techniques for low latency and reliable communications in 5G and beyond networks. A classification of the enabling techniques is presented, highlighting the performance features of various techniques. In particular, we discuss the mechanisms of dynamic multiplexing, grant-free access, latency sensitive scheduling, network slicing, STTI, edge computing, edge caching, in-network caching, TSN, and DetNet. Subsequently, a performance study of DL, DRL, and FL edge caching schemes is presented. We investigate the performance of the schemes in various application scenarios while considering the settings of centralized and decentralized edge caching systems.

It is shown that FL edge caching frameworks are capable of training a globally shared model by exploiting a massive amount of user-generated data samples on user equipment while preventing data leakage. This is achieved by exchanging only model parameters learned locally at each user equipment. As a result, FL limits the amount of data to be transferred and reduces the impact of data breaches. Thus, FL edge caching ensures reduced content delivery latency, improved content acquisition reliability, and reduced network traffic and energy consumption while guaranteeing the use of training data from user equipment without sacrificing the personal data privacy. Furthermore, FL edge caching presents effective mechanisms for dynamic and heterogeneous large-scale networks where devices are resource-constrained, including in complex IoT environments. Therefore, FL becomes a viable mechanism in 5G and beyond networks. However, traditional FL algorithms incur high communication overhead. Hence, recent studies are devising new FL algorithms to improve the communication efficiency.

On the other hand, the TSN and DetNet standards present effective mechanisms when deterministic networking and bounded ultra-low latency are considered. Specifically, the TSN and DetNet standards emerge as practical approaches in applications such as automotive in-vehicle networking and industrial automation and control systems. Finally, the technical challenges and open issues are presented for further research.
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