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We present for the first time a QM/MM study of the one- and two-photon absorption spectra of the GFP chromophore embedded in the full protein environment described by an advanced quantum mechanically derived polarizable force field. The calculations are performed on a crystal structure of the green fluorescent protein (GFP) using the polarizable embedding density functional theory (PE-DFT) scheme. The importance of treating the protein environment explicitly with a polarizable force field and higherorder multipoles is demonstrated, as well as the importance of including water molecules close to the chromophore in the protein barrel. For the most advanced description we achieve good agreement with experimental findings, with a peak at 405 nm for the neutral and a peak at 475 nm for the anionic form of the GFP chromophore. The presence of a dark OPA state, as suggested by other studies to explain the discrepancies between OPA and TPA spectra, is not supported by our calculations.

## 1 Introduction

The green fluorescent protein (GFP) ${ }^{1}$, originally isolated from the jellyfish Aequorea victoria, is widely used as a biological marker. A fluorescent chromophore located inside the protective envelope of the barrel-shaped protein yields a characteristic green light at around 505 nm , depending on the excitation wavelength ${ }^{2}$. GFP owes its success to several factors: (i) the chromophore is generated within the protein without the need

[^0]of co-factors, (ii) GFP does not seem to affect the function of the protein it is attached to and (iii) it can be expressed genetically, which opens the way for in vivo experiments. Despite the tremendous success of GFP as a biological marker, the underlying spectroscopic properties of the chromophore remain a challenge for experimentalists and theoreticians alike. One particular challenge relates to the understanding and modeling of the effect of the protein environment, as this seems to distinctively affect the properties of the chromophore: fluorescence is quenched in traditional solvents ${ }^{3}$, and no significant frequency shift with respect to gas-phase measurement is observed ${ }^{4,5}$.

Recently, some of these questions have - at least partially

- been answered. It is for example generally accepted that the reason for the fluorescence of the chromophore in the protein environment is due to the hindrance of conformational rearrangements in the excited state due to the protein scaffolding, which in solvent is responsible for faster fluorescence timescales and quenching through non-radiative processes ${ }^{6-9}$.

Among the least studied properties of the GFP chromophore are the multi-photon absorption properties, including two-photon absorption (TPA). There are several properties that make TPA an interesting tool for biological investigations: (i) the use of a less biologically invasive light source (IR or at the most visible instead of ultraviolet light) (ii) the quadratic dependence on the light intensity, which makes it possible to achieve threedimensional imaging with high resolution; (iii) different selection rules with respect to one-photon absorption (OPA), leading to complementary spectra.

The electronic absorption spectrum of GFP is characterized by two main absorption peaks located at 398 nm and 475 nm . The former is attributed to the neutral form of the chromophore whereas the latter is attributed to its anionic form. It is commonly accepted that the barrel-shaped protein is responsible for providing a unique environment which ultimately leads to the peculiar fluorescence of GFP by e.g. limiting quenching of the excited-state chromophore. Recent investigations have also shown that the neutral form of the chromophore displays very limited solvatochromism in a wide range of solvents, whereas the anionic form is much more sensitive to environmental effects ${ }^{10}$.

Several investigations of the TPA spectrum have been reported in the literature. To the best of our knowledge the first measurement of TPA for GFP has been reported by Xu and coworkers ${ }^{11}$ in 1996 showing a spectrum similar to OPA and a maximum cross section of 8 GM around 800 nm . Later,

Xia and coauthors ${ }^{12}$ measured a TPA cross section of more than 100 GM units with a Two-Photon Induced Fluorescence (TPIF) technique. Rather than providing a full TPA characterization, this method was employed to assess the evolution of the GFP chromophore subsequent to absorption ${ }^{13}$. With the same technique Heikal et al. ${ }^{14}$ obtained a maximum cross section of 60 GM at 970 nm . Similar results on other flourescent proteins were obtained by Blab et al. ${ }^{15}$. A full TPA characterization has recently been reported by Hosoi et al. ${ }^{16}$ where much smaller cross sections were observed (2-3 GM) and for the bare chromophore (as well as for the eGFP mutant ${ }^{1,17}$ ) a shift in the TPA spectrum was attributed to the excitation to a different (hidden to OPA) excited state. Lately the OPA and TPA spectra of wild-type GFP and some common mutants have been revised by Drobizhev et al. ${ }^{18}$. Despite large discrepancies in the reported absolute cross section values all investigations seem to agree on the main spectral features with two absorption bands located at twice the wavelength of the $S_{0} \rightarrow S_{1}$ transition for the neutral $(800 \mathrm{~nm})$ and deprotonated ( 950 nm ) form.

Theoretical efforts are in this respect crucial in order to fully understand the TPA properties of the GFP chromophore as an isolated system, in solution but most importantly in its native environment. The TPA of a model chromophore has been investigated theoretically by Nifosì and Luo together with several other fluorescent protein (FP) chromophores ${ }^{19}$, predicting the existence of strongly TP absorbing states in regions of the spectrum not yet experimentally investigated. Recent theoretical findings have proposed that the TPA shift with respect to the OPA spectrum can be explained with a breakdown of the Franck-Condon (FC) approximation rather than a "dark" OPA state ${ }^{20}$. A very recent theoretical study ${ }^{21}$ which made use of both DFT and correlated wavefunction methods
for the chromophore, combined with non polarizable force fields for the protein has investigated the main spectral features of GFP.

In the present work, we present a combined quantum mechanics and molecular mechanics ( $\mathrm{QM} / \mathrm{MM}$ ) study using the polarizable embedding density functional theory (PE-DFT) metho which is fully parallelized ${ }^{23}$ and includes a self-consistent treatment of the environmental polarization at the ground- and excitedstate level, in order to faithfully model the TPA properties of the GFP chromophore in its native environment. The results are compared with previous theoretical and experimental investigations and with gas-phase calculations. We present the theoretical framework of the method used in Sec. 2, and computational details are summarized in Sec. 3. Our findings are presented and discussed in Sec. 4. Concluding remarks will be drawn in the final section.

## 2 Theory

Multilevel methods, such as QM/MM, provide an effective way of dealing with large structured systems like GFP where only a small portion of the total system, the chromophore, needs to be described using ab initio methods. However, the remainder, i.e. the protein environment surrounding the chromophore, is important through its interactions with the chromophore. Here we employ the polarizable embedding (PE) scheme described by Olsen et al. ${ }^{22,24}$ coupled with a DFT description of the quantum system, the PE-DFT method. The PE approach models the effects of an environment on a central core subsystem by including these effects directly in the density/wavefunction of the core system. This is achieved by combining classical electrostatics with quantum mechanics through effective operators. The PE method uses an atom-
istic description of the protein environment in order to accurately describe the embedding potential. Each atomic site is assigned a quantum-mechanically derived multipole moment expansion to model the electrostatic embedding potential and an anisotropic dipole-dipole polarizability tensor to account dFor, many-body induction effects, thus allowing mutual polarization between the chromophore and the environment. The ground-state electronic density of the chromophore is optimized while taking into account the explicit electrostatic interactions and polarization effects from the protein environment in a fully self-consistent manner. Similarly, the excited states are solved self-consistently, taking into account the effects from the environment in the response formalism. Below we present a more detailed description of the PE-DFT method.

### 2.1 Ground-State Polarizable Embedding

Within the PE formalism the ground-state density is optimized using an effective Kohn-Sham (KS) operator given by

$$
\begin{equation*}
\hat{f}_{\mathrm{eff}}=\hat{f}_{\mathrm{KS}}+\hat{v}_{\mathrm{PE}} \tag{1}
\end{equation*}
$$

where $\hat{f}_{\mathrm{KS}}$ is the usual vacuum KS operator and $\hat{v}_{\mathrm{PE}}$ is the polarizable embedding operator which contains the interactions with the embedding potential. The PE operator consists of two contributions

$$
\begin{equation*}
\hat{v}_{\mathrm{PE}}=\hat{v}_{\mathrm{PE}}^{\mathrm{es}}+\hat{v}_{\mathrm{PE}}^{\mathrm{ind}} \tag{2}
\end{equation*}
$$

where $\hat{v}_{\text {PE }}^{\text {es }}$ provides the electrostatic potential from the permanent charge distribution of the environment and $\hat{v}_{\mathrm{PE}}^{\text {ind }}$ describes many-body induction effects, i.e. it allows a mutual polarization between the quantum mechanically treated core and the environment. Within a second-quantization formalism ${ }^{25}$ the electrostatic part of the PE operator is defined as

$$
\begin{equation*}
\hat{v}_{\mathrm{PE}}^{\mathrm{es}}=\sum_{s=1}^{S} \sum_{k=0}^{K} \frac{(-1)^{(k+1)}}{k!} \mathbf{Q}_{s}^{(k)} \sum_{p q} \mathbf{T}_{s, p q}^{(k)} \hat{E}_{p q} \tag{3}
\end{equation*}
$$

and it describes the interactions between the electrons in the chromophore and the permanent multipole moments in the environment. In the above equation $S$ and $K$ are the number of interaction sites in the environment and the level of the (local) multipole expansion at these points, respectively. Furthermore, $\hat{E}_{p q}$ is a one-electron excitation operator ${ }^{25}$ where the sum $p q$ is over the molecular orbitals. The $\mathbf{Q}_{s}^{(k)}$ factors are $k$ th order multipole moments assigned to the $s$ th site in the environment; e.g. $\mathbf{Q}_{s}^{(0)}=q_{s}$ (charge), $\mathbf{Q}_{s}^{(1)}=\mu_{s}$ (dipole), $\mathbf{Q}_{s}^{(2)}=\Theta_{s}$ (quadrupole) and so on. The $\mathbf{T}_{s, p q}^{(k)}$ factors are integrals over the $k$ th order interaction tensors, defined as

$$
\begin{equation*}
\mathbf{T}_{s}^{(k)}=\nabla_{s}^{(k)} \frac{1}{\left|\mathbf{r}_{s}-\mathbf{r}\right|}, \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla^{(k)}=\left(\frac{\partial}{\partial r_{x}}\right)^{k_{x}}\left(\frac{\partial}{\partial r_{y}}\right)^{k_{y}}\left(\frac{\partial}{\partial r_{z}}\right)^{k_{z}} \tag{5}
\end{equation*}
$$

and where $x, y, z$ indicates the cartesian directions. The polarization part of the PE operator is given by

$$
\begin{equation*}
\hat{v}_{\mathrm{PE}}^{\mathrm{ind}}=-\sum_{s=1}^{S} \mu_{s}^{\mathrm{ind}} \sum_{p q} \mathbf{T}_{s, p q}^{(1)} \hat{E}_{p q} \tag{6}
\end{equation*}
$$

where the induced dipoles $\mu_{s}^{\text {ind }}$ are obtained as the classical linear response due to the electric fields from all other sources
$\mu_{s}^{\text {ind }}=\alpha_{s} \mathbf{F}_{\mathrm{tot}}\left(\mathbf{r}_{s}\right)=\alpha_{s}\left(\mathbf{F}_{\mathrm{el}}\left(\mathbf{r}_{s}\right)+\mathbf{F}_{\mathrm{nuc}}\left(\mathbf{r}_{s}\right)+\mathbf{F}_{\mathrm{mul}}\left(\mathbf{r}_{s}\right)+\mathbf{F}_{\mathrm{ind}}\left(\mathbf{r}_{s}\right)\right)$,
where $\mathbf{F}_{\text {tot }}\left(\mathbf{r}_{s}\right)$ is the total electric field at site $s$, i.e. the field from the nuclei $\left(\mathbf{F}_{\text {nuc }}\left(\mathbf{r}_{s}\right)\right)$ and electrons $\left(\mathbf{F}_{\mathrm{el}}\left(\mathbf{r}_{s}\right)\right)$ of the chromophore and the permanent $\left(\mathbf{F}_{\text {mul }}\left(\mathbf{r}_{s}\right)\right)$ and induced $\left(\mathbf{F}_{\text {ind }}\left(\mathbf{r}_{s}\right)\right)$ multipole moments in the protein environment. An induced dipole moment depends on the field from all the other induced dipole moments and they are therefore obtained either iteratively in a self-consistent manner or directly through a matrix equation formulation. Furthermore, since the induced dipole moments depend on the electric field from the electrons in the
chromophore, and therefore also the electron density, the PE operator is updated after each SCF iteration, thus leading to a fully self-consistent treatment of the polarization.

### 2.2 Response Functions in Polarizable Embedding

For a detailed description of linear and quadratic response theory in the DFT formalism we refer to the work by Sałek et al. ${ }^{26,27}$ Furthermore, the PE-DFT response theory up to quadratic response fucntions has recently been presented by Olsen et al. ${ }^{22}$. Here, we will only present a brief summary.

The response functions are defined through a time-dependent perturbation expansion of the expectation value of a time-independent operator $\hat{A}$ given as

$$
\begin{equation*}
\langle t| \hat{A}|t\rangle=\langle t| \hat{A}|t\rangle^{(0)}+\langle t| \hat{A}|t\rangle^{(1)}+\langle t| \hat{A}|t\rangle^{(2)}+\ldots, \tag{8}
\end{equation*}
$$

where we use $|t\rangle$ to represent the time-dependent state. The first term on the right-hand side is the time-independent expectation value, i.e. $\langle t| \hat{A}|t\rangle^{(0)}=\langle 0| \hat{A}|0\rangle$, where $|0\rangle$ is the timeindependent reference state, and the second and third terms describe the linear and quadratic response to the perturbation, respectively. The Fourier representation of the linear and quadratic response is given by

$$
\begin{align*}
& \langle t| \hat{A}|t\rangle^{(1)}=\int\left\langle\left\langle\hat{A} ; \hat{V}^{\omega}\right\rangle\right\rangle_{\omega} \exp (-i \omega t) \mathrm{d} \omega \\
& \langle t| \hat{A}|t\rangle^{(2)}=\frac{1}{2} \iint\left\langle\left\langle\hat{A} ; \hat{V}^{\omega_{1}}, \hat{V}^{\omega_{2}}\right\rangle\right\rangle_{\omega_{1}, \omega_{2}} \exp \left(-i\left(\omega_{1}+\omega_{2}\right) t\right) \mathrm{d} \omega_{1} \mathrm{~d} \omega_{2} \tag{10}
\end{align*}
$$

where $\left\langle\left\langle\hat{A} ; \hat{V}^{\omega}\right\rangle\right\rangle_{\omega}$ and $\left\langle\left\langle\hat{A} ; \hat{V}^{\omega_{1}}, \hat{V}^{\omega_{2}}\right\rangle\right\rangle_{\omega_{1}, \omega_{2}}$ are the linear and quadratic response functions in frequency domain, respectively, and $\hat{V}$ is the perturbation operator.

In a matrix equation formulation, the linear response function can be defined as

$$
\begin{equation*}
\langle\langle\hat{A} ; \hat{B}\rangle\rangle_{\omega}=\langle 0|\left[\hat{\kappa}^{\omega}, \hat{A}\right]|0\rangle=-\mathbf{A}^{\dagger} \kappa^{\omega}=-\mathbf{A}^{\dagger}(\mathbf{E}-\omega \mathbf{S})^{-1} \mathbf{B} . \tag{11}
\end{equation*}
$$

Here we have expressed the time-dependent parameters according to $\hat{\kappa}^{\omega}=\sum_{p q} \kappa_{p q}^{\omega} \hat{E}_{p q}=\hat{\mathbf{q}}^{\dagger} \kappa^{\omega}$. Furthermore we have introduced $\mathbf{A}=\langle 0|[\hat{\mathbf{q}}, \hat{A}]|0\rangle$ and $\mathbf{B}=\langle 0|[\hat{\mathbf{q}}, \hat{B}]|0\rangle$ as well as the definition of the generalized overlap matrix $\mathbf{S}=\langle 0|\left[\hat{\mathbf{q}}, \hat{\mathbf{q}}^{\dagger}\right]|0\rangle$. The response vector $\kappa^{\omega}$ is determined by solving the linear response equation given by

$$
\begin{equation*}
(\mathbf{E}-\omega \mathbf{S}) \kappa^{\omega}=\mathbf{B} . \tag{12}
\end{equation*}
$$

Specific contributions to the environment only affects the electronic Hessian (the E matrix). The contributions due to the PE operator (Eq. (2)) appear in the $\mathbf{E}$ matrix as

$$
\begin{equation*}
\mathbf{E}_{\mathrm{PE}} \kappa^{\omega}=-\langle 0|\left[\hat{\mathbf{q}}, \hat{Q}_{1}^{\omega}+\hat{Q}_{2}^{\omega}|0\rangle,\right. \tag{13}
\end{equation*}
$$

where $\hat{Q}_{1}^{\omega}$, which describes the response from a static environment, is defined as

$$
\begin{equation*}
\hat{Q}_{1}^{\omega}=\left[\hat{\kappa}^{\omega}, \hat{v}_{\mathrm{PE}}^{0}\right]=\hat{v}_{\mathrm{PE}}^{0}\left(\kappa^{\omega}\right) \tag{14}
\end{equation*}
$$

and $\hat{Q}_{2}^{\omega}$, which provides the dynamical response from the polarizable environment, is given by

$$
\begin{equation*}
\hat{Q}_{2}^{\omega}=\hat{v}_{\mathrm{PE}}^{\omega}=\sum_{s=1}^{S} \mu_{s}^{\mathrm{ind}}\left(\tilde{\mathbf{F}}^{\omega}\right) \hat{\mathbf{T}}_{s}^{(1)} \tag{15}
\end{equation*}
$$

In $\hat{Q}_{2}^{\omega}$, the induced dipoles are recalculated according to the transformed electric field $\tilde{\mathbf{F}}^{\omega}$ defined by

$$
\begin{equation*}
\tilde{\mathbf{F}}^{\omega}=\langle 0|\left[\hat{\kappa}^{\omega}, \hat{\mathbf{T}}_{s}^{(1)}\right]|0\rangle=\langle 0| \hat{\mathbf{T}}_{s}^{(1)}\left(\kappa^{\omega}\right)|0\rangle, \tag{16}
\end{equation*}
$$

where $\hat{\mathbf{T}}_{s}^{(1)}=\sum_{p q} \mathbf{T}_{s, p q}^{(1)} \hat{E}_{p q}$.
The quadratic response function can be written as

$$
\begin{equation*}
\langle\langle\hat{A} ; \hat{B}, \hat{C}\rangle\rangle_{\omega_{1}, \omega_{2}}=\kappa^{\mathbf{A}^{\dagger}} \mathbf{V}^{\omega_{1}, \omega_{2}}+\hat{P}_{12}\langle 0|\left[\hat{\kappa}^{\omega_{1}},\left[\hat{\kappa}^{\omega_{2}}, \hat{A}\right]\right]|0\rangle, \tag{17}
\end{equation*}
$$

where $\hat{P}_{12}$ is a permutation operator and the three response vectors are determined by solving three linear response equa-
tions

$$
\begin{align*}
\kappa^{\mathbf{A}^{\dagger}\left(\mathbf{E}-\left(\omega_{1}+\omega_{2}\right) \mathbf{S}\right)} & =\mathbf{A}^{\dagger}  \tag{18}\\
\left(\mathbf{E}-\omega_{1} \mathbf{S}\right) \kappa^{\omega_{1}} & =\mathbf{B}  \tag{19}\\
\left(\mathbf{E}-\omega_{2} \mathbf{S}\right) \kappa^{\omega_{2}} & =\mathbf{C} \tag{20}
\end{align*}
$$

The contributions to the quadratic response function from the polarizable environment that enter in the $\mathbf{E}$ matrices are analogous to those defined in Eq. (13)-(16). However, there are also contributions that enter the $\mathbf{V}^{\omega_{1}, \omega_{2}}$ vector (eq. 17)

$$
\begin{equation*}
\mathbf{V}_{\mathrm{PE}}^{\omega_{1}, \omega_{2}}=\hat{P}_{12}\left(\langle 0|\left[\hat{\mathbf{q}}, \hat{Q}_{3}^{\omega_{1}, \omega_{2}}+\hat{Q}_{4}^{\omega_{1}, \omega_{2}}+\hat{Q}_{5}^{\omega_{1}, \omega_{2}}\right]|0\rangle\right) \tag{21}
\end{equation*}
$$

These contributions are defined by

$$
\begin{align*}
& \hat{Q}_{3}^{\omega_{1}, \omega_{2}}=\left[\hat{\kappa}^{\omega_{1}},\left[\hat{\kappa}^{\omega_{2}}, \hat{v}_{\mathrm{PE}}^{0}\right]\right]=\hat{v}_{\mathrm{PE}}^{0}\left(\kappa^{\omega_{2}}, \kappa^{\omega_{1}}\right)  \tag{22}\\
& \begin{aligned}
\hat{Q}_{4}^{\omega_{1}, \omega_{2}} & =2\left[\hat{\kappa}^{\omega_{1}}, \hat{v}_{\mathrm{PE}}^{\omega_{2}}\right] \\
& =-2 \sum_{s=1}^{S} \mu_{s}^{\text {ind }}\left(\tilde{\mathbf{F}}^{\omega_{2}}\right)\left[\hat{\kappa}^{\omega_{1}}, \hat{\mathbf{T}}_{s}^{(1)}\right] \\
& =-2 \sum_{s=1}^{S} \mu_{s}^{\mathrm{ind}}\left(\tilde{\mathbf{F}}^{\omega_{2}}\right) \hat{\mathbf{T}}_{s}^{(1)}\left(\kappa^{\omega_{1}}\right) \\
\hat{Q}_{5}^{\omega_{1}, \omega_{2}} & =\hat{\bar{v}}_{\mathrm{PE}}^{\omega_{1}, \omega_{2}}=-\sum_{s=1}^{S} \mu_{s}^{\mathrm{ind}}\left(\tilde{\mathbf{F}}^{\omega_{1}, \omega_{2}}\right) \hat{\mathbf{T}}_{s}^{(1)}
\end{aligned}
\end{align*}
$$

where the transformed electric field in $\hat{Q}_{4}^{\omega_{1}, \omega_{2}}$ is defined as in Eq. (16) and the field in $\hat{Q}_{5}^{\omega_{1}, \omega_{2}}$ is defined as

$$
\begin{equation*}
\tilde{\mathbf{F}}^{\omega_{1}, \omega_{2}}=\langle 0|\left[\hat{\kappa}^{\omega_{1}},\left[\hat{\kappa}^{\omega_{2}}, \hat{\mathbf{T}}_{s}^{(1)}\right]\right]|0\rangle=\hat{\mathbf{T}}_{s}^{(1)}\left(\kappa^{\omega_{2}}, \kappa^{\omega_{1}}\right) \tag{25}
\end{equation*}
$$

As in the case of the linear response function, there are contributions that give the response from a static environment, i.e. $\hat{Q}_{1}^{\omega_{1}, \omega_{2}}$ and $\hat{Q}_{3}^{\omega_{1}, \omega_{2}}$, while all other contributions are due to the dynamical response from the environment, i.e. $\hat{Q}_{2}^{\omega_{1}, \omega_{2}}, \hat{Q}_{4}^{\omega_{1}, \omega_{2}}$ and $\hat{Q}_{5}^{\omega_{1}, \omega_{2}}$.

The linear response function has poles where the absolute frequency $|\omega|$ is equal to an excitation energy $\omega_{f}$. These can be determined by solving a generalized eigenvalue problem given by

$$
\begin{equation*}
\left(\mathbf{E}-\omega_{k} \mathbf{S}\right) \mathbf{X}_{k}=0 \tag{26}
\end{equation*}
$$

where the eigenvector $\mathbf{X}_{k}$ represents the k'th excited state. The OPA and TPA can now be determined as residues of the response functions. The residue of the linear response function yields

$$
\begin{equation*}
\lim _{\omega \rightarrow \omega_{f}}\left(\omega-\omega_{f}\right)\langle\langle\hat{A} ; \hat{B}\rangle\rangle_{\omega}=\mathbf{A}^{\dagger} \mathbf{X}_{f} \mathbf{X}_{f}^{\dagger} \mathbf{B}=\langle 0| \hat{A}|f\rangle\langle f| \hat{B}|0\rangle \tag{27}
\end{equation*}
$$

which for the choice of $\hat{A}$ and $\hat{B}$ equal to the position operators are related to the (length gauge) oscillator strength and hence to the OPA intensity. Similarly, the first residue of the quadratic response function is related to the TPA, where the central molecular quantity is the two-photon absorption transition amplitude tensor which, assuming that the frequency of the incoming light is equal to half of the excitation energy from the ground to the excited state, is given by

$$
\begin{equation*}
S_{\alpha \beta}=\sum_{k>0}\left(\frac{\langle 0| \hat{\mu}_{\alpha}|k\rangle\langle k| \hat{\mu}_{\beta}|f\rangle}{\omega_{k}-\omega_{f} / 2}+\frac{\langle 0| \hat{\mu}_{\beta}|k\rangle\langle k| \hat{\mu}_{\alpha}|f\rangle}{\omega_{k}-\omega_{f} / 2}\right) . \tag{28}
\end{equation*}
$$

Here $\alpha, \beta$ indicates Cartesian directions, $\langle 0|$ is the ground state and $\langle f|$ the final excited state. The operators involved in the above equation are the electric dipole operators. The orientationally averaged microscopic transition probability $\delta^{\text {TPA }}$ (au) for the absorption of two identical photons is given by

$$
\begin{equation*}
\delta_{\mathrm{au}}^{\mathrm{TPA}}=\frac{1}{30} \sum_{\alpha, \beta}\left[S_{\alpha \alpha} S_{\beta \beta}^{*} F+S_{\alpha \beta} S_{\alpha \beta}^{*} H+S_{\alpha \beta} S_{\beta \alpha}^{*} G\right] \tag{29}
\end{equation*}
$$

where $F, G, H=2$ for linearly polarized light and the conversion into the TPA cross section may finally be evaluated according to

$$
\begin{equation*}
\delta_{\mathrm{GM}}=\frac{(2 \pi)^{3} \alpha a_{0}^{5}}{c} \frac{\omega^{2}}{\pi \Gamma} \delta_{\mathrm{au}}^{\mathrm{TPA}} \tag{30}
\end{equation*}
$$

where $\alpha$ is the fine structure constant, $a_{0}$ is the Bohr radius (in cm ), $c$ is the speed of light (in $\mathrm{cm} / \mathrm{s}$ ), $\omega$ is the energy of the incoming photons (in au ), and $\pi \Gamma$ is a normalization factor due to the Lorentzian-shape broadening of the excited state ( $\Gamma=0.1 \mathrm{eV}=0.0036749326 \mathrm{au}$ ).

## 3 Computational Details

The polarizable embedding density functional theory (PE-DFT) method ${ }^{22}$ implemented in a development version of the DALTON quantum chemistry program ${ }^{28}$ was used to calculate the onephoton (OPA) and two-photon absorption energies (TPA) in the green fluorescent protein (GFP). The CAM-B3LYP functional ${ }^{29}$ (with $\alpha=0.19, \beta=0.46, \mu=0.33$ ) and the $6-31+G^{*}$ basis set were used unless otherwise stated. The CAM-B3LYP functional was chosen for its good performance when calculating excitation energies ${ }^{30,31}$. Besides, it has been shown that long-range corrected functionals, such as CAM-B3LYP, are able to describe the electronic structure of anions more correctly than more commonly used DFT methods ${ }^{32}$. The GFP structure (1EMB) was obtained from the Protein Data Bank ${ }^{2}$ without any modifications, except adding and optimizing the positions of hydrogen atoms. The protein structure was prepared using the protein preparation wizard in the Schrödinger suite of softwares ${ }^{33}$. Water molecules beyond $5 \AA$ away from the chromophore were removed so that the closest seven water molecules were included.

A schematic representation of the GFP structure is shown in figure 1. The protein was divided into two regions treated at different levels of theory: the chromophore is treated using DFT while the rest of the protein is modeled using classical electrostatics through an embedding potential. The part of the protein treated at the quantum-mechanical level is shown in figure 2, with $R_{2}$ and $R_{3}$ being replaced by the large residues. To represent the protein environment we use an advanced polarizable force field derived from quantum-mechanical calculations. Each atom in the classically treated parts of the protein was assigned multipole moments and anisotropic polarizabilities.


Fig. 1 A schematic representation of the Green Fluorescent Protein. The part of the protein treated at the DFT level of theory is represented by sticks, while the parts shown as cartoons are described classically.

The multipoles and polarizabilities were obtained using the LoProp method ${ }^{34}$ available in the Molcas program ${ }^{35}$, using the conjugate caps (MFCC) procedure to fragment the protein ${ }^{36}$. A description of the fragmentation approach, also applied to the localized properties, has been presented by Söderhjelm and Ryde ${ }^{37}$, and we will here only give a brief summary of the approach. The protein was fragmented into single amino acids and capped with -NHCH3 and - COCH 3 on each side as shown in figure 3. The multipoles and polarizabilities were then calculated for these individual systems at the B3LYP/6-31+G* level. These parameters were also calculated for the corresponding coupled caps (blue structure in figure 3). In the end, the system was merged together by subtracting the parameters in the coupled conjugated caps (blue) from the capped amino


Fig. 2 A schematic representation of the chromophore of the green fluorescent protein. In the neutral chromophore $R_{1}$ is a OH group and in the anionic state it is deprotonated.

$$
\begin{aligned}
& -\quad-\quad \mathrm{CH}_{3}-\underset{\mathrm{C}}{\mathrm{O}} \underset{\substack{\mathrm{O} \\
\mathrm{H}}}{\mathrm{~N}}-\mathrm{CH}_{3}
\end{aligned}
$$

Fig. 3 Graphical representation of the protein fragmentation and capping
acids.
We used the link-atom approach to treat the bonds between the QM treated chromophore and the remaining classically treated protein, by capping with hydrogen atoms. The $\mathrm{C}-\mathrm{C} \alpha$ bond in PHE64 and the $\mathrm{C} \alpha-\mathrm{N}$ in VAL68 were cut. In both cases, $\mathrm{C} \alpha$ is located in the classical region. To avoid having multipole moments or polarizabilities too close to the QM system, which could result in unphysical overpolarization, any parameters within a given threshold distance from the QM region are either moved to the closest classical atomic site outside the threshold distance or removed. The threshold was set to $1.4 \AA$ unless stated otherwise. At the $1.4 \AA$ threshold, the parameters on $\mathrm{C} \alpha$ and its two hydrogens were moved to nearby atomic sites. In the case of VAL68, the parameters were moved to the two closest carbon atoms; one in the protein backbone and one in the side chain. The parameters inside the
threshold in the PHE64 residue were moved to the nitrogen atom in the backbone. The smallest distance between the QM region and a classical site (the nitrogen in PHE64) was $1.56 \AA$ after moving the parameters on the closest six atomic sites.

Calculations involving only the chromophore and a single amino acid have also been performed, and in these cases the positions of the hydrogen atoms were optimized for each system, while in the other cases the hydrogen atoms were optimized in the complete protein structure beforehand, using the OPLS-2005 force field ${ }^{38}$

## 4 Results and Discussion

### 4.1 Calculations on the isolated chromophore

Table 1 contains the lowest excitation energies and the corresponding TPA cross sections of the GFP chromophore in vacuum calculated using different basis sets. The chromophore structure is obtained from the crystal structure with optimized hydrogen atom positions. The excitation energies are lowered by roughly 0.1 eV in both the neutral and anionic chromophore when both diffuse and polarization functions are added to the parent Pople basis set. Using correlation-consistent basis sets does not change the picture much: with the aug-ccpVTZ basis set, there is an additional shift relative to $6-31+\mathrm{G}^{*}$ of around 0.03 eV , but this basis set size is 3-4 times larger. Hence, we conclude that the $6-31+G^{*}$ basis set is a good compromise between computational cost and accuracy.

These calculations were performed with structures as inside the protein. When optimizing the neutral chromophore in vacuum, we get a blue-shift of 0.4 eV compared to the nonoptimized structure, leading to an excitation energy of 3.66 eV . In the optimized anionic structure we get an excitation energy of 3.06 eV , thus a blue-shift of $\sim 0.7 \mathrm{eV}$.

Table 1 The lowest electronic excitation energy (eV) in the GFP chromophore (large structure in Fig. 2) in vacuum calculated using CAM-B3LYP and different basis sets. The OPA oscillator strengths $(f) /$ TPA cross sections ( $\delta_{\mathrm{GM}}$ ) are given in parentheses, and nbf stands for number of contracted basis functions in the anionic chromophore.

| Basis set | Neutral | Anionic | nbf |
| :--- | :---: | :---: | :---: |
| $6-31 \mathrm{G}$ | $3.37(0.192 / 5.36)$ | $2.58(0.271 / 107.69)$ | 259 |
| $6-311 \mathrm{G}$ | $3.35(0.195 / 5.36)$ | $2.56(0.269 / 126.00)$ | 376 |
| $6-31 \mathrm{G}^{*}$ | $3.33(0.192 / 5.36)$ | $2.54(0.262 / 127.63)$ | 384 |
| $6-31+\mathrm{G}$ | $3.31(0.195 / 6.20)$ | $2.52(0.281 / 184.63)$ | 359 |
| $6-31+\mathrm{G}^{*}$ | $3.26(0.194 / 7.76)$ | $2.49(0.272 / 212.61)$ | 484 |
| $6-31++\mathrm{G}^{*}$ | $3.26(0.194 / 7.82)$ | $2.49(0.271 / 214.42)$ | 501 |
| $6-311+\mathrm{G}^{*}$ | $3.25(0.192 / 7.34)$ | $2.49(0.269 / 216.24)$ | 601 |
| cc-pVDZ | $3.30(0.189 / 3.86)$ | $2.53(0.259 / 133.95)$ | 435 |
| cc-pVTZ | $3.25(0.189 / 5.63)$ | $2.50(0.242 / 163.39)$ | 988 |
| aug-cc-pVDZ | $3.21(0.186 / 6.64)$ | $2.47(0.265 / 219.93)$ | 728 |
| aug-cc-pVTZ | $3.22(0.187 / 6.96)$ | $2.46(0.265 / 218.15)$ | 1541 |

The OPA, calculated at the CAM-B3LYP/6-31+G* level of theory, for the geometry-optimized small structure shown in Fig. 2, allows us to perform direct comparisons with gas-phase calculations from the literature. Our calculations resulted in excitation energies of 3.75 eV and 3.17 eV for the neutral and anionic chromophore respectively. Filippi et al. ${ }^{21}$ calculated OPA at the EOM-CCSD/cc-pVDZ level and reported excitation energies of 4.00 eV and 3.04 eV for the neutral and anionic chromophore, respectively. Thus, our CAM-B3LYP/6$31+\mathrm{G}^{*}$ results are underestimating the excitation energy for the neutral chromophore by 0.25 eV , but overestimating it for the anionic form, by 0.13 eV , compared to a higher level method. A similar trend was also observed for B3LYP/cc-pVDZ level calculations ${ }^{21}$. It is known that coupled-cluster calculations
using smaller basis sets of DZ quality may give too large excitations energies ${ }^{39,40}$, bringing the results for the neutral species in better agreement with our CAM-B3LYP results, but with a possible deterioration of the agreement for the anionic species. Still, these differences are within the expected accuracy of the CAM-B3LYP functional ${ }^{30,41}$ and the coupled-cluster approach.

### 4.2 Analysis of Different Link-Atom Approaches

The GFP chromophore is linked to the protein backbone by two peptide bonds: a bond between the carboxyl group on the chromophore and a valine (VAL68), and between the amine group and the phenylalanine amino acid (PHE64).

In order to perform a QM/MM study of such a system we employ a so-called link-atom approach for the two aforementioned bonds which cross through the boundary between the quantum and classical regions, as described in Sec. 3. The interactions between the classical sites and the hydrogen linkatom on the QM side are neglected whenever the site-H linkatom distance is lower than a given threshold. Alternatively they are assigned to the closest classical site situated beyond the predefined threshold. For those two scenarios, interaction removal (IR) and interaction displacement (ID), we have calculated excitation energies by making use of thresholds of $1.3 \AA$ or $1.4 \AA$. The aforementioned thresholds are valid for the distances between any QM atom and classical site, but in practice, only classical sites close to the hydrogen link-atoms on the QM side are influenced.

The excitation energies in the neutral and anionic chromophore inside the protein barrel with different link-atom approaches are presented in Table 2. With the shortest threshold and, at the same time removing the interaction, the calculations on the anionic chromophore fail due to overpolarization

Table 2 The two lowest electronic excitation energies (eV) in green fluorescent protein with different link-atom approaches. The multipoles and polarizabilities on classical sites closer than 1.3 or $1.4 \AA$ to the QM region have either been removed (IR) or displaced (ID) to the closest neighboring site. The QM region was treated at the CAM-B3LYP/6-31+G* level while the classical region was modeled using anisotropic polarizabilities and multipoles up to octupoles. The OPA oscillator strengths ( $f$ ) / TPA cross sections $\left(\delta_{\mathrm{GM}}\right)$ are given in parentheses.

of certain classical sites near the boundary. For the neutral chromophore with the same link-atom approach, there is one transition with $\mathrm{HOMO} \rightarrow \mathrm{LUMO}$ character at 2.79 eV and a transition with HOMO $\rightarrow$ LUMO +1 character at 3.01 eV . For the three other approaches (ID at $1.3 \AA$ and $1.4 \AA$, and IR at $1.4 \AA$ ) we only observe a single transition in the same energy range. Most noticeable is the very high TPA cross section for the lowest-lying transition, which is more than one order of magnitude larger than in the other neutral chromophore results. A possible reason for the relatively large cross section, compared to the cross sections in the neutral chromophore with different link-atom approaches, might be an unphysical
description of the system when the classically treated protein is too close to the chromophore. Overall, it is obvious that calculations done with the combination of the short threshold of $1.3 \AA$ and removal of the interactions fail. It is, however, unclear, when inspecting the other link-atom approaches, if it is the short distance between the classical and quantummechanical regions or the removal of interactions, or a combination of these, that is the reason for the failure.

The differences between removal and displacement of sites at the $1.4 \AA$ threshold are only minor when it comes to absolute excitation energies, but for the anionic form, when the parameters are removed from the MM sites close to the QM region, there are once again two transitions with contributions from HOMO $\rightarrow$ LUMO orbitals. At the $1.3 \AA$ threshold, multipoles on $\mathrm{C} \alpha$ and one of its attached hydrogen atoms are removed or moved to the other hydrogen atom attached to $\mathrm{C} \alpha$. Due to the problems with the combination of an $1.3 \AA$ threshold and removal of interactions, the subsequent calculations have been performed with a threshold of $1.4 \AA$ and displaced interactions.

### 4.3 Force Field Analysis

Results from one- and two-photon absorption calculations performed with different force fields are presented in Table 3. These calculations include permanent multipoles up to either (i) charges, (ii) dipoles, (iii) quadrupoles or (iv) octupoles in the force field. In addition, polarization has either been neglected (no pol.), modeled by isotropic atomic polarizabilities (iso. pol.) or through anisotropic atomic polarizabilities (aniso. pol.). Crystal structure water molecules close to the chromophore have also been included in the classical region and treated at the same level of approximation as the protein.

In the neutral chromophore without classically treated wa-
ter molecules, a very small blue-shift of about 0.02 eV is observed when the multipole expansion is increased (moving in the vertical direction in Table 3). The absence of a noticeable shift from quadrupoles to octupoles indicate that the calculation is basically converged with respect to the multipole expansion. If water molecules are included, a blue-shift $(0.05 \mathrm{eV})$ is observed when going from charges to dipoles. The trend is then reversed at higher multipoles order: the overall effect is then similar to the calculations without explicit water molecules. In both cases and regardless of the multipole order used, the effect of introducing polarization is a clear red shift of roughly 0.1 eV . Most of it is already present when an isotropic polarizability is employed.

As expected, the observed effects are larger for the anionic chromophore, which displays a 0.12 eV red-shift along the multipole series when polarization effects are included. The inclusion of crystal water also affects the excitation energy significantly, with a blue-shift between 0.12 eV (no pol.) and 0.22 eV (aniso. pol.). On the other hand, the presence of water makes the effect of increasing the multipole expansion less relevant: including dipoles red-shifts the excitation by about 0.1 eV but the red-shift is reduced once quadrupoles and octupoles are included. This reflects the observations made for the neutral form, and can be understood in light of the large dipole moment carried by the water molecules.

A red-shift of around 0.1 eV is observed in the excitation energies in neutral GFP when going from force fields without polarizabilities to force fields including these. Introducing anisotropic instead of isotropic polarizabilities further redshifts the energies slightly, by $\sim 0.01 \mathrm{eV}$. The total red-shifts observed when going from no polarizabilities to anisotropic polarizabilities are also seen when crystal waters are included, but the shifts are smaller when going from no polarizabilities

Table 3 The lowest ${ }^{a}$ excitation energy (in eV) in green fluorescent protein calculated with different force fields. The OPA oscillator strengths $(f) /$ TPA cross sections ( $\delta_{\mathrm{GM}}$ ) are given in parentheses.

${ }^{a}$ Except for anionic chromophore without polarizabilites combined with dipoles and higher order multipoles, where the lowest transition had zero oscillator strength
${ }^{b}$ Another relevant transition at $2.48 \mathrm{eV}(0.160 / 67.24)$
${ }^{c}$ Another relevant transition at $2.54 \mathrm{eV}(0.115 / 42.17)$
to isotropic polarizabilities and even smaller when going from isotropic to anisotropic polarizabilities.

It is worth mentioning that the lowest transition for the anionic chromophore in the absence of polarization interactions and including multipoles (dipoles or higher) is most likely an artifact of the calculation as it is not dominated by the HOMOLUMO transition. This is evident since the state is transparent to OPA (zero oscillator strength) and its TPA cross sections is negligible.

The environmental effect on the spectral intensities (OPA oscillator strengths and TPA cross sections) yields enhanced values, when a polarizable force field is employed: for the neutral chromophore it enhances the OPA by $30-40 \%$ and it makes the TPA cross sections 2-3 times larger than the values without polarization; for the anionic chromophore the effect on the OPA is still an enhancement albeit not as sizeable, whereas the TPA cross sections are again 2-3 times larger
when polarization effects are included.

### 4.4 The Effect of Important Amino Acids

To investigate the effect of the protein environment on the OPA of the GFP chromophore further, selected amino acids were studied individually together with the chromophore. The results are shown in Figure 4 and Figure 5 for the neutral and the anionic form respectively.

Each amino acid was either treated at the same level as the chromophore or classically, at the level of anisotropic polarizabilities and multipoles up to and including octupoles. Results from calculations with crystal water molecules included in the structure are also given, and they were treated at the same level as the amino acid.

For the neutral GFP chromophore, no significant differences are observed between the two approaches. The largest deviations are observed for GLN69 and the positively charged


Fig. 4 The effect on the one-photon transition energies in the neutral GFP chromophore when including one amino acid to the system. "Chrom" is the chromophore alone, and "QM" and "MM" are therefore results from the same calculation, while " $Q M$ w $/ \mathrm{H}_{2} \mathrm{O}$ " and " $\mathrm{MM} \mathrm{w} / \mathrm{H}_{2} \mathrm{O}$ " only differ in the level the water molecules were treated.

ARG96, where the red-shifts with PE are overestimated by $0.03-0.05 \mathrm{eV}$. Treating the water molecules surrounding the chromophore classically yields a small blue-shift of $0.02-0.04 \mathrm{eV}$ compared to corresponding full QM system: the perfect match observed for GLN69 is then due to error cancellation.

For the anionic chromophore without water molecules (see Figure 5) there is generally very good agreement between the two cases (full QM system and a classically treated amino acid). The only noticeable exception is GLN69 where a red shift of 0.08 eV is obtained, in contrast to almost no shift observed for the full QM system. One reason for this may be that the amino acid is located very close to the chromophore backbone, the shortest distance being $1.2 \AA$ between two hydrogen atoms, and it may therefore give rise to an unphysical


Fig. 5 The effect on the one-photon transition energies in the anionic GFP chromophore when including one amino acid to the system. "Chrom" is the chromophore alone, and " $Q M$ " and " $M M$ " are therefore results from the same calculation, while " $Q M w / \mathrm{H}_{2} \mathrm{O}$ " and " $\mathrm{MM} \mathrm{w} / \mathrm{H}_{2} \mathrm{O}$ " only differ in the level the water molecules were treated.
behavior. Calculations where the force field parameters on the closest hydrogen atom were moved to the second closest atom (a carbon atom $1.8 \AA$ away from the QM region) yielded, however, the same overestimation.

The most noticeable effect on the excitation energies of the anionic GFP chromophore due to the crystal water molecules is a typical blue-shift of 0.2 to 0.3 eV . The comparison of each full QM system with its classical counterpart shows that PEDFT overestimates this effect by roughly 0.05 eV . This overestimation is also observed for the full protein when the water molecules are treated classically. Both observations can be understood by considering that both the electrostatic and the polarization interactions will be enhanced due to the presence of a charge on the chromophore. This implies that (a) the ef-
fect of the dipoles on the water molecules will be stronger and (b) differences between the full QM system and the combined system will also be enhanced.

In summary, the PE-DFT method describes the effects from specific amino acids on the excitation energies in the GFP chromophore quite well, compared with treating the whole system quantum-mechanically. The most noticeable exceptions are GLN69 for the anionic form, and ARG96 for the neutral form. GLN69 is probably not well treated due to its close proximity to the chromophores backbone, while for ARG96 a hydrogen bond between the oxygen at the imidazolin ring and the amino acid, combined with the positive charge of ARG96 (see Fig. 6) is poorly described by the PE potential. A small discrepancy between PE-DFT and pure DFT is also observed for the interaction of the anionic form with the embedded water molecules.


Fig. 6 The location of the two amino acids GLN69 (left) and ARG96 (right) around the GFP chromophore. The distances are given in Ångstrøm.

### 4.5 The Effect of Crystal Water Molecules

It is obvious, as seen in Fig. 4 and 5, that including the seven closest crystal water molecules in either the classical or QM region has a large effect on the excitation energies. We have therefore studied the effects of the specific water molecules more carefully (see table 4).

PE-DFT has no problems in describing the water molecules


Fig. 7 The location of the seven water molecules around the neutral GFP chromophore. The orientations of the water molecules have been optimized in the complete protein structure. The numbering of the water molecules are as in table 4 and distances are given in Ångstrøm.
compared to a quantum-mechanical treatment when the chromophore is in its anionic form. PE-DFT overestimates the blue-shift due to the water molecule that is hydrogen bonded to the deprotonated oxygen $\left(\mathrm{H}_{2} \mathrm{O} 1\right)$. The overestimated blueshift is also seen when all seven water molecules are included in the PE potential, compared to a QM treatment of the water molecules.

The problems in describing water molecules included in the PE potential are more pronounced for the neutral chromophore. Water number 3 (see Fig. 7) gives rise to a small red-shift when treated classically but a blue-shift when treated quantum mechanically. A blue-shift is also observed when water number 4 is treated with QM, but no shift is observed when this molecule is treated classically. Both of these water molecules are hydrogen bonded to the imidazolin ring (see Fig. 7). As a consequence, the $>0.1 \mathrm{eV}$ blue-shift found when going from GFP without water to GFP with QM treated water is not seen when the water molecules are treated classically.

Table 4 The lowest electronic excitation energy (in eV) in the GFP chromophore, with $\mathrm{H}_{2} \mathrm{O}$ treated at classical or quantum mechanical level. The rest of the protein surrounding the chromophore are also included in the calculations. The numbering of the water molecules are given in Fig. 7. The OPA oscillator strengths $(f)$ / TPA cross sections $\left(\delta_{\mathrm{GM}}\right)$ are given in parentheses.

|  | Neutral |  | Anionic |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}_{2} \mathrm{O}$ | PE | QM | PE | QM |
| None | $2.93(0.173 / 7.80)$ |  | $2.35(0.290 / 482.33)$ |  |
| 1 | $2.93(0.161 / 8.45)$ | $2.93(0.182 / 10.49)$ | $2.55(0.291 / 562.20)$ | $2.52(0.296 / 614.19)$ |
| 2 | $2.98(0.172 / 6.04)$ | $2.96(0.174 / 6.19)$ | $2.44(0.313 / 547.90)$ | $2.43(0.305 / 536.49)$ |
| 3 | $2.90(0.157 / 9.54)$ | $2.99(0.192 / 12.81)$ | $2.37(0.305 / 507.03)$ | $2.37(0.298 / 497.16)$ |
| 4 | $2.93(0.163 / 5.94)$ | $2.98(0.188 / 9.37)$ | $2.38(0.287 / 516.30)$ | $2.36(0.276 / 496.23)$ |
| 5 | $2.93(0.165 / 6.92)$ | $2.95(0.180 / 8.21)$ | $2.34(0.280 / 476.63)$ | $2.34(0.277 / 479.84)$ |
| 6 | $2.95(0.175 / 7.98)$ | $2.95(0.182 / 8.57)$ | $2.36(0.286 / 489.71)$ | $2.36(0.287 / 494.60)$ |
| 7 | $2.95(0.175 / 7.19)$ | $2.94(0.175 / 6.71)$ | $2.36(0.288 / 492.97)$ | $2.36(0.288 / 496.23)$ |
| All | $2.93(0.148 / 16.83)$ | $3.06(0.237 / 52.69)$ | $2.65(0.304 / 605.10)$ | $2.61(0.300 / 634.89)$ |

The one-photon oscillator strengths are not affected much by water for the anionic chromophore. For the neutral chromophore we get a reduction of the oscillator strength when waters are included in the PE potential but an increase when QM waters are included.

The calculated absorption spectra of GFP with and without water, treated at the classical and quantum mechanical levels, are presented in Fig. 8. The chromophore embedded in the classically treated protein gives a qualitatively correct spectrum compared to experiment, but red-shifted by around 2530 nm . When seven classically treated water molecules close to the chromophore are included, the anionic peak is blueshifted by 60 nm , whereas the neutral peak is still located at 423 nm . As a consequence, the resulting spectrum has one peak with a shoulder on the red-side with the present band width. By treating the water molecules quantum mechanically, the neutral peak is also blue-shifted resulting in a spec-
trum in perfect agreement with experimental spectra.

### 4.6 Two-Photon Absorption

In order to investigate the TPA of GFP, we have performed several calculations on the neutral and the anionic form of the chromophore. For each form, several conditions have been tested such as the ionization state of the chromophore (neutral or anionic), the presence of the protein environment, the presence of water molecules in the protein barrel described either at the classical or quantum mechanical level. Our results are reported in Tables 5 and 6, respectively, for the neutral and the anionic form. For each transition we have reported its main contributions (above 5\% in square norm) in terms of orbital excitations, in order to characterize its nature. This is important when comparing excitations in different environments because different transitions are not equally affected by the varying conditions.


Fig. 8 The full calculated absorption spectrum of GFP without any water molecules (solid line), classically treated water molecules (dotted line) and QM treated water molecules (dashed line). The ratio between neutral and anionic GFP is set to $6: 1^{1}$. Gaussians have been made on each excitation with width of 20 nm . Thick solid line is experimental spectrum reprinted (adapted) with permission from ref. 5. Copyright 2001 by The American Physical Society.

In all cases the first excitation is dominated by a $\mathrm{HOMO} \rightarrow$ LUMO transition. Although this transition is according to our findings TP-active, it is not necessarily the one with the largest TPA cross section. For the neutral chromophore we find that the largest cross section among the first five transitions is obtained when the HOMO- $1 \rightarrow$ LUMO is the dominating contribution. In case QM water molecules are present, the largest cross section is obtained for the HOMO-6 $\rightarrow$ LUMO transition. A closer inspection reveals that this is qualitatively the same orbital which is now lower in energy due to the presence of the water molecules in the QM system (see Fig. 9). For comparison, we have also reported the one-photon oscillator strengths which are instead highest for the $\mathrm{HOMO} \rightarrow$ LUMO dominated transition or at best the same as the HOMO-1 $\rightarrow$ LUMO. This is a further confirmation that the two techniques are to some extent complementary also when rigorous symmetry arguments


Fig. 9 A selection of molecular orbitals of the GFP chromophore
cannot be invoked.
For the anionic form of the chromophore, the $\mathrm{HOMO} \rightarrow$ LUMO transition is again dominating the OPA spectrum. This transition is also quite important for the two-photon process. However, we have found that in the protein environment a significant cross section is displayed for the HOMO- $2 \rightarrow$ LUMO transition (HOMO-3 $\rightarrow$ LUMO when QM waters are present).

The comparison of our findings with the reported experimental data is in excellent agreement for what concerns the excitation energies: our "best" calculations for the neutral (Table 5, 3.06 eV) and anionic (Table 6, 2.61 eV ) moieties (with GFP and QM water molecules) when compared to the latest experimental results ${ }^{42}$ ( 3.04 and 2.63 eV ). The OPA intensities are also very well reproduced by our oscillator strengths.

The TPA spectrum reported by Drobizhev et al. ${ }^{18}$, alongside the spectral features shared with OPA, finds two additional features in terms of a shoulder at around 640 nm (3.87 $\mathrm{eV})$ and a stronger peak ( 36 GM ) at $550 \mathrm{~nm}(4.5 \mathrm{eV})$. Our findings confirm that the TPA spectrum in the low frequency re-
gion matches the OPA. We have also found a large TPA cross section at $610 \mathrm{~nm}(4.06 \mathrm{eV})$ for the neutral form and at 684 $\mathrm{nm}(3.62 \mathrm{eV})$ for the anionic form. These transition could explain the feature at 640 nm . The high energy peak ( 550 nm ) is however due to a two-step process ( $S_{0} \rightarrow S_{1}$ followed by $S_{1} \rightarrow S_{n}$ ) which cannot be reproduced by our TPA calculations. We observe however that the wavelength of 536-542 nm (around 4.59 eV ) is quite well matched by the fifth excited state of the neutral chromophore ( 4.47 eV ) in our calculations.

For a direct comparison the calculated two-photon absorption spectra are presented in Fig. 10, together with experimental spectrum from Drobizhev et al. ${ }^{18}$. It can be seen that the agreement on the TPA cross sections is however not very satisfactory. For the first peak of the neutral chromophore we obtain a cross section of 53 GM (peak at 810 nm ) whereas for the anionic one (peak at 950 nm ) we get 635 GM . Even by making use of the commonly used ratio of 6:1 the anionic peak si still larger than the neutral one. This is in contrast with OPA where our computed oscillator strengths match quite well the experimental data. Similar considerations can be drawn for the shoulder at 640 nm for which our calculated cross sections are much larger than the experimental measurements. It is worth mentioning that even on the experimental side the reported TPA cross sections vary from a few $\mathrm{GM}^{16}$ to more than 100 GM ${ }^{12}$ reflecting the challenge in such a measurement, however the relative intensity of the two low-energy peaks is by large consistent.

The orbital characterization of the TPA transitions reveals that the main component of the first excitation, which is both OPA and TPA active is the HOMO $\rightarrow$ LUMO transition as expected. This applies both for the neutral and for the anionic chromophore. At higher energy both the neutral and anionic form reveal a TPA active state which is in practice transpar-


Fig. 10 The full calculated absorption spectrum of GFP without any water molecules (solid line), classically treated water molecules (dotted line) and QM treated water molecules (dashed line). The ratio between neutral and anionic GFP is set to $6: 1^{1}$. Gaussians have been made on each excitation with width of 20 nm and the total spectra have been normalized to one in the visible region ( $>800 \mathrm{~nm}$ ). Squares are the experimental spectrum, reprinted (adapted) with permission from ref. 18. Copyright 2007 American Chemical Society.
ent to OPA. The signature of such state is characterized by the HOMO- $1 \rightarrow$ LUMO transition for the neutral form (visual inspection shows that when water molecules are added to the QM system, the orbital is qualitatively the same although it is no longer the HOMO-1 orbital, being instead lower in energy). The corresponding transition for the anionic form is instead characterized by the $\mathrm{HOMO} \rightarrow \mathrm{LUMO}+2$ transition $(\mathrm{HOMO} \rightarrow \mathrm{LUMO}+3$ with QM water molecules).

We observe also a large environmental enhancement of the cross section for both forms. For the neutral form the low energy peak is roughly 7 times larger going from gas phase (8 GM) to full embedding ( 53 GM ). A twofold enhancement of the cross section is also observed for the other TPA active state. For the anionic form the first TPA cross section is en-
hanced three times, whereas the most active one gains two orders of magnitude through embedding.

It is worth mentioning also the environmental effect on the peak positions: for the neutral chromophore the embedding due to the PE (both GFP and water molecules) red-shifts the transition by 0.33 eV . When the solvation water molecules are treated at DFT level the transition is slightly less red-shifted $(0.2 \mathrm{eV})$ displaying a value in excellent agreement with the most recent experimental observations ${ }^{42}$. For the anionic chromophore the transition is blue-shifted by 0.16 eV when PE is employed. However in this case promoting water molecules to the QM system only marginally affects the result reducing the blue-shift to 0.12 eV . A possible interpretation of the difference is that electrostatic effects, which are well reproduced by PE are more prominent for the anionic moiety, whereas the quantistic effect due to promoting water from PE to QM plays a more important role for the neutral one.

## 5 Conclusions

We have presented a study of the one-photon and two-photon absorption properties of the GFP chromophore in its native environment. The validity of our approach has been tested by comparing PE-DFT results with full DFT results when only one amino acid was present in addition to the chromophore. These results confirmed that polarizable embedding is a faithful method for describing the protein environment: differences between the full DFT and PE-DFT models are well below 0.1 eV , thus significantly smaller than the expected accuracy of DFT in predicting excitation energies. We have also shown that water inside the protein barrel leads to a significant blueshift for the anionic form, but that it is less important for the neutral form, with the noticeable exception of the chromophore-

ARG96 subsystem.
We have then turned our attention to the two-photon absorption (TPA) of the full system. The embedded chromophore shows a larger TPA cross section with respect to the bare chromophore, and the largest value is observed when water is included in the QM part by means of a supermolecular approach. The spectral features are very well reproduced by our results: our findings support well the most recent experimental observations by Drobizhev et al. ${ }^{18}$ on GFP in the whole spectral range. The only observed discrepancy regards the intensity of the TPA peaks which we have not been able to reproduce. We believe that this point deserves further investigations by theoreticians and experimentalists alike.

A recent theoretical investigation with DFT and wavefunction methods for the chromophore and non polarizable MM embedding for GFP suggested that the absence of PE could be responsible for the mismatch between their observations and the experimental results ${ }^{21}$. Our finding confirm that picture but also highlight the importance of the supermolecular approach where nearby water molecules are included in the QM region. In this way the experimental peak positions are very well reproduced.

Finally, our study does not support the presence of a dark OPA state which should be instead TPA active, at least not in the form proposed by Hosoi et al. ${ }^{16}$. In their work they observe that the TPA spectrum of the bare anionic chromophore is blue-shifted by some $10 \mathrm{~nm}(0.07 \mathrm{eV})$. We do see TPA active states at higher energy than the lowest one but the energy difference between such states is larger than 1 eV and is therefore not supporting the "dark state" interpretation proposed by Hosoi et al. ${ }^{16}$. This observation, together with a possible breakdown of the Frank-Condon approximation, suggested in another theoretical investigation ${ }^{20}$, could be the source of the
observed wavelength shift between the OPA and TPA spectra.
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Table 5 Main orbital components of the excitation vectors for the first 5 excited states of the neutral GFP chromophore in different environments: gas-phase, PE protein, PE protein and water, PE protein and QM water. Excitation energies (eV), wavelengths (nm), OPA oscillator strengths and TPA cross sections for each transition are also shown. The employed PE consists of a multipole expansion up to quadrupoles $(\Omega)$ and anisotropic polarizabilities ( $\alpha_{\text {aniso }}$ )

| Emb | $\mathrm{H}_{2} \mathrm{O}$ | Ex | $\mathrm{E}(\mathrm{eV})$ | $\lambda(\mathrm{nm})$ | osc. str. | $\delta_{\text {GM }}$ | Character |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | - | 1 | 3.26 | 380 | 0.195 | 7.76 | $47 \%(\mathrm{H} \rightarrow \mathrm{L})$ |
|  |  | 2 | 3.63 | 342 | 0.000 | 2.21 | $28 \%(\mathrm{H}-4 \rightarrow \mathrm{~L})+15 \%(\mathrm{H}-3 \rightarrow \mathrm{~L})$ |
|  |  | 3 | 4.27 | 290 | 0.055 | 817.59 | $34 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})+7 \%(\mathrm{H}-3 \rightarrow \mathrm{~L})$ |
|  |  | 4 | 4.52 | 274 | 0.001 | 61.67 | $33 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})+9 \%(\mathrm{H} \rightarrow \mathrm{L}+2)$ |
|  |  | 5 | 4.78 | 259 | 0.000 | 41.32 | $32 \%(\mathrm{H}-9 \rightarrow \mathrm{~L})$ |
| GFP | - | 1 | 2.93 | 423 | 0.173 | 7.80 | $46 \%(\mathrm{H} \rightarrow \mathrm{L})$ |
|  |  | 2 | 3.45 | 359 | 0.001 | 15.98 | $20 \%(\mathrm{H}-7 \rightarrow \mathrm{~L})+10 \%(\mathrm{H}-6 \rightarrow \mathrm{~L})+7 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})$ |
|  |  | 3 | 4.03 | 308 | 0.107 | 1370.86 | $24 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})+6 \%(\mathrm{H}-3 \rightarrow \mathrm{~L})+5 \%(\mathrm{H}-6 \rightarrow \mathrm{~L})+5 \%(\mathrm{H}-5 \rightarrow \mathrm{~L})$ |
|  |  | 4 | 4.14 | 299 | 0.003 | 25.62 | $46 \%(\mathrm{H} \rightarrow \mathrm{L}+1)$ |
|  |  | 5 | 4.31 | 288 | 0.004 | 179.66 | $38 \%(\mathrm{H}-4 \rightarrow \mathrm{~L})$ |
| GFP | PE | 1 | 2.93 | 423 | 0.148 | 16.83 | $47 \%(\mathrm{H} \rightarrow \mathrm{L})$ |
|  |  | 2 | 3.49 | 355 | 0.001 | 6.93 | $13 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})+13 \%(\mathrm{H}-4 \rightarrow \mathrm{~L})+8 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})$ |
|  |  | 3 | 4.25 | 292 | 0.145 | 1079.93 | $21 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})+11 \%(\mathrm{H}-4 \rightarrow \mathrm{~L})+7 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})$ |
|  |  | 4 | 4.45 | 279 | 0.000 | 16.25 | $41 \%(\mathrm{H} \rightarrow \mathrm{L}+1)$ |
|  |  | 5 | 4.57 | 271 | 0.000 | 201.38 | $12 \%(\mathrm{H} \rightarrow \mathrm{~L}+4)+11 \%(\mathrm{H}-5 \rightarrow \mathrm{~L})+5 \%(\mathrm{H}-6 \rightarrow \mathrm{~L})$ |
| GFP | QM | 1 | 3.06 | 405 | 0.237 | 52.69 | $46 \%(\mathrm{H} \rightarrow \mathrm{L})$ |
|  |  | 2 | 3.64 | 341 | 0.001 | 7.57 | $20 \%(\mathrm{H}-10 \rightarrow \mathrm{~L})+16 \%(\mathrm{H}-9 \rightarrow \mathrm{~L})+7 \%(\mathrm{H}-5 \rightarrow \mathrm{~L})$ |
|  |  | 3 | 4.06 | 305 | 0.047 | 1748.84 | $19 \%$ (H-6 $\rightarrow \mathrm{L})+18 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})$ |
|  |  | 4 | 4.16 | 298 | 0.001 | 45.34 | $21 \%(\mathrm{H}-4 \rightarrow \mathrm{~L})+14 \%(\mathrm{H}-3 \rightarrow \mathrm{~L})+9 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})$ |
|  |  | 5 | 4.47 | 277 | 0.000 | 43.16 | $22 \%(\mathrm{H}-3 \rightarrow \mathrm{~L})+15 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})+5 \%(\mathrm{H}-4 \rightarrow \mathrm{~L})+5 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})$ |

Table 6 Main orbital components of the excitation vectors for the first 5 excited states of the anionic GFP chromophore in different environments: gas-phase, PE protein, PE protein and water, PE protein and QM water. Excitation energies (eV), wavelengths (nm), OPA oscillator strengths and TPA cross sections for each transition are also shown. The employed PE consists of a multipole expansion up to quadrupoles $(\Omega)$ and anisotropic polarizabilities ( $\alpha_{\text {aniso }}$ )

| Emb | $\mathrm{H}_{2} \mathrm{O}$ | Ex | E (eV) | $\lambda(\mathrm{nm})$ | osc. str. | $\delta_{\text {GM }}$ | Character |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | - | 1 | 2.49 | 498 | 0.272 | 212.61 | 48\% ( $\mathrm{H} \rightarrow \mathrm{L}$ ) |
|  |  | 2 | 2.62 | 473 | 0.000 | 0.01 | $44 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})$ |
|  |  | 3 | 3.53 | 351 | 0.000 | 28.05 | $44 \%(\mathrm{H} \rightarrow \mathrm{L}+1)$ |
|  |  | 4 | 3.82 | 325 | 0.007 | 13.99 | $29 \%(\mathrm{H} \rightarrow \mathrm{L}+2)+15 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})$ |
|  |  | 5 | 3.83 | 324 | 0.014 | 10.06 | $27 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})+16 \%(\mathrm{H} \rightarrow \mathrm{L}+2)$ |
| GFP | - | 1 | 2.35 | 528 | 0.290 | 482.33 | $47 \%(\mathrm{H} \rightarrow \mathrm{L})$ |
|  |  | 2 | 2.72 | 456 | 0.017 | 33.83 | $31 \%(\mathrm{H} \rightarrow \mathrm{L}+1)+16 \%(\mathrm{H} \rightarrow \mathrm{L}+2)$ |
|  |  | 3 | 2.84 | 437 | 0.000 | 0.01 | $42 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})$ |
|  |  | 4 | 3.37 | 368 | 0.000 | 43.94 | $29 \%(\mathrm{H} \rightarrow \mathrm{L}+2)+14 \%(\mathrm{H} \rightarrow \mathrm{L}+1)$ |
|  |  | 5 | 3.50 | 354 | 0.002 | 940.65 | $39 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})$ |
| GFP | PE | 1 | 2.65 | 468 | 0.304 | 605.10 | $46 \%(\mathrm{H} \rightarrow \mathrm{L})$ |
|  |  | 2 | 3.62 | 342 | 0.000 | 335.29 | $14 \%(\mathrm{H} \rightarrow \mathrm{L}+3)+10 \%(\mathrm{H} \rightarrow \mathrm{L}+1)+10 \%(\mathrm{H} \rightarrow \mathrm{L}+2)+5 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})$ |
|  |  | 3 | 3.64 | 341 | 0.001 | 1432.91 | $18 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})+13 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})$ |
|  |  | 4 | 3.72 | 333 | 0.003 | 616.48 | $19 \%(\mathrm{H}-4 \rightarrow \mathrm{~L})+13 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})+6 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})+5 \%(\mathrm{H}-5 \rightarrow \mathrm{~L})$ |
|  |  | 5 | 3.90 | 318 | 0.000 | 76.67 | $22 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})+16 \%(\mathrm{H}-4 \rightarrow \mathrm{~L})+5 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})$ |
| GFP | QM | 1 | 2.61 | 475 | 0.300 | 634.89 | $46 \%(\mathrm{H} \rightarrow \mathrm{~L})$ |
|  |  | 2 | 3.44 | 360 | 0.000 | 6.07 | $24 \%(\mathrm{H} \rightarrow \mathrm{L}+1)+5 \%(\mathrm{H} \rightarrow \mathrm{L}+2)+13 \%(\mathrm{H} \rightarrow \mathrm{L}+3)$ |
|  |  | 3 | 3.48 | 356 | 0.000 | 1.37 | $42 \%(\mathrm{H}-1 \rightarrow \mathrm{~L})$ |
|  |  | 4 | 3.62 | 342 | 0.002 | 2419.62 | $24 \%(\mathrm{H}-3 \rightarrow \mathrm{~L})+17 \%(\mathrm{H}-2 \rightarrow \mathrm{~L})$ |
|  |  | 5 | 3.76 | 330 | 0.002 | 76.65 | $10 \%(\mathrm{H} \rightarrow \mathrm{~L}+1)+8 \%(\mathrm{H} \rightarrow \mathrm{~L}+2)+14 \%(\mathrm{H} \rightarrow \mathrm{~L}+3)+6 \%(\mathrm{H} \rightarrow \mathrm{~L}+4)$ |
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