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A COMMUNICATION COMPLEXITY PROOF THAT

SYMMETRIC FUNCTIONS HAVE

LOGARITHMIC DEPTH

GERTH STØLTING BRODAL AND THORE HUSFELDT

BRICS∗

Department of Computer Science, University of Aarhus,
Ny Munkegade, DK– Århus C, Denmark

Abst r a c t . We present a direct protocol with logarithmic communication that

finds an element in the symmetric difference of two sets of different size. This
yields a simple proof that symmetric functions have logarithmic circuit depth.

1. Int r oduc t ion

Alice and Bob, two co-operating but distant players, each hold a set A, B ⊆
{1, . . . , n} such that |A| 6= |B|. They want to find an element that is in one set but
not in the other, using as little communication as possible.

We present a simple and asymptotically optimal protocol for this problem. This
provides us with a completely new proof of an old and important result in Boolean
circuit complexity, which we state as Theorem 1 below.

We consider circuits of fan-in two over the basis ∨, ∧, and ¬. For a function f we
let d(f) denote the depth of the shallowest circuit that computes it. A function is
symmetric if its value depends only on the number of ones in the argument. Parity
and the threshold functions are popular examples.

Theorem 1. If f : {0, 1}n → {0, 1} is symmetric then d(f) ∈ O(log n).

Wegener [2] presents the standard proof of this result and provides a general
treatment of Boolean circuit complexity.

1.1. Notation. To alleviate notation we assume that n is a power of two. We
write log for the logarithm with base two. For a set A and integers l and s (for
‘left’ and ‘size’) we let Al,s denote the set A ∩ {l, . . . , l + s − 1}.

2. How T o F ind E l ement s in t he Symmet r ic Dif f er enc e

We start with two solutions that are obvious but weaker. Let us first see how
Alice and Bob can find an element in (A − B) ∪ (B − A) using O(log2 n) bits of
communication.

Key words. Boolean circuit complexity, communication complexity, symmetric functions.
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The protocol for this is a binary search in log n rounds. Alice and Bob will
maintain two integers l and s such that

|Al,s| 6= |Bl,s| .

This means that a valid answer is known to exist in the current interval {l, . . . , l +
s − 1}. Initially, l = 1 and s = n. The interval is halved each round: Bob sends
|Bl,s/2| to Alice, who decides in which half to continue the search and tells Bob.

Under the stronger assumption that the parities of |A| and |B| differ, Alice and
Bob need to send only 2 log n bits. They will ensure that

|Al,s| 6= |Bl,s| (mod 2)

during the protocol. Each round, Bob sends the parity of |Bl,s/2|, from which Alice
can infer (and tell Bob) in which half to continue.

The next result shows how to achieve the asymptotic bound of the latter protocol
under the conditions of the former.

Proposition 2. If |A| 6= |B| then Alice and Bob can find an element in (A − B) ∪
(B − A) using O(log n) bits of communication.

Proof. In addtion to l and s as above, Alice and Bob maintain a marker j =
0, 1, . . . , logn − 1, defined as follows. Let the bitstrings a, b ∈ {0, 1}logn denote the
binary representation of the two cardinalities, i.e.

∑
ai2

i = |Al,s| and
∑

bi2
i =

|Bl,s|. Then j marks a position where these two strings differ, so we have

|Al,s| 6= |Bl,s| (mod 2j+1) .(1)

Initially, such a marker can be found using O(logn) bits of communication.
We introduce bitstrings a′ and a′′ for the two halves of Alice’s current interval.

More precisely, a′ and a′′ are the binary representations of |Al,s/2| and |Al+s/2,s/2|,
respectively. Similarly, b′ and b′′ represent Bob’s intervals.

Bob starts each round by sending b′

j and b′′

j . There are two cases.

1. If a′

j 6= b′

j or a′′

j 6= b′′

j then Alice and Bob can leave the marker unchanged
and continue the search in the corresponding interval.

2. Otherwise, Alice and Bob have to look for a new marker. To this end, Bob
sends b′

i and b′′

i for decreasing values of i = j − 1, j − 2, . . . . Alice tells him
to stop when a′

i 6= b′

i or a′′

i 6= b′′

i . The invariant (1) makes sure that such an
i < j exists. This yields a new interval and a new marker.

The two players use a constant number of bits in each of the log n rounds to
decide which case they are in and each time i is decreased by one. The latter
happens at most log n times in the entire protocol.

3. Symmet r ic F unc t ions Have Log a r it hmic C ir c uit Dept h

To prove Theorem 1 we use the well-known equivalence result of Karchmer and
Wigderson [1], which we state for completeness. Let f be a Boolean function. Let
Rf denote the game in which Alice gets A ∈ f−1(0), Bob gets B ∈ f−1(1), and
they want to find an index where their input strings differ. The communication
complexity of Rf is the minimal number of bits they have to exchange.

Lemma 3 (Karchmer–Wigderson). The communication complexity of Rf is d(f)
bits.

The theorem follows from this lemma and the result of the last section, since if
f is symmetric and A ∈ f−1(0), B ∈ f−1(1) then we have of course |A| 6= |B|.
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