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 Among the most popular methodologies for development of data mining projects are 
CRISP-DM and SEMMA, This research paper explains the reason why it was decided to 
compare them from a specific case study. Therefore, this document describes in detail each 
phase, task and activity proposed by each methodology, applying it in the construction of a 
MODIS repository for studies of land use and cover change. In addition to the obvious 
differences between the methodologies, there were found other differences in the activities 
proposed by each model that are crucial in non-typical studies of data mining. At the same 
time, this research determines safely the advantages and disadvantages of each model for 
this type of case studies. When the MODIS product repository construction process was 
completed, it was found that the additional time used by CRISP-DM in the first phase was 
composed in the following phases, since the planning, definition of mining goals, and 
generation of contingency plans, allow developing the proposed phases without 
inconvenience. It was also demonstrated that CRISP-DM is presented as a true 
methodology in comparison with SEMMA, because it describes in detail each phase and 
task through its official documentation and concrete examples of its application. 
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1. Introduction 

This paper is an extension of work originally presented in 
11CCC IEEE 2016 [1]. 

Within the set of business intelligence technologies is data 
mining, which in itself is a phase of the KDD process, and is 
responsible for the data preparation and the interpretation of the 
results. Keeping in mind that KDD is a process that has a high level 
of complexity, it was necessary the use of methodologies that 
allow a systematic approach in the construction of data mining 
projects, today there are two methodologies for the information 
treatment that are avant-garde in their models. The SAS company 
suggests the use of SEMMA methodology, likewise in 1999, a 
large consortium of European companies, NCR (Denmark), AG 
(Germany), SPSS (England) and OHRA (Netherlands) joined 
forces to develop a free distribution methodology called CRISP-
DM (Cross Industry Standard Process for Data Mining) [2]. Those 
methodologies structure the data mining project in phases that are 
interrelated, converting the process into iterative and interactive. 

The CRISP-DM methodology structures the life cycle of a data 
mining project in six phases [3], which interacts with each other in 
an iterative way during development of the project as shown in 
Figure 1. The methodology in a general description is organized in 
phases, where each phase is structured in several generic tasks of 
second level, and these make a projection towards specific tasks 
that described the actions that should be developed [3]. E.g., if the 
second level has the generic task "data cleaning", the third level 
indicates the tasks that have to be developed for a specific case, 
such as "numerical data cleaning" or "categorical data cleaning". 
Finally, the fourth level includes a set of actions, decisions and 
results of the data mining project in question. 

On the other hand, the SEMMA methodology takes its name 
from the different stages that lead the process of information 
exploitation, sample, explore, modify, model, and assess. The 
methodology is itself a cycle whose internal steps can be 
performed iteratively according to the needs. SEMMA provides an 
easy-to-understand process that allows the development and 
maintenance of information exploitation projects [4]. 

Both methodologies structurally have similarities, e.g., the 
specific task of data cleaning, however they differ in several 
aspects, like tasks, activities and phases, e.g., in CRISP-DM there 
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is a phase dedicated to problem understanding in terms of business, 
defining objectives, resources, roles, etc., for setting data mining 
goals, while SEMMA proposes to directly access the data to be 
analyzed, defining a sample and applying techniques of data 
mining without considering the business objectives. Therefore, this 
causes certain differences in the data mining process, and this 
document aims to identify them. 

 
Figure 1: CRISP-DM methodology phases. Adaptation of: Chapman, P. [3]. 

The case study proposed for the comparison focuses on the 
construction of a MODIS repository for studies of land use and 
cover change. Considering that vegetation is a primary indicator of 
the state of an ecosystem because of its fundamental role in the 
water and carbon cycles [5], in addition, photosynthetic activity is 
a measure of the transformation of radiant energy into chemical 
energy, and any observable change in it may indicate alterations in 
the environment [5]. An agile and low-cost way to monitor large 
areas and analyze vegetation behavior is the use of vegetation 
indices obtained from remote sensors, e.g., from the MODIS 
sensor. 

MODIS (MODerate resolution Imaging Spectroradiometer), 
which is one of the most important for the monitoring of the 
processes of change in the earth for its spatial and spectral 
characteristics. The MODIS sensor was designed by an 
interdisciplinary team of scientists with extensive experience in 
remote sensing. This team worked for about 10 years to finally 
define requirements for data collection, calibration and processing 
[6]. This sensor produces a total of 648 tiles, which about 290 are 
classified as soil and therefore produce vegetation indices [7]. 
However, a vegetation index can be defined as a parameter 
calculated from reflectance values at different wavelengths, and is 
particularly sensitive to vegetation cover [8]. According to the 
previous definition, the variation of the vegetation index over time 
allows to determine if a field in terms of coverage or biomass is 
better or worse according to its historical values. 

This study was used the MOD13Q1 products generated by the 
sensor on board the TERRA satellite, and as an alternative was 
used the MYD13Q1 products from AQUA satellite. The NDVI 
(Normalized Difference Vegetation Index) was used as an index to 
estimate the quantity, quality and development of vegetation based 
on measurement, by means of remote radiation sensors of certain 
bands of the electromagnetic spectrum that vegetation emits or 
reflects [7]. The EVI (Enhanced Vegetation Index) also was used, 
which is considered to be the most robust vegetation index, 
because it is more robust compared to the contribution of soil and 
atmospheric influences [7]. 

From the files downloaded for the study area, the first three 
products were extracted (NDVI, EVI and VI Quality); the quality 
of the data present in the spectral bands will determine the quality 
of the studies of land use and cover change.  The reason why it is 
necessary to carry out a cleaning process following the steps 
proposed by a recognized methodology of data mining, where the 
quality of the data before applying mining techniques is essential. 
Therefore, it was decided to make a comparison between the 
CRISP-DM and SEMMA methodologies to determine the most 
appropriate for non-typical data mining studies such as the one 
referred to in this research. Thus the process was developed with a 
high level of detail phases, tasks and activities of each 
methodology, and it was finally possible to obtain the best quality 
of the MODIS products that would be used in studies of land use 
and cover change. 

 

2. Research background 

Nowadays, some worldwide researches are based on the 
MODIS sensor, e.g., to temporal and spatial comparison of the 
frequency of heat sources as a fire indicator in Colombia in recent 
years [9], as well as in techniques of data mining, physical and 
statistical models, based on satellite remote sensing methods [10], 
also in remote sensing systems that allow exploring diverse fields 
such as agricultural, forestry, or to evaluate land use and cover 
change [11]. However, in the found referents, it was evident the 
insufficiency of researches in which to guarantee the highest 
quality of the data to be used, following a data mining model, and 
even less if it is included in studies of land use and cover change 
using MODIS products. On the other hand, although there are 
several comparative studies between different models of data 
mining, including CRISP-DM and SEMMA [12, 13, 14], it is not 
clear which to use for researches that obtain data from MODIS 
products. 

3. Methodology 

The area of analysis of this research includes the territory of 
the department of Nariño; therefore the MODIS products 
downloaded correspond to tile h10v08. The tiles are distributed 
within a Cartesian system, starting at the position (0, 0) 
corresponding to the upper left corner and ending at the position 
(35, 17), corresponding to lower right corner [6]. The coverage 
area of each tile is 10x10 deg. The rows are defined by the letter 
"v" and the columns by the letter "h", in this way is possible to 
make a suitable selection of the area of interest. 

The MODIS products that work with vegetation indices are 
those corresponding to the MOD13 and MYD13 series, from 
which were selected those that provide a spatial resolution of 250 
meters and a temporal frequency of 16 days, to finally obtain 355 
MOD13Q1 products from the years of 2000 to 2015. For the 
identification of MODIS products with excellent quality for 
studies of land use and cover change, CRISP-DM and SEMMA 
data mining methodologies were applied faithfully following each 
phase, task and activity suggested. 

With respect to the download, reprojection, transformation, 
cleaning and storage of MODIS products, some “scripts” were 
used in all cases to optimize the process, among them 
ModisDownload [15]. The scripts were created for the statistical 
program R, which is free (GNU) and through the RGDAL and 
Raster libraries can directly process the HDF files. The scripts 
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make use of the MRT reprojection tool, which were granted free 
of charge by NASA, this tool allows the download, reprojection, 
conversion and integration of MODIS products [16], in addition to 
extracting the layers from each of them. 

4. Result 

The detailed process of the application of the mining 
methodologies presented in the previous sections is described 
below, and the similarities and differences between both models, 
are presented in a parallel, spotlighting the key elements of phases 
and previous tasks. 

4.1. Phase 1 

The development of this first phase in CRISP-DM is known as 
"Business Understanding" [3], which allows obtaining a greater 
level of understanding of the case study, this being a key 
component to construct the MODIS repository for studies of land 
use and cover change, because it is possible to plan a project and 
define clear and concrete data mining goals. 

Task 1: denominated by CRISP-DM as "Determining business 
objectives" [3], in this general task the methodology suggests 
knowing what the client wants to obtain, thus giving the analyst a 
business perspective. In this first task the objectives were defined, 
based on the context, area of the problem and current solution, 
therefore the objective was: to classify regions in the department 
of Nariño in agricultural, forest and livestock, as defined by the 
IGAC [17]. Task 2: the methodology defines it as "Assess 
situation" [3], which is done by taking into account the inventory 
of resources (hardware, knowledge and data), identification of 
requirements, assumptions, constraints, risks and contingency 
plans, as well as including the costs and benefits of the study. For 
this research, it was identified among other elements: the different 
alternatives for the acquisition of MODIS products, among which 
standout 1) Reverb, online tool for the discovery of scientific data 
of the earth; 2) USGS Global Visualization Viewer which is a tool 
for searching and downloading satellite data 3) LP DAAC Data 
Pool, which allows direct access to MODIS products. In addition 
to these free tools provided by NASA, there are payment tools and 
scripts developed by experts with free access, the latter being the 
best alternative for the project. Task 3: CRISP-DM defines it as 
"Determine data mining goals" [3], in the specific tasks the data 
mining objectives and the evaluation criteria of the model are 
determined, which for the case study were respectively: 
identification of types of regions in Nariño, according to kind of 
vegetation found and the evaluation of the accuracy of the model 
compared with real data provided by IGAC - Nariño. Task 4: is 
known as "Produce project plan" [3], and is the last general task 
proposed by CRISP-DM for the first phase, in the specific tasks, 
the project plan was constructed through a table in which it stands 
out for each phase: time, resources, risks and contingency plans 
that are required for the successful project implementation, and to 
create the table, all the information obtained in previous tasks was 
required. Therefore the planning of the phases necessary to 
construct the repository of MODIS products can be visualized in 
the Table 1. 

On the other hand, SEMMA in its first phase "Sample" [4], 
proposes to extract a sample of the total data, in this way allowed 
to make a previous analysis of the problem of mining. For the case 
study it was obtained that: 

For data access, it was defined for this study that it would work 
with the MOD13 algorithm, specifically with the MOD13Q1 
products, because in addition to be suitable for studies of land use 
and cover change, they do not produce pixels on oceans or soil 
under water. The study population was 355 HDF files and 1065 
products of interest; B) to establish a small sample, 10 percent of 
the total population was chosen, therefore the sample size was 107 
products; C) to form the sample was chosen a simple random 
method, obtaining 28 NDVI, 53 EVI and 26 VI Quality layers. For 
the extraction of the first three layers (NDVI, EVI and VI Quality) 
of interest in the case study, the MRT tool was used, as well an R 
script that optimizes the process. 

Table 1: Project planning 

Phase Resources Risks Contingency 
plans 

B
us

in
es

s 
un

de
rs

ta
nd

in
g 

Documentation about 
MOD13Q1 product. 
Documentation about 
vegetation indices. 
Documents of IGAC 
from Nariño. 
Visualization tool: 
Quantum GIS 

Limited 
information 
in Spanish 
about these 
topics. 

English and 
Portuguese 
documentatio
n 

D
at

a 
un

de
rs

ta
nd

in
g 

Website with products 
for soil studies as LP 
DAAC 
Scripts to download, 
reprojection and 
conversion of MODIS 
products. 
Tool to reproject and 
convert MODIS 
products (MRT). 
Environment and R 
programming language 
to execute the scripts. 

Bugs or 
limitations 
in the 
scripts. 
 

Manual FTP 
downloading. 
 

D
at

a 
pr

ep
ar

at
io

n 

NDVI, EVI and VI 
Quality products. 
Environment and R 
programming language 
to execute the scripts. 
PostgreSQL - PostGIS 
to store the layers. 
Programming language: 
Python 

MODIS 
products 
that cannot 
be used. 

Downloading 
MODIS 
products from 
AQUA 
satellite. 

 

At the end of the phase, it is concluded that CRISP-DM 
benefits the achievement of results because it allows for fully 
understanding of the problem in terms of the business and its 
equivalent in terms of data mining, even proposes to make a 
detailed plan that guarantees the success in the process. 

4.2. Phase 2 

In CRISP-DM the second phase is known as "Data 
Understanding" [3]. In this phase the methodology proposes data 
selection criteria, obtains and explores them, in a way that 
identifies the elements that determine their level of quality. 

Task 1: denominated by CRISP-DM as "Collect initial data" 
[3], where the following criteria were defined: 1) Products of the 
MOD13 series with a resolution of 250 meters. 2) The study region 
should contain the area of Nariño (available in the h10v08 tile). 3) 
Download available products between February 2000 and June 
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2015 (for a total of 373 files in HDF format). For the download of 
MODIS products it is necessary to keep in mind parameters of the 
script to select a specific date, or a range of time; The coordinates 
to specify the tile to be downloaded, or several tiles when joining 
several coordinates; The script named "ModisDownload" of free 
access, originally created by Naimi [15], later adapted and 
improved by the community, uses the GDAL library, which allows 
reading and writing raster data compatible with spatial references, 
also the reading of vector data and HDF extension files belonging 
to the MODIS products. The MRT reprojection tool is free and 
developed by NASA [16]; this tool allows the download, 
reprojection, conversion and integration of MODIS products, in 
addition to the extraction of the layers of each product. The HDF 
files were obtained from the website: land data products and 
services LP DAAC [16]. The execution of the script was done per 
year and the time required to download the products of a particular 
year was 161 minutes. The total time for the download of all 
MODIS products was 2310 minutes. Adding the download time of 
AQUA sensor products would add 126 minutes. Task 2: known in 
the methodology as "Describe data" [3], for the case study was 
determined the description of the type and range of values of the 
attributes and the volume of the data (1119 files in TIF format and 
reprojected to the coordinate system accepted in Colombia. The 
files correspond to first three layers of the MOD13Q1 products). 
Task 3: named by CRISP-DM as "Explore data" [3], focused on 
the VI Quality product, which allows the determination of the 
quality of the data processed per pixel in the layers, using 
parameters such as the usability of the pixel,  amount of aerosol, 
detection of adjacent clouds, atmospheric correction, among 
others. Task 4: defined as "Verify data quality" [3], it was decided 
to work with the first VI Quality layer parameter, identifying 
special values and cataloging its meaning (Table 2). 

Table 2: Description of the VI Quality parameter used 

Bits Parameter 
Name Value Description 

0-1 VI 

Quality 

00 
01 
10 
11 

VI produced with good quality. 
VI produced, but checks other QA. 
Pixel produced, but most probably 
cloudy. 
Pixel not produced due to other reasons 
than clouds. 

 

The "Explore" phase [4] of SEMMA was developed with an 
exploration of the sample data, allowing complement the initial 
understanding of the problem, later the process was restarted and 
applying for all the data, thus sufficient inputs were available for 
the next phase. For the case study, the MODIS products of interest 
were the first three: NDVI, EVI and VI Quality. For the NDVI and 
EVI layers the valid range of values is -2000 to 10000 and its scale 
factor is 0.0001, which means that the values of 10,000 in a raster 
should be multiplied by 0.0001 in order to achieve the current 
value. As for the data quality criteria, the first four attributes of the 
first parameter of the Quality VI layer were chosen as indicated in 
Table 2. 

The first phase of CRISP-DM is very important because it 
offers clarity on the problem to be solved and how to do it, whereas 
SEMMA does it, but in a very superficial way depending on 
several later phases of this, nevertheless SEMMA has as advantage 
that work with a smaller amount of data (however this first phase 
is optional). Regarding the data selection and evaluation criteria, 
the CRISP-DM methodology proposes to define them in the third 
task of the first phase, however, each of them had to be reviewed 

and improved in several of the following tasks in the same phase. 
Through the criteria it was possible to optimize the process of data 
selection and the cleaning of data. In SEMMA the definition of 
selection criteria was quite questionable at the beginning, and each 
criterion had to be improved and corrected in the course of the 
tasks and even in the following phases. 

4.3. Phase 3 

This phase is known as "Data Preparation" [3] in CRISP-DM, 
it is composed of four general tasks and the same number of 
specific tasks. 

Task 1: named by CRISP-DM as "Select data" [3], allows 
determining which data will be included for the study and the 
criteria to exclude the data with low quality. For SEMMA, this task 
is called "Transformation and selection of data" [4] and consists, 
as in CRISP-DM, of identifying the data to be used in the next task, 
however SEMMA did not consider the inclusion of MYD13Q1 
products, thus obtaining 1065 files, unlike the 1119 obtained by 
CRISP-DM, despite this, the development of the task was similar 
in the two methodologies and described below. 

For each downloaded MOD13Q1 product the first three layers 
(NDVI, EVI and VI Quality) were extracted, by means of the 
adaptation of the script developed by Golicher [18], to transform 
the image to the TIF format and at the same time reproject it to the 
coordinate system accepted in Colombia, obtaining a total of 1119 
new files. The VI Quality product allows determining the quality 
of the data processed per pixel, identifying which data has an 
excellent quality, an intermediate quality, a low quality and which 
cannot definitively be used [7]. For the case study it defined the 
first 4 bits of the VI Quality layer described above in Table 2, 
determining that the total of non-usable pixels will be the result of 
the sum of the probably clouded pixels and the pixels not produced, 
Therefore, if this value exceeds 30% of the pixels in the image, it 
should be discarded [19]. 

In order to determine the quality of each image for the NDVI 
and EVI products, the calculation was performed by adapting the 
script developed by Lydholm [20] for the statistical program R. 
The process was performed by each VI Quality layer, determining 
the number of non-usable pixels in the study region and keeping in 
mind an analysis is not possible if the amount of unusable data 
exceeds 30% [19]. 

In the script, the necessary libraries were loaded to use methods 
to create raster images and functions to handle HDF files. The next 
step was to set the directory in which the TIFF files corresponding 
to the Quality VI layer are located. After extracting the addresses 
of each of the files in the list, it was proceeding to work each of 
them in an iterative structure to determine if the quality of the 
associated layers has a value greater than 70%. Finally, the 
directory was set to store the images under the accepted quality 
value. 

In the script was also defined an iterative structure which used 
the list of addresses of the files with the VI Quality layer obtained 
in the previous steps, for each VI layer, a raster file was generated 
and stored in memory, then, a function was defined that It will take 
the first bits inside the raster, transform them to integers and 
reverse them. Then, the previous function was used in each raster, 
thus obtaining the total amount of pixels with a high, medium and 
low quality.  These are pixels with such a high amount of clouds 
that they cannot be used, and pixels not produced or not usable for 
other reasons. On the other hand this also determines the amount 
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of pixels corresponding to land, ocean, land under shallow water 
(rivers) and land under moderately deep water (lakes). 

Once the parameters for each raster previously defined in Table 
2 were obtained, it was extracted, transformed to a percentage and 
adds the values corresponding to cloudy and non-produced pixels. 
Then a logical expression was used to determine if the previous 
sum is greater than 30, if it is true, a text file was generated with 
the date of the VI Quality layer analyzed as its name, and inside it 
stored the quantity of pixels of high quality, average quality, pixels 
probably cloudy and unprocessed. Likewise in the following line 
its equivalent in percentage, the sum of the last two values and 
finally the exact name of the file containing the VI Quality layer. 
This text file allows the investigator to know in detail why that 
particular image was discarded by the script. After this, a PNG 
image (Figure 2) was generated with the analyzed raster and stored 
in the specified destination at the beginning of the code. 

 
Figure 2: Image generated by the R script of the VI Quality layer on June 10, 

2015. 

However, due to the size of the MODIS tile and considering 
that the study region was smaller than the size of the image, it was 
decided to re-evaluate the images discarded by the script, therefore 
it was constructed in such a way that it generates a report with the 
images that did not exceed the minimum of non-usable pixels, 
besides an image in PNG format with the date of the VI Quality 
layer analyzed, in which represented in a green color are the clouds 
present in the region, and a text file with the quality values. 
Delegating responsibility to the researcher to decide which were 
still valid and which should definitely be withdrawn from the 
study. 

Sometimes the script discarded the two images obtained in the 
same month, leaving several months in a year without data to 
analyze, for this reason the MODIS products generated by the 
sensor in AQUA satellite were downloaded and used for those 
special months. This situation had already been foreseen in the first 
phase of the CRISP-DM methodology, so that a contingency plan 
was included in the overall planning of the data mining project and 
it was carried out in this phase. 

B) Task 2: named by CRISP-DM and by SEMMA as "Clean 
data" [3, 4], this task classified the MOD13Q1 products with the 
sufficient quality to perform studies of land use and cover change, 
and the products to be discarded. In contrast to SEMMA, in the 

CRISP-DM methodology, the MYD13Q1 products were 
established as a contingency plan in view of the risk of running out 
of products in a particular month. In the following section, the task 
is presented considering the contingency plan. 

Keeping in mind the selection criteria, (percentage of usable 
pixels, spatial and temporal resolution, and MODIS product type) 
it was obtained: 746 images, which were valid images only 534 
therefore the quantity of discarded images was 212. The time 
required for this process was 2804 minutes, being the process that 
required most time during the entire investigation. By year the time 
used was about 179 minutes; in addition the time for the 18 images 
of the satellite AQUA was about 147 minutes. 

Table 3 and Table 4 present the data cleaning report for two 
years in particular, highlighting in gray the images that despite 
reporting a higher percentage of unusable pixels to be accepted can 
be used in the study region. Also highlighted in orange are the 
months in which all images were excluded, thus the MYD13Q1 
products were downloaded and analyze the result of the process 
can be seen in Table 5 and in Table 6. 

Table 3: Data cleaning process MOD13Q1 between 2014 and 2015 (part 1) 

Item Name Date 
1 2014-02-18.250m_16_days_VI_Quality.tif 2014-02-18 
2 2014-03-06.250m_16_days_VI_Quality.tif 2014-03-06 
3 2014-04-07.250m_16_days_VI_Quality.tif 2014-04-07 
4 2014-05-25.250m_16_days_VI_Quality.tif 2014-05-25 
5 2014-06-10.250m_16_days_VI_Quality.tif 2014-06-10 
6 2014-08-13.250m_16_days_VI_Quality.tif 2014-08-13 
7 2014-09-30.250m_16_days_VI_Quality.tif 2014-09-30 
8 2014-10-16.250m_16_days_VI_Quality.tif 2014-10-16 
9 2014-11-01.250m_16_days_VI_Quality.tif 2014-11-01 

10 2015-03-06.250m_16_days_VI_Quality.tif 2015-03-06 
11 2015-03-22.250m_16_days_VI_Quality.tif 2015-03-22 
12 2015-04-07.250m_16_days_VI_Quality.tif 2015-04-07 
13 2015-04-23.250m_16_days_VI_Quality.tif 2015-04-23 
14 2015-05-09.250m_16_days_VI_Quality.tif 2015-05-09 
15 2015-05-25.250m_16_days_VI_Quality.tif 2015-05-25 
16 2015-06-10.250m_16_days_VI_Quality.tif 2015-06-10 

 

Task 3: named by CRISP-DM as "Construct data" [3], after 
completing this task, the structure of the tables that store the data 
resulting from the previous task were obtained. For SEMMA, this 
task is called "Construction of the repository" [4] and actually 
covers in its development in the fourth task of CRISP-DM, because 
it not only identifies the structure of the repository, it also builds it. 
In CRISP-DM that process is divided into two tasks, therefore the 
description of the third task of SEMMA corresponds to two 
sections dedicated to third and fourth task of CRISP-DM. 

PostGIS was used for the construction of the repository, 
because is a spatial extension of PostgreSQL, that in addition to be 
a spatial database compatible with "OpenGIS Simple Features for 
SQL" [21], it allows us to manage spatial objects (roads, rivers, 
forests, etc.) as objects of the database, allowing to calculate 
relationships between objects that are very difficult to model 
without using spatial objects [21], such as proximity, adjacency, 
containment, among others. The database was created in 
PostgreSQL, however a PostGIS extension must be added to the 
DBMS so that it recognizes, e.g., raster type attributes. 
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Table 4: Data cleaning process MOD13Q1 between 2014 and 2015 (Part 2) 

Item 

Pixel produced, 
but most 

probably cloudy 

Pixel not 
produced due to 

other reasons 
than 

clouds 

No usable 
pixels (%) Exclude 

Quantity (%) Quantity (%) 
1 8135534 36.6 1319373 5.9 42.5 Si 
2 8618282 38.7 1318783 5.9 44.6 Si 
3 6370910 28.6 1320358 5.9 34.5 Si 
4 6102452 27.4 1320584 5.9 33.3 Si 
5 6627708 29.8 1317959 5.9 35.7 No 
6 7669296 34.5 1319543 5.9 40.4 Si 
7 5441419 24.5 1318093 5.9 30.4 Si 
8 5706722 25.7 1318820 5.9 31.6 No 
9 5596434 25.2 1320674 5.9 31.1 Si 

10 6657345 29.9 1305071 5.9 35.8 Si 
11 6245216 28.1 1304754 5.9 34 Si 
12 9507546 42.7 1302703 5.9 48.6 Si 
13 5593483 25.1 1304982 5.9 31 No 
14 6682094 30 1304743 5.9 35.9 Si 
15 9714449 43.7 1305965 5.9 49.6 Si 
16 5624849 25.3 1305321 5.9 31.2 No 

 

Table 5: Data cleaning process MYD13Q1 (part 1) 

Item Name Date 
1 2015-03-14.250m_16_days_VI_Quality.tif 2015-03-14 
2 2015-03-30.250m_16_days_VI_Quality.tif 2015-03-30 
3 2015-05-01.250m_16_days_VI_Quality.tif 2015-05-01 
4 2015-05-17.250m_16_days_VI_Quality.tif 2015-05-17 

 

Table 6: Data cleaning process MYD13Q1 (part 2) 

Item 

Pixel produced, 
but most 

probably cloudy 

Pixel not 
produced due to 

other reasons 
than 

clouds 

No usable 
pixels (%) Exclude 

Quantity (%) Quantity (%) 
1 7161513 32.2 1321807 5.9 38.1 Si 
2 7846294 35.3 1320976 5.9 41.2 Si 
3 5662943 25.5 1317536 5.9 31.4 No 
4 7794798 35 1324353 6 41 Si 

 

Considering that database will be filled with identical 
information, it was inappropriate to create a single table that 
contains them; the best way to handle large amounts of data is by 
partitioning tables. In order to perform the partitioning of tables, a 
parent table must be created, which will later inherit the 
characteristics of the child tables [22]. For the case study 
corresponds to one table per year and vegetation index. 

Task 4: named by CRISP-DM as "Integrate data" [3], this task 
allows the combination of data resulting from previous tasks. For 
the case study it was necessary to use the structures defined in the 
repository construction as described below. 

To create the database, a script was developed based on 
Golicher's approach [18], the Python-built script for this work 
allowed defining one table per year, inheriting the characteristics 
of the main table, and allowing the entry of a layer in TIF format 
for each table depending on the year in which it was obtained. At 
the end of the process, 15 tables were obtained from the NDVI 
vegetation index and another 15 tables from the EVI vegetation 

index. Finally, a total of 32 tables were obtained, each with an 
average number of records of 1517. 

In the script used, the corresponding libraries to handle SQL 
statements and file handling were loaded. Later, it selected the 
folder in which the files for the NDVI or EVI vegetation index 
were stored, then a list was extracted with all the files and was 
classified according to the year of each layer, finally, an iterative 
expression was built which runs the data by each year, beginning 
in the year 2000 and ending in the year 2015. In the iterative 
structure a new table was created with the name of the vegetation 
index and the respective year, a restriction of dates in such a way 
as prevent entering different values than the selected year. The 
other attributes are inherited from the main table, finally, it was 
proceeded to define another cycle that will be responsible for 
filling each record of the table with the corresponding indices 
(usually two for each month). In the next iterative expression, each 
product NDVI or EVI was evaluated, creating a temporary table 
with the raster of each one, for this the command program 
"raster2pgsql" offered by PostgreSQL was used, including the 
parameters and access data for the required database. Then, a new 
attribute of date type was added to the temporary table to insert the 
exact date of the MODIS product. Data of the temporary table was 
transferred to the table defined in the previous cycle. Finally, if it 
leaves the iterative structure, it means that for that particular year, 
all the corresponding layers have already been registered; therefore 
an index can be defined per year. 

5. Conclusion 

The data cleaning process for MODIS products in studies of 
land use and cover change using the CRISP-DM methodology, 
was easier than SEMMA, mainly because CRISP-DM is presented 
as a true methodology of data mining with detailed phases, tasks 
and activities. Also, it has documentation produced by typical case 
studies which the methodology was applied; guaranteeing that 
CRISP-DM methodology for the cleaning of the MODIS products 
would work without any problems. Another important point in the 
success of the application of CRISP-DM was the preliminary tasks 
that clearly defined the process, including predictions about 
possible problems in the data cleaning stage. 

It should also be noted that the use of R scripts helped and 
optimized the process of cleaning, downloading and reprojection 
of MODIS products, because the time invested in each phase of the 
methodology was smaller than the one invested on the traditional 
way. It can also be concluded that managing a high level for 
understanding the problem was a key to build the MODIS 
repository for studies of land use and cover change, because it 
defined a clear and concrete mining goals, where the CRISP-DM 
methodology dedicates an entire phase to transform the problem in 
terms of data mining. 

On the other hand, SEMMA is designed to work with the 
SAS® Enterprise Miner™ tool, and all available documentation 
focuses on this tool, therefore, when working with non-typical 
mining cases as the case study presented in this article, the amount 
of SEMMA disadvantages increase, demonstrating that SEMMA 
is not suitable for applying in a similar studies as presented in this 
manuscript. In contrast, CRISP-DM methodology is 
recommended when attempting to perform a data mining project, 
because it has all the available documentation, detailed phases, 
tasks and activities, and the development of the first phase, that 
facilitate the problem understanding and its transforming to a data 
mining problem. It is a better approach if the knowledge of the 

http://www.astesj.com/


H. J. Gómez Palacios et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 598-604 (2017) 

www.astesj.com     604 

problem in terms of business is insufficient and if the problem does 
not fit within the typical cases solved with mining techniques. 

For future work, it is recommended to use all available MODIS 
products obtained from the sensor in the TERRA satellite and from 
the sensor in AQUA satellite. Both satellites combined generate 
four images every month, however, according to the results it was 
common that in the months with worse weather in Colombia, 
sometimes all the images were discarded by excessive cloudiness 
for those months. 

It is also worth noting that the time for the data cleaning process 
was quite long, mainly due to the physical characteristics of the 
computer used, then, the best way to optimize the process would 
be through a computational cluster of high performance, 
improving computing capacity and it would significantly reduce 
the total time invested at the end of the data cleaning process, and 
in general of the whole study. In the same way, it is suggested to 
optimize the scripts used in the research, making them more 
efficient, allowing to analyze all the required years in a single 
execution, and to facilitate the inclusion of different phases in 
sequence and in parallel. Finally, a suitable graphical interface for 
scripts would be very helpful for researchers who need them, 
facilitating their use and improving their "usability”. 
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