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A comparison of approaches 
to improve worst‑case predictive 
model performance over patient 
subpopulations
Stephen R. Pfohl1*, Haoran Zhang2, Yizhe Xu1, Agata Foryciarz1,3, Marzyeh Ghassemi4,5 & 
Nigam H. Shah1

Predictive models for clinical outcomes that are accurate on average in a patient population may 
underperform drastically for some subpopulations, potentially introducing or reinforcing inequities 
in care access and quality. Model training approaches that aim to maximize worst-case model 
performance across subpopulations, such as distributionally robust optimization (DRO), attempt 
to address this problem without introducing additional harms. We conduct a large-scale empirical 
study of DRO and several variations of standard learning procedures to identify approaches for model 
development and selection that consistently improve disaggregated and worst-case performance 
over subpopulations compared to standard approaches for learning predictive models from electronic 
health records data. In the course of our evaluation, we introduce an extension to DRO approaches 
that allows for specification of the metric used to assess worst-case performance. We conduct 
the analysis for models that predict in-hospital mortality, prolonged length of stay, and 30-day 
readmission for inpatient admissions, and predict in-hospital mortality using intensive care data. We 
find that, with relatively few exceptions, no approach performs better, for each patient subpopulation 
examined, than standard learning procedures using the entire training dataset. These results imply 
that when it is of interest to improve model performance for patient subpopulations beyond what can 
be achieved with standard practices, it may be necessary to do so via data collection techniques that 
increase the effective sample size or reduce the level of noise in the prediction problem.

Predictive models learned from electronic health records are often used to guide clinical decision-making. When 
patient-level risk stratification is the basis for providing care, the use of models that fail to predict outcomes cor-
rectly for one or more patient subpopulations may introduce or perpetuate inequities in care access and quality1,2. 
Therefore, the assessment of differences in model performance metrics across groups of patients is among an 
emerging set of best practices to assess the “fairness” of machine learning applications in healthcare3–9. Other best 
practices include the use of participatory design and transparent model reporting, including critical assessment 
of the assumptions and values embedded in data collection and in the formulation of the prediction task, as well 
as evaluation of the benefit that a model confers given the intervention that it informs2,10–20.

One approach for addressing fairness concerns is to declare fairness constraints and specify a constrained or 
regularized optimization problem that encodes the desire to predict an outcome of interest as well as possible 
while minimizing differences in a model performance metric or in the distribution of predictions across patient 
subpopulations21–24. A known concern with this approach is that it often does not improve the model for any 
group and can reduce the fit of the model or induce miscalibration for all groups, including the ones for whom 
an unconstrained model performed poorly, due to differences in the distribution of the data collected for those 
subpopulations that limit the best-achievable values for the metric of interest25–30. Furthermore, satisfying such 
constraints does not necessarily promote fair decision-making or equitable resource allocation31–34.
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As an alternative to equalizing model performance across groups of patients, recent works have proposed 
maximizing worst-case performance across pre-defined subpopulations, as a form of minimax fairness29,35,36, 
representing a shift in perspective towards the goal of identifying the best model for each patient subpopula-
tion. The objective of this work is to compare approaches formulated to improve disaggregated and worst-case 
model performance over subpopulations—through modifications to training objectives, sampling approaches, 
or model selection criteria—with standard approaches to learn predictive models from electronic health records. 
We evaluate multiple approaches for learning predictive models for several outcomes derived from electronic 
health records databases in a large-scale empirical study. In these experiments, we define patient subpopula-
tions in terms of discrete demographic attributes, including racial and ethnic categories, sex, and age groups. 
We compare empirical risk minimization (ERM; the standard learning paradigm) applied to the entire training 
dataset with four alternatives: (1) training a separate model for each subpopulation, (2) balancing the dataset so 
that the amount of data from each subpopulation is equalized, (3) model selection criteria that select for the best 
worst-case performance over subpopulations, and (4) distributionally robust optimization (DRO) approaches36–38 
that directly specify training objectives to maximize a flexible notion of worst-case performance over subpopula-
tions. We evaluate each of these approaches in terms of their capability to improve several model performance 
metrics overall, for each subpopulation, and in the worst-case over subpopulation compared to ERM applied to 
the entire training dataset.

Results
Cohort characteristics.  We define five prediction tasks across three electronic health records databases 
and three outcomes (Table 1), structured in two categories: (1) the prediction of in-hospital mortality, prolonged 
length of stay, and 30-day readmission upon admission to the hospital and (2) the prediction of in-hospital mor-
tality during the course of a stay in the intensive care unit (ICU). These tasks are selected for consistency with 
prior published work28,39,40 and to enable the examination of the generalizability of results across a diverse set of 
databases containing structured longitudinal electronic health records and temporally-dense intensive care data.

We directly follow Pfohl et al.28 to create cohorts from the STARR​41 database for learning models that predict 
in-hospital mortality, prolonged length of stay (hospital length of stay greater than or equal to 7 days), and 30-day 
readmission upon admission to the hospital. This cohort consists of 212,140 patients, and is slightly larger than in 
Pfohl et al.28 due to ongoing refresh of the STARR database (Table 2). We extract cohorts from the MIMIC-III42 
and eICU43 databases for learning models that predict in-hospital mortality using data collected in intensive 

Table 1.   Summary of prediction tasks across databases and outcomes.

Database Outcome Summary statistics References

STARR​ In-hospital mortality Table 2 Pfohl et al.28

STARR​ Hospital LOS ≥ 7 days Table 2 Pfohl et al.28

STARR​ 30-day readmission Table 2 Pfohl et al.28

MIMIC-III In-hospital mortality Supplementary Table A1 Harutyunyan et al.39

eICU In-hospital mortality Supplementary Table A1 Sheikhalishahi et al.40

Table 2.   Characteristics of the inpatient admission cohort drawn from the STARR database. Data are grouped 
based on age, sex, and race/ethnicity. Further context regarding the operationalization of race and ethnicity 
is included in the “Methods” section. Shown, for each group, is the number of patients extracted and the 
incidence of in-hospital mortality, prolonged length of stay (LOS), and 30-day readmission.

Group Count

Outcome incidence

In-hospital mortality Prolonged LOS 30-day readmission

[18–30) 24,638 0.00690 0.174 0.0455

[30–45) 47,177 0.00613 0.129 0.0390

[45–55) 28,847 0.0179 0.208 0.0527

[55–65) 37,717 0.0251 0.229 0.0556

[65–75) 38,555 0.0291 0.238 0.0563

[75–90) 35,206 0.0408 0.239 0.0555

Female 120,677 0.0162 0.166 0.0453

Male 91,455 0.0275 0.246 0.0572

Asian 30,551 0.0217 0.176 0.054

Black or African American 8189 0.0199 0.242 0.0602

Hispanic or Latino 37,299 0.0186 0.197 0.0534

Other race/ethnicity 24,649 0.0294 0.205 0.0431

White 111,452 0.0201 0.205 0.0494
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care settings using the definitions from two recent benchmarking studies39,40. The cohorts extracted from the 
MIMIC-III and eICU databases contain 21,139 and 30,680 patients, respectively (Supplementary Table A1).

Experimental overview.  Figure 1 provides an overview of the experimental procedure and further details 
are provided in the “Methods” section. For each prediction task, we learn a model using standard training and 
model selection approaches as a baseline. These models are learned with ERM applied to the entire training 
dataset (pooled ERM). This approach relies on stochastic gradient descent applied in a minibatch setting, where 
each batch is randomly sampled from the population without regards to subpopulation membership, and train-
ing terminates via an early-stopping rule that assesses whether the average population cross-entropy loss, has 
failed to improve, consecutively over a fixed number of iterations, on a held-out development set. Model selec-
tion is by a grid search to identify the hyperparameters that minimize the population average loss on a held-out 
validation set.

For each combination of prediction task and stratifying attribute (race and ethnicity, sex, and age group), 
we conduct comparisons with several alternative configurations of ERM, as described in “Experiments” sec-
tion. The first alternative that we consider is one where the standard training and model selection approaches 
are applied separately for each subpopulation (stratified ERM). Then, we evaluate, in isolation and composi-
tion, modifications both to the sampling and early-stopping approaches used during training and to the model 
selection criteria applied over the hyperparameter grid search. The modified sampling rule is such that each 
minibatch seen during training is balanced to have an equal proportion of samples from each subpopulation 
during training, similar to sampling approaches taken in imbalanced learning settings44. We further evaluate 
worst-case early-stopping approaches that are based on identifying the model with the lowest worst-case loss 
or largest worst-case area under the receiver operating characteristic curve (AUC) over subpopulations during 
training. We evaluate the worst-case early-stopping rules in conjunction with worst-case model selection criteria 
that select hyperparameters based on the best worst-case performance on a held-out validation set. We report 
on the results for models selected based on the worst-case model selection over a combined grid over model-
class-specific hyperparameters, the sampling rule, and the early-stopping criteria.

In addition to variations of ERM, we evaluate several variations of DRO (“Distributionally robust optimi-
zation for supervised learning under subpopulationshift” section). Each DRO approach can be interpreted as 
ERM applied to the distribution with the worst-case model performance under a class of distribution shifts. 
By casting the class of distribution shifts in terms of subpopulation shift, i.e. shifts in the subpopulation com-
position of the population, the training objective becomes aligned with maximizing worst-case performance 
across subpopulations. Each of the DRO approaches that we assess corresponds to a different way of assessing 
relative model performance across subpopulations. We use the unadjusted formulation of Sagawa et al.36 to 
define model performance for each subpopulation in terms of the average cross-entropy loss. As comparisons 
of the loss across subpopulations may not be contextually meaningful in cases when differences in the outcome 
incidence are present, we evaluate additive adjustments to the loss (“Distributionally robust optimization for 
supervised learning under subpopulationshift” section) that scale with the estimated negative marginal entropy 
of the outcome (the marginal-baselined loss). We also evaluate additive adjustments that scale with the relative 
size of the subpopulation, either proportionally36 or inversely, to account for differences in the rate of overfitting 
that may result due to differences in the sample size. We further propose an alternative DRO formulation that 
allows for flexible specification of the metric used to define worst-case performance (“Distributionally robust 
optimization for supervised learning under subpopulationshift” section). In our experiments, we evaluate this 
formulation using comparisons of the AUC across subpopulations to define worst-case performance. As in the 
case of ERM, we evaluate DRO approaches over a hyperparameter grid that includes balanced and unbalanced 
sampling rules, early stopping criteria, and objective-specific hyperparameters, but report only the results that 
follow from the application of the two worst-case model selection criteria (loss and AUC), separately for each of 
the five DRO configurations and in the aggregate over all DRO configurations.

Figure 1.   A schematic representation of the experimental procedure. Prior to the execution of the experiments, 
we extract, for each prediction task, clinical data elements recorded prior to the occurrence of a task-specific 
index event, which defines the portion of a patient’s longitudinal record that can be used as inputs to predictive 
models (fully-connected feed-forward networks, gated recurrent units (GRUs)47, and logistic regression). For 
each prediction task and stratifying attribute, we evaluate each element of a hyperparameter grid that includes 
hyperparameters related to the choice of model class, training objective, sampling rule, and early-stopping 
stopping criteria. Following training, we evaluate several model selection criteria and evaluate the selected 
models on a held-out test set.
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After model selection, we assess overall, disaggregated, and worst-case model performance on a held-out test 
set in terms of the AUC, the average loss, and the absolute calibration error (ACE)28,45,46. Confidence intervals 
for the value of each metric are constructed via the percentile bootstrap with 1000 bootstrap samples of the test 
set. Confidence intervals for the relative performance compared to the pooled ERM approach are constructed 
via computing the difference in each performance metric on each bootstrap sample.

Experimental results.  In the main text, we primarily report results for all approaches examined relative to 
the results attained by applying empirical risk minimization to the entire population (pooled ERM). We report 
detailed findings for models that predict in-hospital mortality using data drawn from the STARR database. In 
the supplementary material, we report absolute and relative performance metrics for models derived from all 
cohorts and prediction tasks.

The model that predicts in-hospital mortality using data drawn from the STARR database attains an AUC 
of 0.827, 95% CI [0.81, 0.83], an ACE of 0.0027, 95% CI [0.0012, 0.0035], and a loss of 0.090, 95% CI [0.088, 
0.091]. We observe differences in the performance characteristics of models learned with pooled ERM across sub-
populations defined by stratification on age, sex, and race and ethnicity (Supplementary Fig. B1). The observed 
subpopulation losses for the pooled ERM model are ordered on the basis of the incidence of the outcome, with 
few exceptions (Supplementary Fig. B1W,X,Y). We observe relatively little variability in AUC when stratifying 
by race and ethnicity (AUC [95% CI]: 0.84 [0.81, 0.86], 0.82 [0.77, 0.87], 0.84 [0.82, 0.87], 0.84 [0.81, 0.86], 
0.80 [0.79, 0.82] for the Asian, Black, Hispanic, Other, and White subpopulations, respectively; Supplementary 
Fig. B1E), but do observe differences when stratifying by sex (AUC [95% CI]: 0.85 [0.83, 0.86] and 0.78 [0.77, 
0.86] for the female and male subpopulations, respectively; Supplementary Fig. B1D) and by age group (AUC 
[95% CI]: 0.73 [0.64, 0.80], 0.89 [0.86, 0.92], 0.82 [0.78, 0.85], 0.82 [0.80, 0.84], 0.79 [0.76, 0.81], 0.73 [0.70, 
0.75] for the 18–30, 30–45, 45–55, 55–65, 65–75, and 75–90 age groups, respectively; Supplementary Fig. B1C). 
While the model is well-calibrated overall, we observe poorer calibration for the Black subpopulation (ACE [95% 
CI]: 0.0065 [0.0043, 0.011]) and for the youngest (0.0063 [0.0053, 0.0076]) and oldest (0.0068 [0.0035, 0.010]) 
subpopulations (Supplementary Fig. B1).

With few exceptions, the approaches assessed did not improve on the models for in-hospital mortality trained 
with pooled ERM using the STARR database, in terms of performance metrics assessed overall, in the worst-case, 
and on each subpopulation (Fig. 2). We observe that balanced sampling and stratified training approaches gen-
erally did not improve performance, except for improvements in calibration for some cases: balanced sampling 
improved calibration for the Black population (change in ACE [95% CI]: − 0.0035 [− 0.0089, − 0.00048]; Fig. 2J) 
and stratified training improved calibration for the 18–30 and 30–45 age groups (− 0.0030 [− 0.0052, − 0.00058] 
and − 0.0027 [− 0.0044, − 0.0016], respectively; Fig. 2H). Model selection based on the worst-case AUC over 
subpopulations improved the overall AUC (change in overall AUC [95% CI]: 0.0067 [0.0012, 0.016], 0.0067 
[0.0083, 0.014], 0.0072 [0.0013, 0.016] for stratification based on age, sex, and race and ethnicity, respectively; 
Fig. 2A), but these improvements were not reflected in improvements in worst-case or subpopulation AUC, with 
the exception of an improvement in the AUC for patients in the “Other” race and ethnicity category (change in 
AUC [95% CI]: 0.013 [0.0025, 0.027]; Fig. 2E) and an improvement in AUC for the female population (change 
in AUC [95% CI]: 0.0070 [0.00019, 0.015]; Fig. 2I). Furthermore, model selection on the basis of the worst-case 
AUC criteria increased overall calibration error (Fig. 2F) and failed to improve the calibration error or the loss 
for any subpopulation, with the exception of the patients in the 30–45 age group (Fig. 2H,M).

DRO approaches to learning models to predict in-hospital mortality from data in the STARR database did 
not generally improve on models built with pooled ERM. The only exception is that the models selected on the 
either the worst-case loss or AUC across age groups led to a minor improvement in calibration error for the 75–90 
age group (change in ACE [95% CI]: − 0.0037 [− 0.0057, − 0.00045]; Fig. 2H). Furthermore, when stratifying 
by sex or race and ethnicity, the DRO variants performed similarly, regardless of whether the worst-case loss or 
AUC was used for model selection (Fig. 3A,B,D–G,I–L,N,O and Supplementary Figs. B2,B3). When stratifying 
by age group, we observe increased calibration error and loss and reduced AUC, particularly for younger age 
groups, the magnitude of which differ substantially across DRO approaches, with the models trained with the 
AUC-based DRO objective showing the largest reduction in performance and those trained with the marginal-
baselined approach showing the smallest (Fig. 3C,H,M).

For the remainder of the cohorts and prediction tasks, pooled ERM performed the best overall, in the worst-
case, and for each subpopulation assessed, with few exceptions. For models that predict prolonged length of stay 
using the STARR database, we observe improvements in overall calibration, without improvements in loss, for 
stratified ERM and some instances of DRO, when age group or race and ethnicity is used for stratification (Sup-
plementary Figs. B4,B5,B6). For models that predict 30-day readmission from the data in the STARR database, we 
observe no improvements relative to pooled ERM (Supplementary Figs. B7,B8,B9). Among models that predict 
in-hospital mortality from intensive care databases, following Harutyunyan et al.39 and Sheikhalishahi et al.40, 
those trained with pooled ERM perform best overall, in the worst-case, and for each subpopulation (Supplemen-
tary Figs. B10 to B15). In some cases, we observe large degrees of variability in the performance estimates, likely 
as a result of the small size of the subpopulations examined (e.g. when assessing AUC for the 18–30 population 
drawn from MIMIC-III; Supplementary Figs. B10,B11,B12).

Discussion
Our experiments provide a large-scale empirical evaluation of approaches formulated to improve disaggregated 
and worst-case performance across subpopulations. In summary, none of the approaches evaluated consistently 
improved overall, worst-case, or disaggregated model performance compared to models learned with ERM 
applied to the entire training dataset. Our empirical findings parallel recent theoretical and other empirical results 
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that demonstrate the limitations of approaches enabling robustness under distribution shift and generalization 
out-of-distribution48–53. The presence of situations where at least one alternative approach improved model per-
formance for at least one subpopulation compared to ERM applied to the entire training dataset suggests that it 
may be worthwhile to routinely evaluate these approaches to identify the set of the subpopulation-specific models 
with the highest performance, but our results do not provide clear insight into when and if those approaches 
should be preferred. Our results suggest that the alternative ERM approaches, i.e. those that use stratified train-
ing, balanced subpopulation sampling, or worst-case model selection, typically outperform the DRO approaches 
without incurring the additional computational burden of tuning DRO-specific hyperparameters.

A limitation of our experiments is that we primarily evaluate high-capacity models learned from large data-
sets with subpopulation structure defined based on a single demographic attribute. This may mask potential 
benefits that may be present only when learning with lower-capacity models, from smaller cohorts, or in the 
presence of extreme imbalance in the amount of data from each subpopulation. The existence of such benefits 
would mirror the results of experiments demonstrating the efficacy of self-supervised pre-training in improving 
accuracy of predictive models learned from small cohorts54,55. A further implication of considering only a single 
stratifying attribute is that it has the potential to mask hidden stratification, i.e. differences in model properties 
for unlabeled subpopulations or for intersectional ones defined across attributes56. Introducing a larger space 
of discrete groups via the intersection of a pre-defined set of attributes is a straightforward approach that may 
help alleviate this concern, although it also leads to a combinatorial increase in the number of subpopulations 
and a reduction in sample size for each subpopulation. However, even with the current experimental procedure, 
we observe imprecise estimates of model performance and potentially a lack of power to detect differences in 
model performance due to the small sample size and event rates for the evaluated subpopulations. Approaches 
to combat these issues include sample splitting approaches such as nested cross validation, the incorporation of 
an auxiliary model into the DRO training objective that learns to identify latent subpopulations for which the 
model performs poorly, either as a function of multiple attributes or directly from the space of features used 
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Figure 2.   The performance of models that predict in-hospital mortality at admission using data derived from 
the STARR database. Results shown are the area under the receiver operating characteristic curve (AUC), the 
absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in 
the worst-case over subpopulations for models trained with pooled, stratified, and balanced ERM and a range 
of distributionally robust optimization (DRO) training objectives, relative to the results attained by applying 
empirical risk minimization (ERM) to the entire training dataset. For both pooled ERM and DRO, we show 
the models selected based on worst-case model selection criteria that perform selection based on the worst-
case subpopulation AUC (Select AUC) or loss (Select Loss). Model selection occurs over all relevant training 
objectives, sampling rules, and early-stopping criteria. Error bars indicate 95% confidence intervals derived with 
the percentile bootstrap with 1000 iterations.
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for prediction57–62, and the use of model-based estimates of subpopulation performance metrics to increase the 
sample-efficiency of performance estimates and statistical power of comparisons across small subpopulations63.

A challenge central to this work is the task of defining a well-motivated notion of worst-case performance. 
The definition of the worst-case is complicated by the presence of differences in the distribution of the data across 
subpopulations that affect the best-achievable value of a chosen performance metric. For example, in our study, 
we observed substantial differences in the average cross entropy loss observed across subpopulations ordered 
on the basis of differences in incidence of the outcome that are further essentially unrelated to the ordering of 
the observed AUC or calibration error across those subpopulations. Such effects are not unique properties of 
the average loss, as performance metrics assessed at a threshold, such as the true and false positive rates and 
the positive predictive value, are also influenced by event rates if calibration is maintained64–67. Furthermore, 
the effect of stratification on the observed AUC can be complex when the stratifying attribute is predictive of 
the outcome. The subpopulation AUC reflects the extent to which the model ranks patients belonging to the 
subpopulation for whom the outcome is observed above those for whom it is not observed, but does not reflect 
the accuracy of such ranking between patient subpopulations68,69.

A strength of this work is the flexibility of the notion of worst-case performance considered. The motivation 
for the marginal-baselined loss was to adjust the average cross-entropy loss used to assess worst-case perfor-
mance for differences in the incidence of the outcome by subtracting the entropy attributable to the incidence. 
We further introduced a class of DRO training objectives that allow for customization of the metric used to 
assess worst-case performance (Eq. 6). Here, we used that formulation to reason about worst-case performance 
in terms of the subpopulation AUC (Eq. 7). This approach differs from related works that propose robust opti-
mization training objectives over a broad class of performance metrics69,70 in that we use the AUC only as a 
heuristic to assess the relative performance of the model across subpopulations in the update over the weights 
on the subpopulation losses, rather than as the primary objective function over the model parameters. A limita-
tion of approaches that directly use the AUC in the update over the model parameters is that they are unlikely 
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Figure 3.   The performance of models trained with distributionally robust optimization (DRO) training 
objectives to predict in-hospital mortality at admission using data derived from the STARR database, following 
model selection based on the worst-case loss over subpopulations. Results shown are the area under the receiver 
operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall 
population, on each subpopulation, and in the worst-case over subpopulations for models trained with the 
unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal 
entropy in the outcome (Obj. Marg-BL), the training objective that uses the AUC-based update (Obj. AUC), and 
training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the 
group (Obj. Recip-Adj), relative to the results attained by applying empirical risk minimization (ERM) to the 
entire training dataset. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 
1000 iterations.
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to produce calibrated models because direct AUC-maximization only encodes the only encodes the desire to 
improve ranking accuracy without regards to the calibration of the resulting model. An interesting future direc-
tion is to consider an approach that incorporates a calibration metric into the formulation of Eq. (6) in order to 
reduce worst-case miscalibration across subpopulations during training, similar to post-processing approaches 
formulated for the same purpose59,71.

Conclusion.  In this work, in the context of predictive models learned from electronic health records data, 
we characterized the empirical behavior of model development approaches designed to improve worst-case and 
disaggregated performance of models across patient subpopulations. The results indicate that, in most cases, 
models learned with empirical risk minimization using the entire training dataset perform best overall and for 
each subpopulation. When it is of interest to improve model performance for specific patient subpopulations 
beyond what can be achieved with this standard practice for a fixed dataset, it may be necessary to increase the 
available sample size for those subpopulations or to use targeted data collection techniques to identify and col-
lect auxiliary features that reduce the level of noise in the prediction problem72. In cases where it is of interest to 
increase the sample size, decentralized aggregation techniques73 as well as large-scale pre-training and transfer 
learning54,55 may be effective. Our results do not confirm that applying empirical risk minimization to large 
training datasets is sufficient for developing equitable predictive models, but rather suggest only that approaches 
designed to improve worst-case and disaggregated model performance across subpopulations are unlikely to do 
so in practice. We emphasize that using a predictive model for allocation of a clinical intervention in a manner 
that promotes fairness and health equity requires reasoning about the values and potential biases embedded in 
the problem formulation, data collection, and measurement processes, as well as contextualization of model 
performance in terms of the downstream harms and benefits of the intervention.

Methods

Cohorts.  Databases.  STARR​.  The Stanford Medicine Research Data Repository (STARR)41 is a clinical 
data warehouse containing deidentified records from approximately three million patients from Stanford Hos-
pitals and Clinics and the Lucile Packard Children’s Hospital. This database contains structured diagnoses, pro-
cedures, medications, laboratory tests, vital signs mapped to the Observational Medical Outcomes Partnership 
(OMOP) Common Data Model (CDM) version 5.3.1, sourced from inpatient and outpatient clinical encounters 
that occurred between 1990 and 2021. In this work, we consider data derived from encounters occurring prior to 
January 30, 2021. The use of this data was conducted in accordance with all relevant guidelines and regulations. 
Approval for the use of STARR for this study is granted by the Stanford Institutional Review Board Administra-
tive Panel on Human Subjects in Medical Research (IRB 8-OHRP #00006208, protocol #57916), with a waiver 
of informed consent.

MIMIC‑III.  The Medical Information Mart for Intensive Care-III (MIMIC-III) database is a publicly and 
freely available database that consists of deidentified electronic health records for 38,597 adult patients admitted 
to the intensive care unit of the Beth Israel Deaconess Medical Center between 2001 and 201242. As described 
in Johnson et al.42, this database was created and made available via the Physionet74 platform following approval 
by the Massachusetts Institute of Technology Institutional Review Board, with a waiver of informed consent, in 
accordance with all relevant guidelines and regulations.

The eICU Collaborative Research Database.  The eICU Collaborative Research Database (eICU; Version 2.0) 
is a publicly and freely available multicenter database containing deidentified records for over 200,000 patients 
admitted to ICUs across the United States from 2014 to 201543. This data is made available subject to same 
approvals and access mechanisms as MIMIC-III.

Cohort definitions.  In‑hospital mortality, prolonged length of stay, and 30‑day readmission among inpatient 
admissions in STARR​.  We replicate the logic of Pfohl et al.28 to extract a cohort of inpatient admissions and 
associated outcomes for in-hospital mortality, prolonged length of stay (defined as a hospital length of stay 
greater than or equal to seven days), and 30-day readmission (defined as a subsequent admission within thirty 
days of discharge of the considered admission) from the STARR database. We extract all inpatient hospital 
admissions spanning two distinct calendar dates for which patients were 18 years of age or older at the date of 
admission and randomly sample one admission per patient. The index date is considered to be the date of admis-
sion such that only historical data collected prior to admission is used for prediction.

In‑hospital mortality in publicly available intensive care databases.  We apply the logic presented in Harutyu-
nyan et al.39 and Sheikhalishahi et al.40 to extract cohorts from MIMIC-III and eICU appropriate for develop-
ing models to predict in-hospital mortality using data collected from the first 48 h of a patient’s ICU stay. Both 
cohorts are restricted to patients between 18 and 89 years or age, and exclude admissions that contain more than 
one ICU stay or an ICU stay shorter than 48 h.

Subpopulation definitions.  We define discrete subpopulations based on demographic attributes: (1) a combined 
race and ethnicity variable based on self-reported racial and ethnic categories, (2) sex, and (3) age at the index 
date, discretized into 18–30, 30–45, 45–55, 55–65, 65–75, 75–90 years, with intervals exclusive of the upper 
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bound. Patients whose sex is not recorded as male or female are excluded when sex is considered as the stratify-
ing attribute, and included otherwise.

For cohorts extracted from STARR, we construct a combined race and ethnicity attribute by assigning “His-
panic or Latino” if the ethnicity is recorded as “Hispanic or Latino”, and the value of the recorded racial category 
otherwise. The racial categories provided by the upper-level of the OMOP CDM vocabulary correspond to the 
Office of Management and Budget categories75: “Asian”, “American Indian or Alaska Native”, “Black or African 
American”, “Native Hawaiian or Other Pacific Islander”, and “White”. Due to limited sample size in some groups, 
we use an “Other race/ethnicity” category that includes “American Indian or Alaska Native”, “Native Hawaiian 
or Other Pacific Islander”, “Other or no matching race/ethnicity”, “Patient declined or refused to state”, and 
”Unknown race/ethnicity. Disaggregated statistics associated with these groups are provided in Supplementary 
Table A2. For succinctness in the presentation of results, we use the following categories: “Asian”, “Black”, “His-
panic”, “Other”, and “White”.

For cohorts derived from the MIMIC-III and eICU databases, we map the semi-structured “Ethnicity” field 
provided in those databases to the following categories: “Black or African American”, “White”, and “Other race/
ethnicity”. In the MIMIC-III database, the “Other race/ethnicity” category includes categories that map to “Asian”, 
“Hispanic or Latino”, “Other or no matching race/ethnicity”, “Patient refused or declined to state”, and “Unknown 
race/ethnicity”. For the eICU database, the “Other race/ethnicity” category includes “Asian”, “Hispanic or Latino”, 
and “Other or unknown race/ethnicity”. Disaggregated statistics associated with these groups are provided in 
Supplementary Table A3.

Feature extraction.  For the cohorts derived from STARR, we apply a procedure similar to the one 
described in Pfohl et al.28 to extract a set of clinical features to use as input to fully-connected feedforward neural 
networks and logistic regression models. The features are based on the presence of unique OMOP CDM con-
cepts recorded before a patient’s index date. These concepts correspond to coded diagnoses, medication orders, 
medical device usage, encounter types, lab orders and normal/abnormal result flags, note types, and other data 
elements extracted from the “condition_occurrence”, “procedure_occurrence”, “drug_exposure”, “device_expo-
sure”, “measurement”, “note”, and “observation” tables in the OMOP CDM. The extraction procedure for these 
data elements is repeated separately in three time intervals corresponding to 29 to 1 days prior to the index date, 
365 days to 30 days prior to the index, and any time prior to the index date. Time-agnostic demographic features 
corresponding to the OMOP CDM concepts for race, ethnicity, and sex are included, as well as a variable indicat-
ing the age of the patient at the index date, discretized into 5 year intervals. The final feature set is the result of 
the concatenation of the features derived from each of the described procedures.

For the cohorts derived from MIMIC-III and eICU, we apply the feature extraction code accompanying 
Harutyunyan et al.39 and Sheikhalishahi et al.40 to extract demographics and a time-series representation of labs 
results and vital signs binned into 1 h intervals. Categorical features are one-hot-encoded and numeric features 
are normalized to zero mean and unit variance. To the features extracted from MIMIC-III, we include sex as an 
additional categorical feature and age as an additional numeric feature. For these cohorts, we evaluate a GRU that 
operates over a temporal representation, as well as a flattened representation where temporal numeric features 
are averaged in 12-h intervals as inputs to feedforward-neural networks and logistic regression models.

Experiments.  Data partitioning.  We partition each cohort such that 62.5% is used as a training set, 12.5% 
is used as a validation set, and 25% of the data is used as a test set. Subsequently, the training data is partitioned 
into five equally-sized folds to enable a modified cross-validation procedure. The procedure is conducted for 
each task by training five models for each hyperparameter configuration, holding out one of the folds of the 
training set for use as a development set to assess early stopping criteria, and performing model selection based 
on algorithm-specific model selection criteria defined over the average performance of the five models on the 
validation set.

Training and model selection.  We conduct a grid search jointly over model-specific and algorithm-specific 
hyperparameters. For ERM experiments trained on the entire population, we evaluate feedforward neural net-
works for all prediction tasks and additionally apply GRUs to the tasks derived from the MIMIC-III and eICU 
databases. For both feedforward neural networks and GRU models, we evaluate a grid of model-specific hyper-
parameters that includes learning rates of 1× 10−4 and 1× 10−5 , one and three hidden layers of size 128 or 256, 
and a dropout probability of 0.25 or 0.75. The training procedure is conducted in a minibatch setting of up to 150 
iterations of 100 minibatches of size 512 using the Adam76 optimizer in the Pytorch framework77. We use early-
stopping rules that return the best-performing model seen thus far during training based on criteria applied to 
the development set when that criteria has not improved for twenty-five epochs of 100 minibatches. For each 
combination of model-specific hyperparameters, we evaluate three early stopping criteria that assess either the 
population average loss, the worst-case subpopulation loss, or the worst-case subpopulation AUC. We repeat the 
procedure with a sampling approach that samples an equal proportion of data from each subpopulation in each 
minibatch.

We conduct a stratified ERM experiment where each of the model-specific hyperparameter configurations 
assessed in the pooled experiments are applied separately to the data drawn from each subpopulation. In addition 
to the model classes evaluated in other experiments, we also evaluate logistic regression models implemented 
as zero-layer neural networks with weight decay regularization78. We consider weight decay parameters drawn 
from a grid of values containing 0, 0.01, and 0.001. For stratified experiments, we use the loss measured on the 
subpopulation to assess early stopping criteria.
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Following training, we apply each model derived from the training procedure to the validation set and 
assess performance metrics in the pooled population and in each subpopulation. To select hyperparameters for 
pooled ERM, we perform selection based on the population average loss. To evaluate model selection criteria, 
we compute the average of each resulting performance metric for the set of five models derived from the cross-
validation procedure with matching hyperparameters. We apply several model selection criteria that mirror the 
early stopping criteria. To perform model selection based on the worst-case subpopulation performance, we first 
compute the average performance of the model replicates on the validation set, for each performance metric 
and subpopulation. Then, we compute the worst-case of the resulting loss or AUC across subpopulations, and 
take the best worst-case value over all model-specific and algorithm-specific hyperparameters, including early-
stopping criteria and sampling rules. To evaluate the subpopulation balancing approach in isolation, we select 
the hyperparameter configuration using an average loss across subpopulations. Model selection for the stratified 
ERM experiments occurs based on the average loss over model replicates on the validation set, separately for 
each subpopulation.

For DRO experiments, we fix model-specific hyperparameters (learning rate, number of hidden layers, size of 
hidden layers, and dropout probability) to the ones selected for the pooled ERM training procedure. We evalu-
ate the five different configurations of DRO outlined in “Distributionally robust optimization for supervised 
learning under subpopulationshift” section. This consists of the unadjusted formulation of Sagawa et al.36, an 
adjustment that scales proportionally to the group size, an adjustment that scales inversely to the group size36, an 
adjustment for the marginal entropy of the outcome (the marginal-baselined loss), and the form of the training 
objective described in “Distributionally robust optimization for supervised learning under subpopulationshift” 
section that uses the AUC to steer the optimization process. For each configuration, we conduct a grid search over 
hyperparameters including the exponentiated gradient ascent learning rate η in the range 1, 0.1, and 0.01, whether 
to apply subpopulation balancing, and the form of the early stopping rules (either the weighted population loss, 
implemented as the value of the training objective in Eq. (4), or the worst-case loss or AUC over subpopulations). 
For size-adjusted training objectives, we tune the size adjustment C in the range of 1, 0.1, 0.01. For the training 
objective that uses the marginal-baselined loss, we use stochastic estimates of the marginal entropy using only 
data from the current minibatch. For model selection, we extract the hyperparameters with the best worst-case 
subpopulation performance (both loss and AUC) across all DRO configurations, and separately for each class 
of DRO training objective.

Evaluation.  We assess model performance in the test set in terms of AUC, loss, and the absolute calibration 
error. The absolute calibration error assesses the average absolute value of the difference between the outputs of 
the model and an estimate of the calibration curve constructed via a logistic regression estimator trained on the 
test data to predict the outcome using the log-transformed outputs of the model as inputs28,45,46. This formulation 
is identical to the Integrated Calibration Index of Austin and Steyerberg45 except that it uses a logistic regression 
estimator rather than local regression. To compute 95% confidence intervals for model performance metrics, we 
draw 1000 bootstrap samples from the test set, stratified by levels of the outcome and subpopulation attribute 
relevant to the evaluation, compute the performance metrics for the set of five derived models on each bootstrap 
sample, and take the 2.5% and 97.5% empirical quantiles of the resulting distribution that results from pooling 
over both the models and bootstrap replicates. We construct analogous confidence intervals for the difference 
in the model performance relative to pooled ERM by computing the difference in the performance on the same 
bootstrap sample and taking the 2.5% and 97.5% empirical quantiles of the distribution of the differences. To 
construct confidence intervals for the worst-case performance over subpopulations, we extract the worst-case 
performance for each bootstrap sample.

Distributionally robust optimization for supervised learning under subpopulation shift.  We 
consider a supervised learning setting where a dataset D = {(xi , yi , ai)}Ni=1 ∼ P(X,Y ,A) is used to learn a pre-
dictive model fθ (x) : Rm → [0, 1] to estimate E [Y | X = x] = P(Y = 1 | X = x) , where X ∈ X = R

m desig-
nates patient-level features, Y ∈ Y = {0, 1} is a binary indicator for the occurrence of an outcome, and A ∈ A is 
a discrete attribute that stratifies the population into K disjoint subpopulations, where DAk

∼ P(X,Y | A = Ak) 
corresponds to the subset of D corresponding to subpopulation Ak . The standard learning paradigm of ERM 
seeks a model fθ that estimates E [Y | X = x] by minimizing the average cross-entropy loss (the empirical risk) 
ℓ over the dataset:

The framework of DRO36–38,79,80 provides the means to formalize the objective of optimizing for the worst-case 
performance over a set of pre-defined subpopulations. The general form of the DRO training objective seeks 
to minimize the expected loss from a worst-case distribution drawn from an uncertainty set of distributions Q:

In the setting of subpopulation shift, when Q is chosen as the set of distributions that result from a change 
in the subpopulation composition of the population, i.e. a change in the marginal distribution P(A), the inner 
supremum corresponds to a maximization over a weighted combination of the expected losses over each 
subpopulation36,38 that attains its optimum when all of the weight is placed on the subpopulation with the 
highest loss. In this case, the definition of the uncertainty set Q is given by a mixture over the distributions of 

(1)min
θ∈�

N
∑

i=1

ℓ(yi , fθ (xi)).

(2)min
θ∈�

sup
Q∈Q

E (x,y)∼Qℓ(y, fθ (x)).
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the data drawn from each group, Q :=
{
∑K

k=1 �kP(X,Y | A = Ak)
}

 , where �k is the k-th element of a vec-
tor of non-negative weights � ∈ � := {

∑K
k=1 �k = 1; �k ≥ 0} that sum to one. If we let ℓk be an estimate of 

E P(X,Y |A=Ak)ℓ(y, fθ (x)) computed on a minibatch of data sampled from DAk
 , the associated optimization problem 

can be rewritten as minθ∈� max�∈�
∑K

k=1 �kℓk.
Sagawa et al.36 proposed a stochastic online algorithm for this setting, called GroupDRO (hereafter referred to 

as DRO). This algorithm can be described as alternating between exponentiated gradient ascent on the weights �

where η is a positive scalar learning rate, and stochastic gradient descent (SGD) on the model parameters θ:

DRO with additive adjustments.  In practice, DRO may perform poorly due to differences across groups in the 
rate of overfitting36, differences in the amount of irreducible uncertainty in the outcome given the features81, 
and differences in the variance of the outcome82. A heuristic approach that has been proposed36 to improve the 
empirical behavior of DRO is to introduce subpopulation-specific additive adjustments ck to the update on the 
weights �:

In our experiments, we evaluate two size-adjusted updates that scale with the size of group: one where ck = C
pk

 
scales with the reciprocal of the relative size of each group pk = nk

N  , where nk is the number of samples in group 
k, similar to Sagawa et al.36, and one where ck = C

√
nk/N  scales proportionally to the group size, where C is a 

positive scalar hyperparameter. In addition, we evaluate an approach where ck = E P(Y |A=Ak) log P(Y | A = Ak) 
is chosen to be an estimate of the marginal entropy of the outcome in each subpopulation and can either be esti-
mated as a pre-processing step or in a minibatch setting. We call this the marginal-baselined loss, as it is related 
to the baselined loss approach of Oren et al.81 that adjusts based on an estimate of conditional entropy.

Flexible DRO objectives.  We introduce an approach that can incorporate a notion of model performance other 
than the average loss to assess relative performance of the model across subpopulations, which may be useful for 
scenarios in which comparisons of the alternative metric across groups are more contextually meaningful than 
the comparisons of the average loss or its adjusted variants. We implement this approach as a modified update 
to � that leaves the form of the update on θ unchanged. For a performance metric g(DAk

, fθ ) , the form of the 
associated update on � is

and the cross entropy loss is used for the update on θ , following Eq. (4).
We evaluate an instance of this approach that uses the AUC as an example of such a metric given its frequent 

use as a measure of the performance of clinical predictive models. In this context, the objective function can be 
interpreted as empirical risk minimization from the distribution Q ∈ Q with the worst-case subpopulation AUC. 
To plug in the AUC to Eq. (6), we define a metric gAUC = 1− AUC such that the maximal g over subpopulations 
corresponds to the worst-case AUC over subpopulations:

Data availability
The availability of the data used in this work is restricted and subject to data use agreements with the respective 
data owners. The Stanford Medicine Research Data Repository is not made publicly available. MIMIC-III and 
eICU Collaborative Research Database are publicly available following data use agreements with the respective 
data owners.

Code availability
We make all code available at https://​github.​com/​som-​shahl​ab/​subpo​pulat​ion_​robus​tness.

(3)�k ← �k exp(ηℓk)/

K
∑

k=1

exp(ηℓk),

(4)θ ← θ − η∇θ

K
∑

k=1

�kℓk .

(5)�k ← �k exp(η(ℓk + ck))/

K
∑

k=1

exp(η(ℓk + ck)).

(6)�k ← �k exp(ηg(DAk
, fθ ))/

K
∑

k=1

exp(ηg(DAk
, fθ )),

(7)gAUC(DAk
, fθ ) = 1−

1

n
y=1
k n

y=0
k

n
y=1
k
∑

i=1

n
y=0
k
∑

j=1

1(fθ (xi) > fθ (xj)).

https://github.com/som-shahlab/subpopulation_robustness
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