
Citation: Zafar, A.; Aamir, M.; Mohd

Nawi, N.; Arshad, A.; Riaz, S.;

Alruban, A.; Dutta, A.K.; Almotairi, S.

A Comparison of Pooling Methods

for Convolutional Neural Networks.

Appl. Sci. 2022, 12, 8643. https://

doi.org/10.3390/app12178643

Academic Editor: Yu-Dong Zhang

Received: 12 July 2022

Accepted: 20 August 2022

Published: 29 August 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Review

A Comparison of Pooling Methods for Convolutional Neural Networks
Afia Zafar 1,*, Muhammad Aamir 2, Nazri Mohd Nawi 1 , Ali Arshad 3,* , Saman Riaz 3 ,
Abdulrahman Alruban 4, Ashit Kumar Dutta 5 and Sultan Almotairi 6

1 Faculty of Computer Science and Information Technology, Universiti Tun Hussein Onn Malaysia,
Parit Raja 86400, Malaysia

2 School of Electronics, Computing, and Mathematics, University of Derby, Derby DE22 1GB, UK
3 Department of Computer Science, National University of Technology, Islamabad 44000, Pakistan
4 Department of Information Technology, College of Computer and Information Sciences, Majmaah University,

Al Majmaah 11952, Saudi Arabia
5 Department of Computer Science and Information Systems, College of Applied Sciences,

AlMaarefa University, Riyadh 13713, Saudi Arabia
6 Department of Natural and Applied Sciences, Faculty of Community College, Majmaah University,

Majmaah 11952, Saudi Arabia
* Correspondence: afia.zafar9@gmail.com (A.Z.); alli.arshad@gmail.com (A.A.)

Abstract: One of the most promising techniques used in various sciences is deep neural networks
(DNNs). A special type of DNN called a convolutional neural network (CNN) consists of several
convolutional layers, each preceded by an activation function and a pooling layer. The feature map
of the previous layer is sampled by the pooling layer (that seems to be an important layer) to create a
new feature map with condensed resolution. This layer significantly reduces the spatial dimension
of the input. It always accomplished two main goals. As a first step, it reduces the number of
parameters or weights to minimize computational costs. The second step is to prevent the overfitting
of the network. In addition, pooling techniques can significantly reduce model training time and
computational costs. This paper provides a critical understanding of traditional and modern pooling
techniques and highlights the strengths and weaknesses for readers. Moreover, the performance
of pooling techniques on different datasets is qualitatively evaluated and reviewed. This study is
expected to contribute to a comprehensive understanding of the importance of CNNs and pooling
techniques in computer vision challenges.

Keywords: pooling methods; deep network; convolutional neural network; overfitting; down sampling;
visual recognition

1. Introduction

Machine learning is the foundation of computer and other technology intelligence. It
promotes more use of predictive analytics, which could also extract previous data predicting
future actions, consequences, and patterns. Deep learning is a kind of machine learning
which employs mathematical models relating to the human mind. DNNs can emulate
extensive nonlinear interconnections between inputs and outputs. Their design methods
create arrangements, which express the object as a layered combination of primitives. Many
adaptations of several fundamental methods make up deep architectures. DNNs have
gained popularity in recent years, and numerous models for a variety of applications have
been presented. The models are further divided into five categories named convolution
neural networks (CNN), restricted Boltzmann machines (RBM), auto encoders, sparse
coders, and recurrent neural networks [1].

Neural network computational methods have evolved over the past half-century. In
1943, McCulloch and Pitts designed the first model, recognized as the linear threshold
gate [2]. Hebbian developed the Hebbian learning rule approach for training the neural
network. However, would the Hebbian rule remain productive when all the input patterns
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became orthogonal? The existence of orthogonality in input vectors is a crucial component
for this rule to execute effectively [3]. To meet this requirement, a much more productive
learning rule, known as the Delta rule, was established. Whereas the delta rule poses issues
with the learning principles outlined above, backpropagation has developed as a more
complicated learning approach. Backpropagation could learn an infinite layered structure
and estimate any commutative function [4,5]. A feed-forward neural network is most
often trained using backpropagation (FFNN). The most basic FFNN must have at least one
hidden layer positioned between the input and output layers. Each pair of neurons in an
FFNN has a non-cyclic and directed connection between them, as shown in Figure 1.

Figure 1. Feed-forward neural network architecture.

A weighted summation technique determines the flows in a multilayer FFNN so that
each layer is fully interconnected to the next layer. The weights are chosen to maximize the
discrepancy between the compared to the planned result activation patterns, which is the
error function [6]. The learning method is normally carried out using the backpropagation
approach by first tweaking the dimension of the weight and then adding a decent derivative
of the error of reference to the last layer’s parameters. Various kinds of practical issues,
such as object and face recognition, are challenging for FFNNs to handle [7].

1.1. Convolutional Neural Networks

CNNs were established to overcome the problem related to the implementation of
FFNNs. CNNs can start making use of the input modality’s two-dimensional spatial
limitations while somehow decreasing the quantity of system parameters in the training
phase [8]. CNNs are among the most significant and effective forms of deep neural
networks (DNNs) and are extensively employed for object segmentation and classification.
Convolution, pooling, and fully connected layers constitute a CNN as three primary layers.
These layers are engaged with certain spatial activities [9,10]. By using variable kernels in
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convolution layers to convolve the input image, CNNs produces feature maps. Typically,
just after the convolution layer is created, the pooling layer is added. By using this layer,
you can map your feature dimensions and hyperparameters. A flat layer and a fully
connected layer are added after the pooling layer. The flat layer transforms the preceding
layer’s data 2D feature map into a 1D feature map that fits the following fully connected
layer [11].

1.2. Pooling

There are two pooling methods commonly used in CNNs. Local pooling is the first
method to display feature maps by pooling data from small local regions (e.g., 3 × 3). The
second is global pooling, which creates a scalar value representing the image from the
feature vector for each feature across the feature map. This representation is obtained and
categorized through fully connected layers. For example, a popular Dense Net network
contains four local pooling layers in addition to one global pooling layer [12]. Pooling is a
nonlinear process that enables outputs at a particular location to be aggregated within one
value. This unique value is computed from the statistics of subsequent outputs, improving
the accuracy and sensitivity of feature translation for smaller input data [13,14]. The pooling
layer decreases gradually the input’s dimensions, minimizing the memory consumption
to preserve the variables and optimize statistical performance [15–17]. Overfitting is also
addressed in neural architectures with the use of pooling layers [18]. In convolution-based
systems, pooling is an important step in reducing the dimensions of extracted features.
Reducing the number of variables in the value sequence minimizes the dimensions of the
feature map. It transforms general feature descriptions into actionable information by
keeping the information relevant and removing unnecessary details. Pool operations offer
a variety of services. By excluding the partial connections between the convolution layers,
the pooling operation provides some spatially transformed representation and reduces
the computational cost of the upper layers. Features extracted from the previous layer
are sampled on this layer to generate multiple feature maps with limited resolution. The
two key goals of the pooling layer are to reduce the number of parameters or weights,
thereby reducing computational overhead and avoiding overfitting [19]. Only important
information should be extracted and irrelevant information should be removed using the
ideal pooling process. In fact, the pooling paradigm employed is essential in solving the
computer vision challenge since the prime objective is to transform the combined visual
features (mapped by convolution) into a meaningful representation. As a consequence, the
pooling process is very important throughout many computer vision architectures. Pooling
minimizes computation costs by reducing the resolution of the feature map while retaining
the key aspects required to complete the task.

1.3. Selection of Articles for Review

The preliminary selection of papers was narrowed down with the assistance of Google
Scholar. Several pooling-related keywords (such as attention-weighted pooling, feature
aggregating, CNN pooling, pooling in computer vision, etc.) were used to find relevant
studies. Although the majority of the publications that were found use previously known
pooling techniques, the papers that propose novel pooling approaches were primarily
found and selected for review. This provided us with a total of 95 publications, a number
of which introduced new methods for pooling data and several of which used standard
strategies for pooling related to computer vision tasks.

The main contribution of this study includes reviewing and discussing different kinds
of standard and novel pooling methods proposed in the literature on computer vision with
their advantages, limitations, and applicability in different circumstances. In our opinion,
this review and comparative analysis can serve as a benchmark for employing pooling
mechanisms in various computer vision analysis tasks.

Popular pooling methods and novel techniques are the two categories into which we
have classified the pooling approaches. To make the best use of all these basic elements of
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a pooling scheme, some researchers are aiming to develop advanced pooling techniques.
The purpose of this study is to keep readers informed of recent developments in pooling
methods. This study also provides a platform for analyzing the strengths and weaknesses
of all common pooling strategies.

2. Popular Pooling Methods
2.1. Max Pooling Method

The max pooling method [20] is simple and extensively applied in CNNs because
there are no parameters that need to be tuned

Max pooling is a mechanism that optimizes the spatial size of a feature map while
also providing the network with translation invariance. This is performed by exhibiting
the greatest value in the feature map mainly within a k x k neighborhood. The max pooling
technique identifies the biggest element in each pooling region [21,22]. Considering sparse
codes and simple linear classifiers, max pooling shows better performance. Its popularity
has increased in recent years as a result of the aforementioned factor. The equation for max
pooling is:

fmax(X) = maxixi (1)

J related filters are used for the composition of m-th max pooling band
pm = [p1, m, . . . ., pj, m, . . . ., pJ, m] ε RJ :

pj, m = max
(

hj, (m− 1)N + r
)

(2)

Here, N ε {1, . . . , R} is termed as a pooling shift which allows enabling overlap
within concerning pooling regions when N < R. The biggest limitation of max pooling
is that all the other items are ignored completely whereas only the biggest element from
the pooling region is assessed [23]. If most of the components in the pooling region are
of large magnitude, the distinguishing traits vanish once the max pooling process has
been completed. As a result of the loss of information, the scenario leads to unacceptably
bad outcomes.

An example to further clarify the concept of max pooling operation is shown below
in Figure 2, which depicts the input sample size of the pooling region as 4 × 4 while the
filter size with a stride of 2 is 2 × 2. The first 2 × 2 parts (green) have a maximum value of
20 chosen by max pooling. The maximum value for each zone is selected accordingly and
an output channel is created. The problem is that max pooling only considers the largest
element and ignores the others, as we can see in the example. In some cases, after max
pooling, salient features disappear when most elements have high magnitudes, which can
lead to unacceptable results [24].

Figure 2. Max pooling operation illustration.
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2.2. Average Pooling Method

The input is segmented into rectangular pooling areas, and an average pooling layer
down samples by calculating the average values of each region. The implementation of
the proposed idea was performed on the first convolution-based deep neural network [25].
Figure 3 provides a visual representation to clarify how the average pooling operation
functions. In the average pooling strategy, the image input is divided into a number of
separate rectangular boxes. The average of the values in each rectangle’s box is calculated
and the output channel is presented. Average pooling is expressed mathematically as:

fave(X) =
1
N ∑N

i = 1xi (3)

where x is a vector representing activations from a rectangular box of N permutations
in an image or a channel (for example, the size of the rectangular area in Figure 3). The
shortcoming seems to be mostly that this leads to a decline of information in terms of
contrast. All of the activation values in the rectangular box are considered when estimating
the mean. The estimated mean will indeed be low if the strength of all the activation
functions is low, resulting in diminished contrast. The problem will worsen once most of
the activations in the pooling zone have a zero value. In that situation, the convolutional
feature characteristic would be reduced significantly [26].

Figure 3. Common pooling method demonstration.

Since neither the approaches of max nor average pooling consistently performs better
than the other, different methods have been proposed that combine the advantages of max
pooling and average pooling. In this research area, max pooling and average pooling are
directly combined with weights and soft pooling. These algorithms add more parameters
than max average pooling, which requires more time to learn or tune the parameters, and
computational overhead increases [27].

2.3. Mixed Pooling Method

Max pooling only obtained the highest value from the designated pooling zone How-
ever, by integrating non-maximal activation, average pooling decreases the activation. In
mixed max average pooling [28], the max pooling and the average pooling are simply
merged with weights to take both into account, which overcomes the concerns with the
max and average pooling discussed in Sections 2.1 and 2.2. Yu et al. presented a hybrid
approach that combined max and average pooling to fix this challenge [14]. Dropout and
drop connect have quite a significant and negative effect on this approach. Equation (4) can
be used to define mixed pooling.

Sj = λmaxai + (1− λ)
1
|Rj| ∑

i∈Rj
ai (4)
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Here, the choice between max pooling versus average pooling, λ, will be used. The
value of λ is considered as 0 or 1, which is chosen randomly. When the value of λ is equal
to zero, it behaves like an average pooling and when the value of λ is 1 it behaves like a
max pooling. The value of λ would be saved for further use in forwarding propagation
or also utilized during the backpropagation process. Numerous researchers have already
shown its dominance over max and average pooling by employing image classification for
a wide range of applications [29,30]. Yu et al. used three different datasets and proved mix
pooling provides better results as compared to the max and average pooling. The main
drawback of this pooling scheme is unresponsive behavior due to the fixed mixing ratio,
which makes this hybrid approach insensitive towards the important features [31].

2.4. Tree Pooling

Convolutions are comparable to weighted average pooling because they incorporate
filters that are learned during training. Tree pooling [32] learns how to combine a range of
filters. The data from the pooling filters is used in this pooling strategy to perform learning
of pooling activities, perform complementary learning, and reasonably combine these
learned filters. A tree structure with leaf nodes can perform both learning processes [33].
Each leaf node (child node) in these “tree-like” representations is associated with a “group-
ing filter” that has a grouping area (X ε RN) and is represented by (Vm ε RN) where m is
the identifier of the node.

f m(x) =


VT

M X (i f lea f node)
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With this alone, backpropagation from all perspectives using traditional decision
trees is not feasible. Each of these elements drives a single element in the tree pooling
with a sigmoid “gate” function that allows the tree pooling to be distinguished when
converting the input to useful outputs and their parameters. In terms of performance,
tree pooling outperforms max [Section 2.1], average [Section 2.2], and mixed max average
pooling [Section 2.3], however, tree pooling seems to have more parameters to learn
when compared with mixed max and average pooling [34]. Blonder et al. demonstrated
through their experiment that tree pooling is effective at the lower network layer focused
on functional response [35].

2.5. Stochastic Pooling Method

Overfitting is a serious problem when training CNNs with fewer data. Various
forms of pooling methods have been introduced to reduce overfitting, including mixed
pooling [28], stochastic pooling [36], rank-based random pooling [37], max pooling dropout,
and fractional max pooling. A trained model can be viewed as a set of networks connected
as a result of randomization during training, with each random pool configuration defining
a unique member of the group. The idea of stochastic pooling was presented by Fergus
and Zeiler [38], inspired by dropouts [39]. Stochastic pooling is introduced to address
the shortcomings of average and max pooling. Multinomial distribution is applied by
stochastic pooling to pick the value randomly. In stochastic pooling, the probabilities’ pi
values are constantly defined by normalized activations within the sectors for each region j.
The description can be seen in the equation below.

pi =
ai

∑ kεRJ ak
(6)
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By finding these probabilities, multinomial distribution will be created which deter-
mines a location and corresponds to the activation al grounded on p. The location l will be
selected by multinomial distribution within the region.

sj = al where l ∼ p
(

p1,...,p|Rj |

)
(7)

In short, activations are selected based on probabilities and further calculated by
multinomial distribution. The constraint on exclusively applying non-negative activation
is stochastic pooling’s primary problem. Additionally, it is clear from the equation that
the technique does not work for negative activations. Only the ReLU activation function
is applied with stochastic pooling because the ReLU activation function lowers negative
activations to zero. Stochastic pooling is still sensitive to overfitting, particularly if the
training data are few [40]. This is because stochastic pooling is significantly more likely
to generate strong activation during training, raising concerns about the possibility of
overfitting. Therefore, rank-based stochastic pooling [41] presents a novel approach for
estimating the likelihood based on the rankings of the activations inside each pooling
region. All of these stochastic pooling problems involve scale-related challenges [42]. The
working of stochastic pooling is depicted in Figure 4.

Figure 4. Stochastic pooling: a random sample is selected from a multinomial distribution of
activations based on probabilities estimated by normalizing the activations. The chance of being
selected increases with the size of the activation. In this figure, there are two activations, 1.6 and 2.4,
with probabilities of 40% and 60%, respectively. However, 1.6 was chosen as the sampling activation
despite the high probability of 2.4. Stochastic pooling can lose essential features because there is no
way to predict which part of the input will be selected. Enhanced and regenerated from [43].

2.6. Spatial Pyramid Pooling Method

Spatial pyramid matching (SPM) is another term used for pyramid pooling. This pool-
ing method has the unique ability to eliminate the requirement of fixed size image [44,45],
which is the essential requirement in standard CNNs [46]. Fully connected layers apply
fixed-size constraints instead of convolutional layers. Prior to the innovation of pyramid
pooling for fitting images to CNNs, cropping and warping were the only techniques for
resizing images. However, image cropping [38] and warping [47] each have different effects,
leading to content loss and geometric distortion, respectively. The SPP layer is positioned
on top of the final convolution layer to prevent the engagement of cropping and warping,
which creates a new network named as SPP-net [48]. Spatial pyramid pooling (SPP) is
considered to be a cutting-edge methodology for assessing pooling layer efficiency [49].
The SPP layer is designed to match the size of the feature maps in the SPP network, and
the number of spatial bins remains constant at each pyramid level. Container sizes may
vary. Using an image of size 128 × 128 and the four container numbers at the bottom of the
pyramid can create a patch of size 32 × 32. Since there are 16 bins in total, the highest value
within each bin is chosen as the activation value for the second level of the pyramid. The
SPP layer generates a vector with a fixed dimension and fixed length as an outcome of pool-
ing the activations for each bin, which is comparable to the product of the number of filters
in the last convolutional layer and the number of bins in the SPP layer. As a result, the SPP
technique can generate an output with a fixed length without taking the input’s size into
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account. Moreover, the SPP’s testing and training phases allow for adaptation to the input
image scales, which strengthens the scale-invariance property and eliminates the overfitting
problem in the network [50]. However, instead of going into various pooling functions or
incorporating learning, spatial pyramid pooling is primarily designed to deal with images
of variable sizes and can result in a more complicated learning procedure, resulting in less
efficient output, such as a 16:89 percentage error rate on unaugment CIFAR10 [51].

3. Novel Pooling Methods
3.1. Compact Bilinear Pooling

Bilinear methods have been shown to perform well on several visual tasks, includ-
ing semantic segmentation, fine-grained classification, and facial detection. End-to-end
backpropagation is being used to train the compact bilinear pooling technique that allows
for a low-dimensional and highly discriminatory image representation. This approach of
pooling is also employed in [52,53].

For the last convolutional feature, this strategy is suggested to achieve global hetero-
geneity and rich representations, which attained cutting-edge performance in several mul-
tidimensional datasets. However, since computing pairing interaction between channels
produces great complexity, dimension reduction methods have been presented. Low-rank
bilinear pooling (Figure 5) shows a schematic representation of compacted bilinear pooling.
End-to-end backpropagation has been used to train this pooling technique, which allows
for a low-dimensional yet highly discriminatory image representation.

Figure 5. Image identification using the compact bilinear pooling method.

3.2. Spectral Pooling

Ripple et al. [54] proposed a novel pooling approach that included the concept of
dimension reduction by shrinking the frequency domain representation of the data. Let
h*w be the appropriate output feature map parameters and let x Rm*m be the given input
map. The given input map is first treated with a discrete Fourier transform (DFT) after
during which a frequencies representation submatrix of h*w size is eliminated from the
center. Finally, inverse DFT is used to convert the h*w submatrix back into image pixels.
By implementing a threshold-based filtering methodology, spectral pooling retains more
information over max pooling for the very same output dimension. It fixes the problem of
the output map’s dimensions being reduced significantly.

3.3. Per Pixel Pyramid Pooling

To obtain the requisite receptive field size, a wider pooling window could have been
used as contrasted to a stride and a narrow pooling window. While using a large single
pooling window, finer details may be lost. As a consequence, successive pooling with
various window dimensions is conducted, and the results are concatenated to construct
additional feature maps. The material from broad to fine scales is presented in the feature
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maps that emerge. The multi-scale pooling process can be carried out by each pixel without
strides. The preceding is the formal definition of per-pixel pyramid pooling [55].

P4p (F, S) = [P (F, S1) . . . P (F, Sm)]

P (F, Si) is a pooling process with a size of Si and a stride of 1, and s is a vector with an
element count of M. To be clear, one channel of the extracted features is shown in Figure 6
to demonstrate the pooling process; the other channels obtained similar findings.

Figure 6. Representation of the 4P module with the pooling size vector s = [5, 3, 1].

3.4. Rank-Based Average Pooling

The proposed pooling evaluates the average performance for practically zero nega-
tivity activation functions, which could also cause the loss of racist and discriminatory
data by downplaying higher activation levels. Likewise, in max pooling, non-maximum
activations are eliminated, leading to data loss. A rank-based average pooling layer can
overcome the challenges of information loss imposed on both max pooling and average
pooling layers (RAP) [56]. The outcome of the RAP can be stated as Equation (8):

Sj = 1÷ t
n

∑
iεRj, ri<t

ai (8)

The ranks boundary, which defines the categories of activations used during averaging,
is represented by t. In feature maps, R stands for the pooling regions j, and t stands for the
index of each activation inside of it. Sj and ai, within this order, reflect the rank of activation
I and the value of activation I. When t = 1, max pooling is established. According to
Shi et al. [37], limiting t to a median value achieves good performance and a good balance
between max pooling and average pooling. Therefore, RAP has better discriminative power
than traditional pooling methods and is a perfect combination of maximum and average
pooling. Figure 7 depicts a simulation of rank-based pooling in operation.

3.5. Max-Out Fractional Pooling

The concept of fractional pooling applies to the modification of the max pooling score.
In this case, the multiplication factor (α) can only take non-integer values such as 1 and
2. The location of the pooling area and its random composition are, in fact, factors that
contribute to the uncertainty provided by the largest max pooling. The region of pooling
can be designed randomly or pseudo-randomly, with overlaps or irregularities, employing
dropout and trained data augmentation. According to Graham B. et al. [57], the design
of fractional max pooling with an overlapping region of pooling demonstrates greater
performance than a discontinuous one. Furthermore, they observed that the results of the
pooling region’s pseudo-random number selection with data augmentation were superior
to those of random selection.
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Figure 7. Rank-based average pooling: rankings are presented in ascending order, and activations for
a pooling area are listed in descending order. The pooling output is calculated by averaging the four
largest activations, since t = 4.

3.6. S3Pooling

Zhai et al. in 2017 presented the S3Pool method, a novel approach to pooling [58].
The pooling process is performed under this scheme in two stages. On each one of the
preliminary phase feature maps (retrieved from the convolutional layer), the execution of
max pooling is performed by stride 1. The outcome of step 1 is down sampled using a
probabilistic process, in comparison to step 2, which first partitions the feature map of size
X × Y into a preset set of horizontal (h) and vertical (v) panels. V is y/g and H is x/g. The
following figure illustrates a schematic of S3Pooling. The working of S3 pooling is referred
in Figure 8.

Figure 8. Working of S3 pooling mechanism. The dimension of the feature map in this example is
4 × 4, with both x and y = 4 represented in (a). The max pooling operation in step 1 uses stride 1, and
there is no padding at the border. The grid size and stride should both be 2 in step 2. There will be
two horizontal (h) and vertical (v) strips. In step 2, a stochastic downsampling is used to represent
the rows and columns that were randomly chosen to build the feature map. Flexibility to change the
grid size in step 2 in order to control the distortion or stochasticity is represented in (b,c).
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Xu et al. [59] executed tests for the CIFAR-10, CIFAR-100, and SIT datasets using both
network in the network (NIN) and residual network architectures to test the effectiveness of
S3Pool in comparison to other pooling techniques (ResNet). According to the experimental
observations, S3Pool showed better performance than NIN and ResNet with dropout and
stochastic pooling, even when flipping and cropping were used as data augmentation
techniques during the testing phase.

3.7. Methods to Preserve Critical Information When Pooling

Improper pooling techniques can lead to information loss, especially in the early stages
of the network. This loss of information can limit learning and reduce model quality [60,61].
Detail-preserving clustering (DPP) [62] and local importance-based clustering (LIP) [63]
minimize potential information loss by preserving key features during pooling operations.
These approaches can also be known as soft approaches. Large networks require a lot of
memory and cannot be started on devices with limited resources. One way to solve this
problem is to quickly down sample to reduce the number of layers in the network. Poor
performance may be the result of information loss due to the large and rapid reduction of
the feature maps. RNNPool [64,65] attempts to solve this problem using a recursive down
sampling network. The first recurrent network highlights feature maps and the second
recurrent network summarizes its results as pooling output.

4. Advantages and Disadvantages of Pooling Approaches

The upsides and downsides of pooling operations in the numerous CNN-based ar-
chitectures is discussed in Table 1, which would help researchers to understand and make
their choices by keeping in mind the required pros and cons. Max pooling has indeed
been applied by several researchers owing to its simplicity of use and effectiveness. Detail
analysis was performed for further clarification of the topic.

Table 1. Advantages and disadvantages of different pooling approach in CNN.

Type of Pooling Advantages Drawbacks References

Max Pooling

- Performs more effectively when integrated
with simple classifiers and sparse code.

- It complements sparse representations due to
statistical features.

- Eradicating no maximal elements might
expedite calculation for upper layers.

- Deterministic in spirit.
- The distinguishing

characteristics vanish
when the majority of the
elements in the pooling
region are available in
significant magnitudes.

[38,39]

Average Pooling - Easily understandable.
- Execution is uncomplicated.

- Forthcoming in spirit.
- If minor magnitudes are

considered, the contrast
is reduced.

[37,38,40–63]

Gated Max
Average

- Responsive in style.
- It is adaptive in whether the volume fraction

can fluctuate based on the properties of the
pooling region.

- Produces additional
training parameters. [41]

Mixed Max
Average

- Stochastic pooling.
- Facilitates in the problem of

overfitting avoidance.

- Once it has been learned,
the mix proportion does
not really respond and
adapt to the attributes of
the region
being integrated.

[42]
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Table 1. Cont.

Type of Pooling Advantages Drawbacks References

Pyramid Pooling
- Flexibility to manage input of any size.
- Spatial bins with multiple levels.
- Responsiveness to the image scales of an input.

- Deep networks’ training
step involves complex
implementation.

[43]

Stochastic
Pooling

- Stochastic procedure.
- It is conceivable to use non-maximal

activations.
- Feasibility of integrating any regularization

method, including dropouts, data
augmentation, loss tangent, etc.

- There seems to be no hyper-parameter
to specify.

- Lower computational complexity.

- Complicated to interpret.
- Extraneous to words

negative activations.
- Due to the lack of training

data, overfitting occurs
because strong activations
primarily work in
process updating.

- Scaling challenge.

[44]

Tree Pooling

- Flexible to adapt in nature.
- Differentiable in perspective among both

parameters as well as inputs.
- Effective at the network’s lower tiers.

- Inefficient due to thick
layers of the network. [41,66]

Fractional Max
Pooling

- Stochastic method.
- Choice of the pooling region via

pseudo-randomness or randomness.
- Appropriate use of data augmentation and

pseudo-random selection.
- Overlapped rather than disjointed fractional

max pooling proved to be more efficient.

- Arbitrarily selecting the
pooling zone significantly
affects model performance
in addition to data
augmentation.

- The disjointed fractional
max pooling leads to
significant degradation.

[36]

S3Pool

- Simple to learn and use.
- Rapid computations while training.
- Extrudes in the extent of distortions.
- Implement data augmentation at the levels of

the pooling layer to give it strong
generalization performance.

- Compared to max pooling, considerably
increases the computational burden.

- Depending on the design for
which it is being employed,
the grid size should be
adequately specified in each
pooling layer.

- A greater grid size
potentially results in
increased testing error.

[37]

Rank-Based
Average Pooling

- For object recognition tasks, it is implemented.
- It empowers us to reuse the convolution

network’s feature map.
- It provides an opportunity to train object

detection systems from beginning to end,
significantly shortening test and
training periods.

- Performance issues can arise
while generating lots of
regions of interest.

- Computing frequency falls
short of the expectations.

- End-to-end training, or
training each aspect of the
system in one go, is not
practicable but could
produce
much-enhanced results.

[45]

Performance Evaluation of Popular Pooling Methods

The performance among the most latest pooling methods has been investigated system-
atically for the purpose of image classification in this section. We would like to emphasize
that the primary aim of this study is to fairly assess the influence of the pooling strategies
in the CNNs, not to establish the optimum classification architecture. Table 2 evaluates
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the effectiveness of different pooling approaches on standard datasets including MNIST,
CIFAR-10, and CIFAR-100. The architecture and the forms of activation functions that have
been used to implement these techniques are presented in the following table. In Table 2,
it is shown that for the MNIST dataset, average pooling performed the worst, with an
error rate of 0.83%. Furthermore, in comparison to other pooling methods, gated pooling
was a significant improvement where the average and maximum pools were responsively
combined. With a difference of 0.01%, mixed, tree max average pooling, and fractional
max pooling were followed in order by the performance of gated pooling. These pooling
strategies’ outstanding regularization and generalization capabilities were validated by
their effective implementation. In conclusion, the NIN and max out networks’ respectively
showed a strong performance and error frequencies of 0.45% and 0.47%. Unfortunately,
their performance was still inadequate to what was achieved while pooling methods. It was
found that for MNIST datasets, using the same network with ReLU activation, rank-based
pooling (RSP) gave a higher error rate than the error rate provided by random pooling in
the range of 0.42% to 0.59%.

Table 2. Comparing performance of various pooling methods on different standard datasets.

Pooling Methods Architecture Activation
Function

Error Rate of Different Datasets
Accuracy Reference

MNIST CIFAR-10 CIFAR-100

Gated Method 6 Convolutional Layers RELU 0.29 7.90 33.22 88% (Rotation
Angle)

[32]Mixed Pooling 6 Convolutional Layers RELU 0.30 8.01 33.35 90% (Translation
Angle)

Max Pooling 6 Convolutional Layers RELU 0.32 7.68 32.41 93.75% (Scale
Multiplier)Max + Tree Pooling 6 Convolutional Layers RELU 0.39 9.28 34.75

Mixed Pooling
6 Convolutional Layers

(Without data
Augmentation)

RELU 10.41 12.61 37.20 91.5% [34]

Stochastic Pooling 3 Convolutional Layers RELU 0.47 15.26 42.58 ———
[36]

Average Pooling 6 Convolutional Layers RELU 0.83 19.38 47.18 ———

Rank-Based
Average Pooling

(RAP)
3 Convolutional Layers RELU 0.56 18.28 46.24 ———

[37]

Rank-Based
Weighted Pooling

(RWP)
3 Convolutional Layers RELU 0.56 19.28 48.54 ———

Rank-Based
Stochastic Pooling

(RSP)
3 Convolutional Layers RELU 0.59 17.85 45.48 ———

Rank-Based
Average Pooling

(RAP)
3 Convolutional Layers RELU

(Parametric) 0.56 18.58 45.86 ———

Rank-Based
Weighted Pooling

(RWP)
3 Convolutional Layers RELU

(Parametric) 0.53 18.96 47.09 ———

Rank-Based
Stochastic pooling

(RSP)
3 Convolutional Layers RELU

(Parametric) 0.42 14.26 44.97 ———

Rank-Based
Average Pooling

(RAP)
3 Convolutional Layers Leaky RELU 0.58 17.97 45.64

Rank-Based
Weighted Pooling

(RWP)
3 Convolutional Layers Leaky RELU 0.56 19.86 48.26 ———

Rank-Based
Stochastic Pooling

(RSP)
3 Convolutional Layers Leaky RELU 0.47 13.48 43.39 ———



Appl. Sci. 2022, 12, 8643 14 of 21

Table 2. Cont.

Pooling Methods Architecture Activation
Function

Error Rate of Different Datasets
Accuracy Reference

MNIST CIFAR-10 CIFAR-100

Rank-Based
Average Pooling

(RAP)
Network in Network (NIN) Leaky RELU ——— 9.48 32.18 ———

[37]

Rank-Based
Weighted Pooling

(RWP)
Network in Network (NIN) Leaky RELU ——— 9.34 32.47 ———

Rank-Based
Stochastic Pooling

(RSP)
Network in Network (NIN) Leaky RELU ——— 9.84 32.16 ———

Rank-Based
Average Pooling

(RAP)
Network in Network (NIN) RELU ——— 9.84 34.85 ———

Rank-Based
Weighted Pooling

(RWP)
Network in Network (NIN) RELU ——— 10.62 35.62 ———

Rank-Based
Stochastic Pooling

(RSP)
Network in Network (NIN) RELU ——— 9.48 36.18 ———

Rank-Based
Average Pooling

(RAP)
Network in Network (NIN) RELU

(Parametric) ——— 8.75 34.86 ———

Rank-Based
Weighted Pooling

(RWP)
Network in Network (NIN) RELU

(Parametric) ——— 8.94 37.48 ———

Rank-Based
Stochastic Pooling

(RSP)
Network in Network (NIN) RELU

(Parametric) ——— 8.62 34.36 ———

Rank-Based
Average Pooling
(RAP) (Includes

Data Augmentation)

Network in Network (NIN) RELU ——— 8.67 30.48 ———

Rank-Based
Weighted Pooling
(RWP) (Includes

Data Augmentation)

Network in Network (NIN) Leaky RELU ——— 8.58 30.41 ———

Rank-Based
Stochastic Pooling

(RSP) (Includes Data
Augmentation)

Network in Network (NIN) RELU
(Parametric) ——— 7.74 33.67 ———

——— Network in Network RELU 0.49 10.74 35.86 ———

——— Supervised Network RELU ——— 9.55 34.24 ———

——— Max out Network RELU 0.47 11.48 ——— ———

Mixed Pooling Network in Network (NIN) RELU 16.01 8.80 35.68
92.5% [39]

VGG (GOFs Learned Filter) RELU 10.08 6.23 28.64

Fused Random
Pooling 10 Convolutional Layers RELU ——— 4.15 17.96 87.3% [52]

Fractional Max
Pooling 11 Convolutional Layers Leaky RELU 0.50 ——— 26.49

[53]
Fractional Max

Pooling
Convolutional Layer

Network (Sparse) Leaky RELU 0.23 3.48 26.89

S3pooling Network in Network (NIN)
(Addition to Dropout) RELU ——— 7.70 30.98

92.3% [58]
S3pooling Network in Network (NIN)

(Addition to Dropout) RELU ——— 9.84 32.48
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Table 2. Cont.

Pooling Methods Architecture Activation
Function

Error Rate of Different Datasets
Accuracy Reference

MNIST CIFAR-10 CIFAR-100

t
S3pooling ResNet RELU ——— 7.08 29.38

84.5% [66]

S3pooling
(Flip + Crop) ResNet RELU ——— 7.74 30.86

S3pooling
(Flip + Crop)

CNN With Data
Augmentation RELU ——— 7.35 ———

S3pooling
(Flip + Crop)

CNN in Absence of Data
Augmenting RELU ——— 9.80 32.71

Wavelet Pooling

Network in Network

RELU

——— 10.41 35.70 81.04%
(CIFAR-100)

[67]

ALL-CNN ——— 9.09 ———

ResNet ——— 13.76 27.30 96.87%
(CIFAR-10)

Dense Net ——— 7.00 27.95

AlphaMaxDenseNet ——— 6.56 27.45

Temporal Pooling Global Pooling Layer Softmax ——— ——— ——— 91.5% [68]

Spectral Pooling Attention-Based CNN 2
Convolutional Layers RELU 0.605 8.87 ———

They mentioned
improved

accuracy but did
not mentioned

percentage.

[69]

Mixed Pooling
3 Convolutional Layers

(Without Data
Augmentation)

MBA (Multi
Bias Nonlinear

Activation)

—— 6.75 26.14
[70]

Mixed Pooling 3 Convolutional Layers
(With Data Augmentation) —— 5.37 24.2

Wavelet Pooling 3 Convolutional Layers RELU —— —— ——

99%
(MNIST)74.42

(CIFAR-10)80.28
(CIFAR-100)

[71]

5. Dataset Description

The datasets chosen to evaluate this study were named as MNIST [72], CIFAR-10 [73]
and CIFAR-100 [74]. One of the most prominent datasets with handwritten digits 0 to 9
is MNIST. In a 28 × 28 pixel grayscale image, there have been 60,000 training samples
and 10,000 test samples. The CIFAR-10 dataset is an object classification benchmark that
represents 10 classes using 32 × 32 color images; 10,000 samples were used for testing and
50,000 samples used for training. This is another dataset benchmark for object classification,
extended from CIFAR-10. The dataset consists of 60,000 32 × 32 color images divided into
100 categories (50,000 for training and 10,000 for testing). Performance evaluation of these
datasets was compared on different pooling methods and is presented in Table 2.

Fractional max pooling and S3Pool (ResNet + data augmentation) performed very well
on the CIFAR-10 and CIFAR-100 datasets. Almost all architectures aimed at eliminating the
pooling layer, such as a network in the network (NIN) and ALL-CNN, were superior to both
fractional max pooling and S3Pool pooling schemes. RWP (LReLU activation) and spatial
pyramid pooling had the lowest performance on CIFAR-10 and CIFAR-100, respectively.
Average pooling, on the other hand, showed the worst performance on both datasets
and was ranked second. In addition, implementing range-based pooling for various
activation functions (with or without data expansion) within the NIN network achieved
acceptable performance, individually monitored NINs, max out networks, and high density.
It proved to perform better than networks. In addition, rank-based pooling significantly
reduced the performance of networks consisting of 64 5 × 5 filters and 64 convolution
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filters, whereas wavelet pooling required location may even be improved by modifying the
wavelet basis and investigating which basis performs the pooling the best. It is conceivable
to somehow achieve better image feature reductions outside of the 2 × 2 scale by adjusting
the up sampling and downsampling variables in the decomposition and reconstructions.
Preserving the sub-bands that are normally rejected for backpropagation should result
in more reliability and reduced errors. Evidence from this study makes it very clear that
average pooling is the weakest compared to alternative pooling strategies. The performance
of the pooling approach is strongly influenced by the network and activation factors applied
in the implementation. However, the strategy used for data augmentation has a tremendous
influence on the network’s overall performance. For the CIFAR-10 and CIFAR-100 datasets,
rank-based stochastic pooling (RSPs) with extended data had a lower error rate than
pooling without augmented data.

6. Discussion

The following section summarizes the findings of this study, focusing on a review
of the pooling techniques and analyses investigated. Pooling helps to learn invariant
features, avoid overfitting, and minimize computational complexity by down sampling
the extracted features. CNN implements two types of pooling operations: local pooling
and global pooling. Local pooling is used to automatically extract features from small
image regions (such as 3 × 3 pixels) at the start of the CNN. Meanwhile, at the end of the
network, we automatically extract features from the full feature map using global pooling.
A fully connected layer then uses the feature representation for classification. The two
most common pooling techniques are average pooling and max pooling [75]. They are
used for local and global pooling layers and their effectiveness is based on the application.
Max pooling ignores all other irrelevant activations and only considers the largest element
or component within each feature map that is most activated. This activated feature can
be noisy. According to our analysis, maximal max pooling should be used when certain
class features (such as abnormal regions in medical images) are smaller than the original
image. During the network learning stage, the network only updates nodes bound to this
largest active element, which only introduces a delay in the learning process. Max pooling
is generally used early in the network to capture important local features. This works well
if the image is large enough. Our study shows that using max pooling in the early layer of
the network leads to information loss and poor classification accuracy when the image size
is small. Average pooling, on the other hand, weights each activation equally, regardless of
its importance. As a result, background features can dominate the pooled representation
and reduce class-specific data in the feature map. A global pooling operator is often used as
a pooled average to capture the contribution of all features, such as ResNet. Furthermore,
each node in the network is updated during the training phase, which makes the network
converge faster. Our analysis further showed that using average pooling as the global
pooling operator is preferable to using max pooling.

As stated earlier, max pooling or average pooling may not work or be applicable in all
cases [76]. Each has its strengths and weaknesses. Mixed max average pooling (Section 2.3)
and soft pooling methods are proposed to work around the issues and to gain the benefits
of both (Section 2.3). In the max average pool combination, both max and average pools
combine weights. A weighted sum of local features is how the pooled representation
is generated in soft pooling. Each feature map component contributes to the pooled
representation, and their contribution depends on the activation values between these
elements. On the other hand, a high activation gives a higher weight and a lower weight.
Several other methods of determining these weights have been proposed. Rank-based
pooling (discussed in Section 3.4) can also be viewed as a soft pooling method, but with
different weights for local features in the pooled representation. In rank-based pooling, the
closest k activations are assigned a weight of 1, and the remaining activations are assigned
a weight of 0. These strategies (mixed max average, soft pool, and rank-based pools)
introduce additional free parameters that must be selected to improve rank performance
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compared to the max and average pooling. By performing several experiments, researchers
have shown that these methods are effective when the size of class-specific characteristics
is small compared to the size of the image. In these cases, soft pooling provides better
performance than max and average pooling. Additionally, our research shows that average
pooling is preferred when class-specific attributes are dispersed throughout images, such
as in the medical domain, where we have more abnormal regions than normal ones.

Overfitting is a big challenge when training CNNs on small amounts of data [77].
Many pooling techniques have been considered to try to include stochasticity in the pool-
ing process to reduce overfitting. There are two main types of randomness: the actual
pooling process is focusing the first type and the specific spatial sampling process is the
second type. For example, stochastic pooling creates randomness in the pooling phase of
network training by randomly selecting activations within each pooling region and giving
polynomial distribution to the values within that pooling region. For S3 and fractional max
pooling, randomness is applied during the spatial sampling phase of the pooling method.
Dropout is another method of reducing overfitting by arbitrarily removing a particular
network node during the training phase. This method is calculated more computationally
efficiently as compared to the previously mentioned techniques.

An unordered representation of local features is achieved with the help of global pool-
ing operations. Discriminative features are well captured using order less representation
wherever they appear in the image [78]. However, since it fully ignores the location data
of the local features, this order less representation may face failure for some classification
problems in obtaining some critical information. The sky is always on top of images cap-
tured with neuroimaging. Location information is also useful in certain medical image
classification problems, such as tissue image recognition. There are several approaches,
such as spatial pyramid pooling and cell pyramid pooling, which are recommended to
retrieve this local structure information. Section 2.4 provides an in-depth discussion of
these approaches.

Research literature suggests that the ability to document how different features interact
can be very useful for fine-grained image classification. Linear or mean statistics are used
to integrate features into commonly used average pooling methods [79]. This statistic
is not designed to capture interactions between various local features, such as object
concurrency, and may not be useful for fine-grained image classification. As a result,
higher-order statistical pooling methods have been developed, including bilinear clustering.
These techniques seem to be better suited to fine-grained classification than max and
average. These techniques are described in detail in Section 3.1. When comparing bilinear
pooling with said conventional max and average pooling as the global pooling operators,
experiments hardly ever showed any improvement.

Most of the pooling algorithms discussed above, such as max, average, and mixed
max average, implement pooling by focusing on counting features within a pooled region
of a given feature map. Therefore, pooling regions of each feature map are considered
separately. Some techniques, such as global feature-driven local pooling and correlation
pooling, consider the neighboring region of the pooling under consideration, in addition
to the statistics from the entire feature map when deciding the type of pooling that will
be applied to the pooling region. Pooling is usually done independently for each channel
or feature map, so the number of channels in the pooled representation is equal to the
number of input channels. Examples of these strategies are average and max pooling, their
linear combinations, soft pooling, and stochastic pooling. Moreover, individual channels
within the same set of feature maps are highly interrelated and should be processed
together. Feature channels are not taken into account separately by attempted convolutions,
second-order pooling, implicit pooling approaches, network aggregation schemes, or other
techniques. Therefore, there may be a difference in the number of channels in the output
and input feature maps. For example, the output feature map ratio is the same as the total
number of strided convolutions. Combinations of different pooling techniques have also
been investigated to optimize their benefits. DPP and S3 pooling are used, for example, to
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keep important data in feature maps while learning representations that are less susceptible
to overfitting. It should be highlighted that there is no single pooling strategy that can be
used in all circumstances; instead, the technique that is selected depends heavily on the
requirements of the application.

7. Conclusions

In this article, we reviewed various pooling methods proposed in the computer vision
literature along with the implementations of these methods in various scenarios (Table 2).
Their strengths, shortcomings, and applicability are further discussed in detail. Due to its
simple implementation and sparse representation, max pooling has been the focus of most
researchers. However, its main drawback is that it is deterministic. Randomness has proved
to be a valuable resource for various pooling mechanisms, including “hybrid” max average,
random, S3Pool, and fractional max pooling. The stochasticity of these schemes introduces
unpredictability in the selection of activation regions, which significantly reduces overfitting
and improves model generalization ability. In addition, the pooling method reduces the
number of parameters required for training due to its feature reduction characteristics. This
benefits deep architecture in terms of computational costs. The exception is the “gated”
maximum average pooling scheme, which provides additional model parameters and
increases computational overhead. After a detailed analysis of the performance of the
pooling operation and classification task, we conclude that the performance of the pooling
operation is highly dependent on the network architecture and activation functions. In
addition, S3Pool is the most effective regularization method because it explicitly optimizes
the data; also, it provides a possible combination with other regularization techniques.
Therefore, it is not unfair to conclude that the choice of pooling operation is pragmatic,
but we believe that our study is an important step in better understanding the pooling
techniques and the variables that affect the performance of the pooling operation.
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