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ABSTRACT

The authors address the identification of predontina
music instruments in polytimbral audio by previgudi-
viding the original signal into several streamsve3al
strategies are evaluated, ranging from low to hdigm-
plexity with respect to the segregation algorithmd a
models used for classification. The dataset ofrésteis
built from professionally produced recordings, vhtgp-
ically pose problems to state-of-art source sejuaréil-
gorithms. The recognition results are improved &019
with a simple sound segregation pre-step using paty
ning information, in comparison to the original @lghm.

In order to further improve the results, we evaddathe
use of a complex source separation as a pre-steprer
sults showed that the performance was only enhaiiced
the recognition models are trained with the featusz-
tracted from the separated audio streams. In this the
typical errors of state-of-art separation algorishmare
acknowledged, and the performance of the original
strument recognition algorithm is improved in uB&9.

1. INTRODUCTION

The amount of music available has dramaticallyeased
in recent years. There is thus a clear need ottffdy
organizing and retrieving this content. Music Imf@tion
Retrieval (MIR) is a research field dealing witte thx-
traction of music content information, and can bedifor
such purposes. Instrumentation is a very usefutrges
tion of musical data, since it can be exploitedcessfully
in different forms; songs can be retrieved usirgitifor-
mation about the presence of an instrument, anédtére
tification of the musical genre is easier when kieage
about the instrumentation is available (e.g. a thampkes
the piece more likely to be country than classroakic).
Additionally, instrumentation is a key aspect fhe tper-
ceived similarity in music [1].
Audio source separation deals with the recuperaifon

the original signals from the acoustical sourcesstitut-
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ing an audio mixture by computational means. Even
though there is still much room for improvement whe
applied to real world music, state-of-art separatidgo-
rithms can be used to, at least, increasing theepiee of

a source or a group of sources in a mixture, sschaa-
monic-percussive separation [10]. They can potiytie

a useful pre-step to improve the results of MIFks$asuch

as chord detection, melody extraction, etc.

The automatic recognition of instruments is usually
based on timbre models or features such as MFCCs or
MPEG-7 combined with statistical classifiers. Artezx
sive review of approaches for isolated musicalimaent
classification can be found in [8], with severadsdifica-
tion techniques, a number of instrumental categdie-
low ten, and accuracies that reach up to 90%.

More recent works deal with instrument recognition
polytimbral musical signals, which is a more reaisand
demanding problem. For instance, Tzanetakis focased
the detection of voice [12], while Essid [4] preszhan
approach using a taxonomy-based hierarchical filzessi
tion, in which the classifiers were trained on camkions
of instruments such as: piano, tenor sax, doubds bad
drums. Kitahara et al. [9] proposed several teagsgto
improve instrument recognition in duo and trio noulsy
dealing with three issues: the feature variaticagssed by
sound mixtures, the pitch dependency of timbred, tha
use of musical context. With the proposed techrique
they achieved an 85.8% average recognition ratgion
music. Fuhrmann [5] proposed a method for automatic
recognition of predominant instruments with Support
Vector Machine (SVM) classifiers trained with feasi
extracted from real musical audio signals. One h&f t
problems identified in this system is that it oftessed
some of the labels in excerpts containing more thas
predominant instrument.

The recognition of the instruments present in atunéx
becomes more complex as the number of instrumants i
creases. Reducing the number of instruments iratickéo
to be analyzed should thus help in the recognitibm-
struments, and the idea of using source separasoa
pre-step has already been investigated in previeds
search. Heittola et al. [6] use Non-Negative Maffac-
torization (NMF) with a source filter model, based



previous work by Virtanen and Klapuri [13]. Klapsri
multipitch estimation is used in the separatiorthwid of
an optional streaming algorithm which organizesviod
ual notes into sound sources. The Viterbi algoritism
then employed to find the most likely sequence ates.
The classifiers use MFCC's (with a 40 channel filte
bank) along with their first time derivatives. A Gsian
Mixture Model (GMM) is used to model the instrument
conditional densities of the features, and the ipatars
are estimated using the Expectation MaximizatioM)E
algorithm from the training material. A Maximum lelk-
hood classifier is then used for classificatione Tataset
was artificially created from the RWC dataset, with
maximum of six note polyphony, and 19 differentpéd
instruments, reaching a 59.1% F1-measure. Burréd [3
also presents an instrument classification appreatha
stereo blind source separation pre-step, using skaus
likelihood as a timbre similarity measure. The ntpd
accuracy reaches 86.7%, with polyphony of 2 instru-
ments, and 5 classes. Results are significanthgibttan

in monaural separation, with 79.8% accuracy.

In this paper, we address the combination of source
separation and instrument recognition, in orderinte
prove the identification of predominant instrumeirts
professionally produced western music recordings. A
opposed to audio data created by artificially nixsev-
eral instrument with no musical relation betweeanth
this real world scenario adds more complexity tarse
separation algorithms, due to several reasong, Firseal
world western music, instruments are harmonicalatr
ed, and thus their spectral components usuallyestamne
of the frequencies. Furthermore, effects such werbs,
delays, etc. make the separation much more diffi€uh
the other hand, such scenario allows the algorittons
take advantage of the spatial information preseistére-
ophonic recordings.

2. METHOD

This section introduces the methodology proposeith-to
vestigate if the performance of an instrument redam
algorithm can be improved with a previous audiosgg-
tion step, as introduced in subsection 2.1. Thasdtis
described in subsection 2.2, and the evaluatiomaodet-
ogy is introduced in subsection 2.3.

2.1 Audio segregation for instrument recognition

The algorithm used by Fuhrmann in [5] is consideasd
the baseline instrument recognition. It is conceite
output a set of labels corresponding to the predanti
instruments in an excerpt of polytimbral music. Ten
pitched instruments are used in this study: cellarinet,
flute, acoustic guitar, electric guitar, organ, nma saxo-
phone, trumpet, violin, and additionally human giigg
voice. The original system uses SVM, which outputs

probabilistic estimates for each of the modeleeégaties.

As previously introduced, the main problem is tlitat
sometimes misses some labels in excerpts with plailti
instruments.

The hypothesis is that in order to enhance itsoperf
mance, a previous step could be performed, sepgrati
input audio data into several streams. These stream
then separately processed by the instrument retogni
algorithm, resulting in several sets of labels. Beats of
labels are then combined and given as output laBels
eral segregation methods are considered, as wallfas
ferent strategies for the label combination, arst skever-
al models used for instrument recognition. Figurduk-
trates the combination of a segregation processviet
by the instrument recognition in each of the stream
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Figure 1. Generic flow diagram for the applicatioh
audio segregation as a previous step to the instmum
recognition

We consider two different segregation methods. The
first is FASST (A Flexible Audio Source Separation
Framework), presented by Ozerov et al. [10]. Ibased
on structured source models, which allow the iniaidn
of constrains according to the available prior kieuge
about the separation problem. It aims at genergizev-
eral existing source separation methods, and altvest-
ing new ones. The second segregation methodiispes
Left/Right-Mid/Side (LRMS) separation based on pan-
ning information, where M = L+R and S = L-R.

In this research, the FASST algorithm is used dom:
figuration which separates the polytimbral audipun
into four streams: “drums”, “bass”, “melody”, andther”
(dbmo). This is a default configuration provideiihathe
FASST framework, and it fits our interest in theaogni-
tion of the predominant pitched instruments, ascthssi-
fier neither considers bass nor drums. After thease
tion, the “melody” stream would ideally contain tirain
instrument to be recognized, and the “other” stream
would contain the rest of the instruments, withpres-
ence of bass and percussive instruments. Recogrofi
the predominant instruments in these streams ofoaud
should be easier than in the case of the original
polytimbral mixture. However, there are limitatiofs
most separation algorithms, especially when appi@ed
real world music. They commonly create artifactd an
rors in the separation, producing some leakagesifu-
ments in streams where they should not be preSéig.



could affect the recognition of instruments duethe
changes the artifacts produce in timbre. In ordedéal
with these errors, we investigate if a classifieuld learn

(tn), false positives (fp) and false negatives (o) each
of the instruments (labels). We considerthe closed set
of labelsL = {l.}, with i = 1..N', N the number of in-

how a source separation algorithm behaves, andstruments, and the datasét= {z }, with i =1..M , and

acknowledge the errors by training models on tipeuss-
ed audio estimations. In simple words, the modedsley
learn, with the features of the estimated “drunibgss”,
“melody”, “other” stream, when the predominant rast
ment of the audio is a cello, clarinet, flute, astauguitar,
electric guitar, organ, piano, saxophone, trumpigtn,
or voice. We consider the use of different modetssach
of the separated streams, in order to allow thgeusd a
different set of (automatically selected) audictdieas, as
well as different parameters for training the diéess.
Finally, the strategy for the combination of thédbs
given as output by the individual instrument redtgn
models is also important. Two strategies are exglan
our experiments: 1) selecting some of the classifieut-
put only (e.g. only the sets of labels from the todg”
and “other” streams), and 2) requiring a degreagrée-
ment (overlap) between all sets of labels. In theoad
strategy, output labels correspond to the oneseptan
more than N sets of labels predicted by the models.

2.2 Data

Two different datasets have been created for trgiand
testing, based on the database originally compiigd
Fuhrmann [6]. Firstly, the training dataset corda@Y00
annotated excerpts of 3 seconds in which only one i
strument is predominant. These data are unevestyitgi
uted among the modeled categories, ranging from- min
mum 388 to a maximum of 778. A second training sktta
is derived by separating the original one into dbmo
streams with FASST. Secondly, the testing set stssif
around 3000 excerpts annotated with one to fiveruns
ments. This set was created by dividing the origimasic
pieces of the original database [6] into segmeritls the
following properties: 1) the predominant instrungeate
the same in the whole excerpt, 2) the length isvéen 5
and 20 seconds, and 3) the excerpts are sterecfirshe
property allows us to disregard segmentation adegrid

the instrumentation into the recognition evaluatisimce
the predominance of
amongst or even within sections of a music piede T
second property ensures that the instrument lapglin-
cess has enough information to output the labels @i
certain confidence. The third property correspoiadthe
use case of interest: professionally produced mtesic
cordings, in stereo format.

2.3 Evaluation methodology

The evaluation method is based on comparing thpubut
labels against the manually annotated ground-taldéls.
Following the traditional information retrieval duation
measures, we calculate: true positives (tp), tegatives

instruments typically changes

M the number of excerpts. We defirie= {g.}, with
1=1...M as the set of ground-truth labels, and
Y ={y},withi=1.M, andy. C L, the set of pre-
dicted labels assigned to each instancérecision and
recall are defined for each of the labéln L as:
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wherey,, and g, are boolean variables referring to in-

stance: , which indicate the presence of the labeh the

set of predicted labels, or in the set of groundhtiabels

respectively. Additionally, we define the F1 as thea-

monic mean between precision and recall:
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3
=P E ®

We also define macro and micro averages of theiquisv
metrics, in order to obtain more general perfornamet-
rics, which consider all labels. The macro is hender-
stood as an unweighted average of the precisiaoeaall
taken separately for each label (average overdabel
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On the other hand, the micro average is an average
instances, and thus, giving more weight to theltatéth
a higher number of instances:
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The macro and micro F1 are defined as the harmonic
mean of respectively, the macro and micro averages.
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The following section details the experiments pernfed
according to the presented methodology.



3. EXPERIMENTS

We conducted five experiments to investigate theefits
of the segregation of the audio signal into diffeére
streams prior to the application of an instrumetgni-
tion algorithm. In the first four experiments, tis&&/M
models used for the instrument recognition wereéch
with parameters that optimized the performancexpde-
iment 1: a polynomial kernel of degree 4 and a past
rameter = 0.1. In each experiment, we consideraatibi-
nations of sets of labels to find the best recagmiper-
formance. These are notated with the initials of
streams considered, e.g.: “Exp3:dbo” refers tocthmabi-
nation of the labels outputted from the recognitidrthe
d (drums) + b (bass) + o (other) streams in Expenin3.
The combination strategy was initially the uniontbé
labels predicted by each of the models. Then, ipelix
ment 5 we explored a partial overlap strategy, \aacp-
timized recognition performance by tuning the patars
for each of the models.

h

—t

3.1 Experiment 1: original algorithm

The original algorithm is employed without a praso
separation step, as shown in Figure 2:

pogggizmc—{ Original model }n*

Figure 2: Original instrument recognition algorithm

Output
labels

The labels obtained in this experiment are naméd “n
for “no separation”. In this configuration, the rete audio
input is transformed into mono, by adding the kefid
right channels. We obtain the following micro awggs:
precision = 0.708, recall = 0.258 and F1 = 0.378.

3.2 Experiment 2: Left/Right-Mid/Side separation +
original models

In this experiment, audio was segregated into $ingams
with | = Left, r = Right, n = [+r (Mid), and s =rl{Side),
and the original model was used for classificatas de-
picted in Figure 5.

polyphonic
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streams labels

— " Original model 1

r—»( Original model T .
—nﬂ( Original model n combination
75{ Original model s

Output
labels

Left-Right
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Figure 5. LRMS separation into Irns streams, used a
input of the original instrument recognition models

The label “n” is used for the “Mid” stream in order be
consistent with the notation in Experiment 1, apsar-
formed in the addition of the Left and Right chdsne

Evaluation results showed that the best combination
with “Exp2:Irns”, obtaining a micro F1 = 0.451. Bhiep-
resents an absolute improvement of 7.3 percent$ain
the micro F1 with respect to the original algorithm
“Expl:n”, or in relative terms, a 19.3%. This i€@nsid-
erable improvement, especially taking into accatinatt
this is a very simple segregation method whichd¢e&wen
be performed in real time.

3.3 Experiment 3: FASST + original models

In this experiment, FASST separation into the h#3s
drums (d), melody (m) and other (0) streams igduse
along with the original models for the instrumestagni-
tion, as shown in Figure 3.
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Figure 3. FASST separation into the drum, bassodyel
and other streams, combined with the original instr
ment recognition models.

The evaluation showed that the original algorithm
without source separation provides better reshis tany
of the combinations of the labels obtained in Ekpent
3. The best micro F1 (0.355) is obtained with a Iz
tion of all separated streams (“Exp3:dbmo”). Irstbase,
recall (0.385) is better than with the original aithm
(“Expl1:n”), but precision is quite worse (0.330Q the
F1-measure is lower. There is thus a decreaserforpe
mance when using source separation as a pre-stie of
original instrument recognition models. This is Ipaibly
due to the fact that the separation is not pertbete is
some energy of instruments in streams where thereld
not be present, and their timbre is modified. Aiddially,
the separation algorithm has the drawback of itaptex-
ity and execution time, which is above one minwge se-
cond of to-be-separated audio (Intel Core 2 Duo . @ 2
GHz, 4 GB RAM with Windows XP — 32 bits).

3.4 Experiment 4: FASST + models trained with sep-
arated audio

In this experiment, the instrument recognition mede
have been trained with the dbmo audio streams reddai
from separating the training dataset with FASSTurFo
different models have been created; one for eacthef
output streams of the FASST bdmo separation akguarit
as shown in Figure 4. A different set of featuras heen
automatically selected for each of the SVM models d
ing the training process.
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Figure 4. FASST separation into the drum, bassodyel
and other streams, combined with the instrumerdggec
nition using models trained on the separated audio.

The evaluation showed that using the models trained

on each of the streams of separated audio probietsr
results than using the original models, and béttan the
original algorithm without any sound segregatiorheT
combination of the “m” and “0” labels already impes
the results obtained in “Expl:n”, obtaining a miétd =
0.411. The best micro F1-measure (0.446) is obdaine
with the bdmo combination. If the “n” labels aredébn-
ally combined, the micro F1 increases to 0.480.

If we analyze the recognition results per instrumen
the best are obtained with the voice, achievin@® Sre-
cision, 0.574 recall and a 0.701 F1l-measure. @arin
seems to be the most challenging instrument toebeg-
nized, with a F1-measure = 0.113. A further obs@ma
is that there is a relation between the streamthedn-
struments which are better recognized. For instatiee
recognition in the bass stream is better for ims&muts
with low frequency content, such as the cello, Wwhis
not so well recognized in the rest of the streams.

3.5 Experiment 5: Optimizing the performance of
FASST + modelstrained with separated audio

In this experiment, we aimed at improving the rissab-
tained in Experiment 4— FASST dbmo separation +
models trained with separated audio. Different nsdee
used for the recognition of each of the four awstieams,
and thus it is possible to optimize the paramedémsach
of them. Additionally, we also investigate the regqment
of a certain degree N of overlap in the combinatbia-
bels. The evaluation showed that if the value afNh-
creased, the precision increased as well, at therese of
a lower recall. With N = 0 (no overlap requiredje tob-
tained micro F1 is equal to 0.446. If N = 1, whish
equivalent to outputting only the labels which Haekn
predicted by at least two of the classifiers, wéambthe
best precision found in all experiments (0.733) the

recall is considerably reduced (0.354), and the F1-

measure is thus smaller. Therefore, the overalfoper

mance is considered to be worse when N increases.
As in all previous experiments, the minimum degvée

overlap between labels was set to N=0 in Experindent

which provided the best results in terms of the F1-

measure. The output labels were thus the uniorl ¢di-a

bels predicted by each of the models. On the dihed,
the use of a different configuration for the tramiof each
of the four models led to some improvements inrte
sults, achieving a micro F1= 0.497. In order tottfar
improve the results we tried combining the labedaweéd
from both, source separation and panning-basedgagr
tion streams. The combination Exp5:dbmonslir aclideve
the best F1-measure from all experiments, equal303.

The most relevant results of all experiments ae pr
sented in Table 1.

Mac | Mac | Mic | Mic | Mac | Mic

Prec| Rec | Prec| Rec| F1 | F1
Expl:n 578 | 249 | 70.8 | 25.8| 34.9| 37.4
Exp2:lrns 485 33.8 582 367 39(8 451
Exp3:dbmo 31.00 37 33.p 385 337 3p5
Exp4:dbmo 49.00 30.4 625 34(7 377 446
Exp4:dbmon 475 | 37.3| 59.3] 40. 41.8 48.0
Exp5:dbmon 44.00 4185 549 455 427 4p.7
Exp5:dbmolrns| 41.0 455 | 50.4 | 50.1 | 43.2 | 50.3

Table 1. Instrument recognition measures (in %g Se
text for details regarding the studied experimentath-
ods and their acronyms

In the following section we analyze the obtainesutts,
and compare the evaluated approaches.

4. DISCUSSION

The highest precision is obtained with the instrmime
recognition algorithm [5] by itself (“Exp1:n”), ahe ex-
pense of having a low recall, which provides a medi
F1-measure. In “Exp2:nslr” we considerably imprakie
results with a simple panning-based segregationigac
ing a 19.2% relative increase in the micro-F1 wébpect
to the original algorithm. Experiment 3 makes uf¢he
FASST dbmo separation as a pre-step to the instrume
recognition. In this experiment, the precision droand
the recognition performance is worse. After tragnthe
recognition models with source separated data, bi&iro
considerably better results in “Exp4:dbmo” compated
“Exp3:dbmo” and also “Expl: n” in terms of F1-megsu
With the aggregation of the sets of labels obtaintti
the original algorithm, we obtain a further increas the
performance in “Exp4:dbmon”. The results from
“Exp5:dbmon” show that it is possible to furtherpirave
the instrument recognition by tuning the parametars
each of the dbmo models. Finally “Exp5:dbmonsirt-co
responds to the best results obtained in any ofatlte-
matic instrument recognition experiments, by cornmgn
“dbmo” sets of labels from the tuned models traingith
separated streams, and the “Exp2:nsir” sets ofldatie-
tained with the LRMS separation. The detailed itssfalr
all possible combination of labels and experimeats be
found in [2]. The best micro F1-measure = 0.50anks
to the recall gained by the combination of all lab&@he



micro F1-measure obtained with the original aldonit
without segregation was 0.378, so we were ablanto i
prove 12.2 percent points, which represents a 326386
tive to the initial value. It is interesting to mothat the
micro averages are better than the macro averages
the majority of categories with the most frequerstanc-
es (e.g. voice) are more easily recognized thanetste

5. CONCLUSIONS

We presented novel methods to improve the automatic

recognition of predominant musical instruments, itsy
combination with audio segregation algorithms. Aneo
parison with previous similar approaches is noaight-
forward, since the number of classes and datasetdiia
ferent. However, if we compare the performancehef t
original algorithm with the best of our presentegt a

proaches combining source separation and instrument

recognition, there is around 32% improvement ofrtiie
cro Fl-measure. The way in which the combination is
made is very important to be able to improve thsults
of the algorithms: we found that the application af
source separation pre-step may not provide a bette
recognition of the instruments if the models do con-
sider the limitations and errors of the separatidgo-
rithms. Training the classification models with tiliéer-
ent streams of separated audio has been found & be
effective strategy for acknowledging the typicalse
separation errors. This leads to a better perfocman
which can be further enhanced by tuning the pararset
of each of the different models used in the instmm
recognition. A drawback of the use of the proposeypla-
ration algorithm is its computational complexitys Aa
simple, fast and efficient alternative, we propdse de-
composition of the stereophonic polytimbral audioi
the left, right, mid and side streams, and the doatlon

of the labels identified by the instrument recoignitalgo-
rithms in each of the streams. This increased 2%93he
performance of the predominant instrument recogmiti
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