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Summary

A comparison of 8 regional atmospheric model systems was
carried out for a three-month late summer/early autumn
period in 1995 over the Baltic Sea and its catchment area. All
models were con®gured on a common grid using similar
surface and lateral boundary conditions, and ran in either
data assimilation mode (short term forecasts plus data
assimilation), forecast mode (short term forecasts initialised
daily with analyses) or climate mode (no re-initialisation of
model interior during entire simulation period). Model
results presented in this paper were generally post processed
as daily averaged quantities, separate for land and sea areas
when relevant. Post processed output was compared against
available analyses or observations of cloud cover, precipita-
tion, vertically integrated atmospheric speci®c humidity,
runoff, surface radiation and near surface synoptic observa-
tions.

The de®nition of a common grid and lateral forcing
resulted in a high degree of agreement among the parti-
cipating model results for most cases. Models operated in
climate mode generally displayed slightly larger deviations

from the observations than the data assimilation or forecast
mode integration, but in all cases synoptic events were well
captured. Correspondence to near surface synoptic quantities
was good. Signi®cant disagreement between model results
was shown in particular for cloud cover and the radiative
properties, average precipitation and runoff. Problems with
choosing appropriate initial soil moisture conditions from a
common initial soil moisture ®eld resulted in a wide range of
evaporation and sensible heat ¯ux values during the ®rst few
weeks of the simulations, but better agreement was shown at
later times.

1. Introduction

The major objective of BALTEX (the BALtic Sea
EXperiment) is to explore and quantify the energy
and water cycles of the Baltic region (Bengtsson,
1995). One way to contribute to this objective is
to reduce the uncertainties in our understanding
by means of model exercises, aiming for the
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quanti®cation of the variety of processes which
determine the spatial and temporal variability of
the water and energy cycles. During the last few
years, model simulations of atmospheric phenom-
ena on time scales from days to decades have been
carried out and validated against observations
within the EU-funded projects NEWBALTIC I
and II (Numerical Studies of the Energy and
Water Cycle of the Baltic Region; Bengtsson,
1998 and 2000).

Christensen et al. (1997) describe a model inter-
comparison with 7 limited area (regional) atmo-
spheric models. Such an inter-comparison proved
to be a very suitable exercise to assess the current
state of the art of regional climate modelling (see
also Gates et al., 1999). Their study covered entire
Europe and results re¯ected model behaviour in
a wide range of climatological conditions. They
found considerable differences between land sur-
face hydrological processes related to surface
hydrological parameterisations. In most models
summer precipitation was biased low due to a too
rapid soil dry down, giving rise to a positive
feedback of reduced evaporation and reduced
precipitation over continental areas.

In this paper we describe a similar inter-com-
parison experiment focused on a smaller climato-
logical range and hydrologically well de®ned
area: the Baltic Sea catchment area. The inter-
comparison exercise, carried out in the context of
NEWBALTIC, was designed to span a three
month period from August±October 1995 and to
cover the 1:8� 106 km2 catchment area of the
Baltic Sea. The aim of this comparison effort is to
reveal differences in current state-of-the-art atmo-
spheric models used for general Numerical
Weather Prediction (NWP) and global or regional
climate simulations. Where possible, observations
are used as validation material. However, observa-
tional data do not cover all components of the
hydrological and energetic cycles. For some
relevant quantities the model inter-comparison
will disclose uncertainties in the model generated
values. This provides an estimate of the accuracy
of these components in state-of-the-art atmo-
spheric models. A total of 12 groups participated
in this effort by either submitting one or more of
the 8 participating model con®gurations or in the
context of validation.

Initially, the comparison was organised by
grouping results from the different models taken

as they were used within the participating groups.
The results of this effort appeared to be rather
incomparable due to large differences in resolu-
tions and boundary conditions. Therefore a unique
effort has been made here: with two exceptions,
all participating groups agreed on a common
vertical and horizontal grid spacing, and identical
atmospheric initial and boundary conditions.
Furthermore, a validation strategy was designed
and has been applied in the project. This includes
agreement about variables to be validated, the
observations and statistical methods used for the
validation, and the layout of ®gures, tables etc.

Results of the comparison are grouped in quan-
tities that could be validated by means of some
sort of independent observations (vertically inte-
grated speci®c humidity, near surface quantities,
surface radiation, cloud cover, precipitation), and
quantities where only a comparison of model
output could be produced (surface turbulent
¯uxes, runoff). In the following section we will
describe the set-up of the inter-comparison and the
participating models in more detail. Section 3
presents the results for all quantities

2. Experiment design and model description

The simulations have been performed on an
area covering well the Baltic Sea catchment. The
simulation domain covered an area of approxi-
mately 7� 106 km2 except the model systems
operated in so-called assimilation mode (DMI-
CSE and DWD-BM; see below), all models used a
horizontal resolution of 1/6� on a rotated latitude-
longitude grid (Fig. 1) and a identical vertical
layer structure of 24 layers up to 10 hPa. Model
simulations were initialised on 1st of August 1995
and covered the three-months PIDCAP period
(Pilot study of Intense Data Collection and
Analyses of Precipitation) up to 31st of October
1995. During this period data coverage over the
Baltic Sea catchment was enhanced. The period
encompasses late summer with weather regimes
dominated by convective systems, and some strong
synoptic depressions passing the Baltex area
roughly between 20 August and 10 September
1995.

Lateral boundary conditions were interpolated
from HIRLAM reanalyses at 0.4� resolution (Sass
and Yang, 1997). All models were initialised
similarly at 1 August 1995, 00:00 UTC. Integra-
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tion lasted until 1 November 1995. The models
were operated either in forecast mode (consecu-
tive 30 hour forecasts including 6 hours spin-up
time), in assimilation mode (intermittent data
assimilation with 6 hourly forecasts and analyses)
or in climate mode (initialised once and con-
tinuously forced at the lateral boundaries). Initial
soil prognostic variables were derived from the
DMI analyses with model speci®c scaling proce-
dures to transform the HIRLAM variables into the
model-speci®c quantities. Output from these runs
was processed as synchronised daily averages
between 6 am and 6 am the next day (see Table 1).

Table 1 lists the participating models and the
mode they were operated in. In Table 2, a sum-
mary of the main components of the participating
models is given. More details on the model
con®guration can be found in the NEWBALTIC I
®nal report (Bengtsson, 1998).

The common HIRLAM analyses (DMI-CSE)
were prepared by the Danish Meteorological Insti-
tute (DMI). The analyses with the limited area
model HIRLAM (KaÈllen, 1996) were computed in
delayed-mode at 6-hours intervals using ECMWF
analyses as lateral forcing. Such a delayed-mode
data assimilation, which is essentially a re-
analysis at regional scale, uses a more complete
observational data set with longer cut-off time
than normal operational use. As surface forcing,
operational ECMWF-analyses of sea surface

Fig. 1. Outline of the simulation domain. Shown is the area
covered by the atmospheric models, and in grey shades the
height of the surface geopotential. Also shown are the
locations where Synop (solid symbols) and GPS observa-
tions (open symbols) were used to validate model results

Table 1. List of participating models, their acronyms and operation mode

Acronym Institute Model Mode Time Hor. Vert. Lateral boundary
aggregation resol. resol. condition

(levels)

Forecast and analysis mode integrations
DMI-CSE DMI HIRLAM assimilation 6±12 hr 0.4� 24 ECMWF analysis
DWD-BM DWD BM assimilation 0±6 hr 1/6� 30 DWD EM analysis
REMO-GKSS GKSS REMO� forecast 6±30 hr 1/6� 24 DMI CSE reanalysis

GKSS cloud

Climate mode integrations
RACMO KNMI HIRLAM� climate Daily 1/6� 24 DMI CSE reanalysis

ECHAM4 6am±6am
phys.

REMO-DWD MPI REMO�DWD climate Daily 1/6� 24 DMI CSE reanalysis
phys. 6am±6am

REMO-EC4 MPI REMO� climate Daily 1/6� 24 DMI CSE reanalysis
ECHAM4 6am±6am
phys.

SMHI SMHI HIRLAM climate Daily 1/6� 24 DMI CSE reanalysis
6am±6am

UKMO UKMO Uni®ed Model climate Daily 1/6� 24 DMI CSE reanalysis
6am±6am
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temperature (SST) and sea ice cover data were
combined with weekly manual analyses of SST
and sea ice cover over the Norwegian Sea and
North Sea (prepared by the Norwegian Meteor-
ological Institute), and with SMHI-analyses over
the Baltic Sea which are produced about once
every 4 days. These SST and sea ice cover ®elds
are used in all the model runs presented in this
paper, with the exception of the runs made with
the Baltic Model operated by the German Weather
Service (DWD-BM, see below).

As analysis scheme, the Optimum Interpolation
technique is used, which features a multivariate
three dimensional interpolation of observed devia-

tions from ®rst guess ®elds. Only conventional
observation data are used in the analysis. The
6-hourly data assimilation cycling for the PIDCAP
period is performed on a 146� 146 horizontal
grid with 0.4� spacing, and 24 vertical levels. At
each cycle, a 12 hour forecast is made, but only
results after 6 hour integration are used, to account
for typical spin-up time that modelled moisture
quantities need. In constructing daily precipitation
time series, accumulated precipitation from
�6±12 hour from each cycle is extracted.

Also the Baltic Model (DWD-BM), run at the
German Weather Service (DWD), was run in
assimilation mode. The DWD-BM is a version

Table 2. Summary of physical parameterisations and key references of participating models

Acronym Description Key References

DMI-CSE HIRLAM delayed-mode reanalyses; Sundqvist et al. (1989) cloud KaÈllen (1996),
scheme with Kuo-convection; Non-local ®rst order turbulence by Sass and Yang
Holtslag and Boville (1993); Radiation by Savijarvi (1990) and Sass et al. (1997)
(1994); Early ECMWF land surface scheme with climatological
deepest layer (Sommeria, 1985);

DWD-BM Baltex version of Europe Model. OI analysis following Loennberg and Majewski (1991)
Shaw (1987); Vertical turbulence of Louis (1979) and Mellor and
Yamada (1974); hourly radiation of Ritter and Geleyn (1992). Cloud
microphysics; mass ¯ux scheme of Tiedtke (1989); 3-layer soil model
of Jacobsen and Heise (1982) with climatological deepest layer

REMO-GKSS REMO model, a modi®ed version of Europe Model (DWD). DWD Majewski (1991)
physics (see DWD-BM); cloud scheme after Doms (priv. comm.)

RACMO HIRLAM dynamics with ECHAM4 physics; surface scheme of Viterbo Christensen et al.
and Beljaars (1995); vertical diffusion using TKE-budget (Brinkop and (1996)
Roeckner (1996), with exchange coef®cients from Mahrt (1987) for
stable strati®cation; shortwave and longwave radiation by Morcrette
(1989); Convection using mass ¯ux (Tiedtke, 1989), with deep
convection adjustments due to Nordeng (1994); Condensation following
Sundqvist (1978); gravity wave drag from Palmer et al. (1986)

REMO-DWD REMO model, a modi®ed version of Europe Model (DWD), with DWD Majewski (1991),
physics (see DWD-BM) Jacob and Podzun

(1997)
REMO-EC4 REMO with ECHAM4 physics: land surface from DuÈmenil and Todini Majewski (1991)

(1992); vertical diffusion using TKE-budget (Brinkop and Roeckner Roeckner et al.
(1996); shortwave and longwave radiation by Morcrette (1989); (1996)
Convection using mass ¯ux (Tiedtke, 1989), with deep convection
adjustments due to Nordeng (1994); Condensation following Sundqvist
(1978); gravity wave drag from Palmer et al. (1986) Jacob (2001)

SMHI HIRLAM as DMI-CSE, but with local ®rst-order turbulence according KaÈllen (1996)
to Louis (1979).

UKMO Uni®ed Model; surface subgrid hydrology (Dolman and Gregory, 1992) Cullen (1993)
and MOSES land surface parameterisation (Cox et al., 1999); drag
from unresolved orography by Milton and Wilson (1996); ®rst-order
turbulent mixing (Smith, 1990); Mass-¯ux convection scheme by
Gregory and Rowntree (1991); large scale cloud and precipitation by
Smith (1990); radiation following Slingo and Wilderspin (1986) and
Slingo (1989)
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of the hydrostatic limited area Europa-Modell
(EM) operational at DWD until December 1999
(Majewski, 1991). For the purpose of creating an
improved analysis for the inter-comparison per-
iod, an updated model orography based on a 1 km
data set (GTOPO30) has been used and the
vertical resolution was increased to 30 levels to
achieve a better representation of the boundary
layer (10 layers below 1500 m). Lateral bound-
aries are provided at hourly intervals from the
operational Europe Model (EM). The analysis is a
three-dimensional multivariate optimal interpola-
tion (Loennberg and Shaw, 1987) carried out in an
intermittent 6-hour cycling. Conventional obser-
vations (from the synoptic surface network, radio-
sondes and aeroplanes) as well as satellite data
(satellite derived wind vectors and geopotential
thickness, when available) are used. Snow depth is
analysed every cycle. The sea-surface temperature
is updated once daily. The SST analysis from the
National Centre for Environmental Prediction
(NECP, former NMC, USA) serves as a back-
ground ®eld in an additional successive correc-
tions analysis using data of the 1 degrees SST
analyses of the SMHI as additional observations
in the Baltic Sea. The values used in the inter-
comparison are taken from the forecasts of the
assimilation cycle started from each analysis after
a nonlinear normal mode initialisation. Daily
values are thus composed of four 6 hour forecasts
and certain variables (like precipitation) may there-
fore contain spin-up effects.

The REMO-GKSS simulations were carried out
by the GKSS Research Centre using a combina-
tion of the REMO limited area model (Jacob and
Podzun, 1997) and the DWD physical parameter-
isation schemes (Majewski, 1991). The cloud
scheme in the DWD package was replaced by a
cloud parameterisation where cloud liquid water
and ice are both prognostic variables (G. Doms,
DWD, private communication). For the model
inter-comparison consecutive 30 h forecasts were
performed with hourly output of the main
variables. Simulations were restarted daily from
analyses.

RACMO (Christensen et al., 1996) is set up as a
combination of the HIRLAM dynamical structure
and global climate model ECHAM4 physical
parameterisation schemes (Roeckner et al., 1996).
In the version operated by the Royal Netherlands
Meteorological Service (KNMI) only the land

surface scheme is different from the default
ECHAM4 package: the ECMWF scheme by
Viterbo and Beljaars (1995) is implemented. This
is a 4-layer prognostic soil scheme, with a free
drainage and zero heat ¯ux bottom boundary con-
dition. Initial soil water content is derived from
the DMI-CSE analyses by keeping the relative soil
saturation similar. Owing to differences in the
formulation of the dependence of runoff and
evaporation on soil moisture content, this does not
necessarily produce similar evaporation rates as
in the DMI-CSE model. A more common soil
initialisation procedure would be to apply a soil
moisture scaling preserving the relative soil mois-
ture difference to the model- and season speci®c
climatology (Robock et al., 1998), but this proce-
dure was not applied here. Exchange coef®cients
for vertical turbulence under stable conditions is
parameterised following Mahrt (1987), which
generally enhances vertical exchange in the lowest
levels compared to the original formulation by
Holtslag and De Bruin (1988).

The model denoted by the acronym REMO-
DWD run by the Max-Planck Institute in Ham-
burg, is the REMO limited area model (Jacob
and Podzun, 1997), combined with the physical
package of the DWD operational forecast model.
This model version is identical to REMO-GKSS
apart from parts of the cloud parameterisation
scheme as described above.

REMO-EC4 denotes the same dynamical host
model REMO, but with the ECHAM4 physical
package (Jacob, 2001). As to the physical param-
eterisations it is very much comparable to
RACMO, apart from the use of the default
ECHAM4 land surface scheme by DuÈmenil and
Todini (1992). Also, vertical turbulence is not
modi®ed from the ECHAM4 scheme described by
Roeckner et al. (1996).

The model labelled SMHI operated by the
Swedish Meteorological and Hydrological Insti-
tute (SMHI) is similar to the HIRLAM model
(KaÈllen, 1996) used to create the DMI-CSE
forcing analyses. The only difference is in the
turbulence parameterisation, which is a local
scheme according to Louis (1979).

The model labelled UKMO denotes a limited
area con®guration of the United Kingdom Met
Of®ce Uni®ed Model (Cullen, 1993). The version
used for this inter-comparison study was that
operational in 1997 except that a newly developed
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parameterisation of land-surface processes (Cox
et al., 1999) was included. The surface hydrology
scheme is described by Dolman and Gregory
(1992); the treatment of stratiform clouds and
boundary layer turbulent mixing by Smith (1990);
the convection scheme by Gregory and Rowntree
(1991) and the orographic surface roughness by
Milton and Wilson (1996). (Note that the gravity
wave drag scheme was not switched on, as is
operational practice for high resolution con®gura-
tions of the Uni®ed Model.)

The main ingredients of the physical param-
eterisation used in the different models can be
found in Table 2.

3. Results of the model integration

The model results are compared with respect to
a number of quantities: precipitation, vertically
integrated speci®c humidity, total cloud cover,
surface radiation, surface sensible heat ¯ux,
evaporation, total runoff, and near surface weather
parameters. In some cases model output and vali-
dation material are presented for selected observa-
tion locations. In other cases, area integrated
quantities are presented.

3.1 Precipitation

More than 4000 daily rain gauge observations
from 14 countries have been collected by the
BALTEX Meteorological Data Centre (BMDC;
Lehmann et al., 1999). This data have been
analysed using the Precipitation Correction and
Analysis (PCA) model developed by the Working
Group Biometeorology at the University of
Veterinary Medicine Vienna. The PCA model
consists of a dynamic correction module for the
reduction of systematic measurement errors (Rubel
and Hantel, 1999) and a geostatistical module to
estimate spatial averaged precipitation values
representative for the grid used in this model
inter-comparison study. The daily precipitation
®elds for PIDCAP have been published in the
PIDCAP Ground Truth Precipitation Atlas (Rubel,
1998). The precipitation analysis was carried out
for all grid points within the Baltic Sea catchment
area. Average precipitation values were calculated
for the land and sea grid points separately.

Time series of model output, averaged over the
Baltic Sea region and over the BALTEX land area

separately, were compared to the analysed gauge
data. Figure 2 presents the temporal evolution of
the daily precipitation for the PIDCAP period,
averaged over the entire BALTEX area excluding
the Baltic sea. The time series plotted are from
models as well as from the rain gauge analysis. In
Table 3 the statistics of simulated time series of
daily precipitation in comparison to the corre-
sponding rain-gauge data analyses are presented.
The time series in Fig. 2 reveal several PIDCAP
episodes with intensive rainfalls over the BAL-
TEX area, and representation of these events by
models as well as the rain-gauge data analysis
seem to agree generally well. The averaged model
bias relative to the rain-gauge data, as shown in
Table 3, indicates that simulated precipitation
matches closely with the averaged measurement
value. Overall the two independent short range
forecasts extracted from the reanalysis cycles in
DMI-CSE and DWD-BM, seem to agree best with
the rain-gauge analysis in spite of being at quite

Fig. 2. Total precipitation (mm/day) over land surfaces (top
panel) and sea surfaces (bottom panel) within the Baltic Sea
drainage basin during PIDCAP
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different horizontal and vertical resolutions. The
time series from climate mode runs also show
generally good correspondence with the observa-
tion analysis. In particular, the time series from
climate mode runs with HIRLAM at SMHI and
the REMO-DWD are close to the analysis data. In
fact, the statistical properties in terms of bias,
RMS and correlation relative to rain gauge data
from several climate mode runs are quite similar
to those from short range forecasts with frequent
restart. Besides this, higher total precipitation
amounts are seen for simulations by REMO-
GKSS (23%) and the climate mode runs in
RACMO and REMO-EC4 (�24% and �22%).
The correspondence between the latter two was
likely due to the equivalent parameterisation
schemes used by these models.

Statistics for the precipitation time series in in-
dividual PIDCAP months have also been exam-
ined. These statistics (not shown here) indicate
that despite different integration modes and
con®guration, the simulated time series by various
models for August and October months agree well
among each other, and they all have a good
correspondence to the analysed time series, with
correlation levels ranging between 0.90 and 0.98.
Worse agreement is seen for September. For that
month, the climate mode runs tend to show re-
latively low correlation levels compared to analysis
and runs with assimilation modes. In particular,
RACMO and REMO-EC4 show excessive amounts
of precipitation, which are signi®cantly larger than
the rain-gauge data and the other models. The
results from runs with assimilation and forecast
modes still agree relatively well with the analysis
based on rain-gauge data. A likely cause of the

large differences in precipitation simulation from
models and measurement data could be that the
precipitation pattern for September month re¯ects
more dominance of convective events, thereby
governed more signi®cantly by local and regional
scale effects. The difference among model systems,
especially those in physical parameterisations,
may thus cause signi®cantly different results in
simulation of rainfall events. As for all the nu-
merical models, an extended time integration
suffers from risk of inaccurate representation
of current synoptic situations within a model
domain. In that respect, a short range forecast at
assimilation or forecast modes, with a frequent
restart from analyses, has clearly an advantage
over an extended range climate run, which is only
restricted by periodic analyses at the lateral
boundaries.

In Fig. 2 (lower panel) and Table 4, compar-
isons for precipitation time series averaged over
the Baltic Sea are presented. The ®gure again
indicates many episodes of intensive precipitation
during PIDCAP over the Baltic Sea. Similar to
that for land surface, the overall correlation be-
tween analysis and model data from assimilation
and forecast runs is relatively high, although the
models give a higher precipitation estimate. One
should, however, take into account that the precip-
itation analysis relies on a rather limited amount
of observations over sea and is itself less reliable.
But it can be noted that climate mode runs tend to
feature lower agreement with the analysis than the
assimilation or forecast runs. Table 4 shows that
the scatter between modelled precipitation time
series and analysis is considerably larger than over
land, measured in RMS values. An examination of

Table 3. Statistics of comparison of modelled and analysed daily precipitation (mm/day) over the Baltic sea catchment land
area, averaged over the entire PIDCAP simulation period

Bias RMS Correlation
(model vs analysis) (model vs analysis) (model vs analysis)

mm % mm %

DMI-CSE 0.14 7 0.58 30 0.94
DWD-BM 0.23 11 0.59 29 0.95
REMO-GKSS 0.46 23 0.82 41 0.93
RACMO 0.48 24 1.05 52 0.88
REMO-DWD ÿ0.05 ÿ3 0.66 33 0.92
REMO-EC4 0.45 22 1.01 50 0.86
SMHI 0.16 8 0.69 34 0.91
UKMO ÿ0.07 ÿ3 0.75 37 0.89
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the cross-correlation between modelled time series
over sea also indicates a rather low agreement
level among the climate mode runs, indicating
stronger model dependence over the sea area,
where the physical parameterisations of individual
models play a dominant role.

3.2 Vertically integrated speci®c humidity

For the validation of model results with integrated
speci®c humidity (IWV) the observed IWV
derived from 8 GPS-stations has been used. The
GPS data have been processed as part of the
Swedish and Finnish network at the Onsala Space
Observatory, Sweden (Emardson et al., 1998), and
are available with a time resolution of 10 minutes,
thus providing quasi-continuous data coverage.
For compatibility with the 6-hourly model output
interval, the GPS data are averaged to the same
time interval. Model output is calculated for the
nearest grid point, regardless whether that point is
treated as land or as sea for that location by the
models. Additionally, at 3 of the 8 GPS-stations
IWV-values are available derived from nearby
radiosondes (at a distance of less than 40 km).

Generally there is a good agreement between
observations and GPS data (Fig. 3). The high
variability of the observed IWV is simulated very
well by all models. The strong variations in IWV
are mostly linked to the variability of the large
scale ¯ow, and are well captured by all models.

For the models which are integrated in forecast
and assimilation modes the correlation often
exceeds 0.90. For all models integrated in climate
mode the correlation are slightly lower. This is
mainly caused by one particular weather situation
occurring in the southern part of Scandinavia

during 8±20 September, in which the models in
climate mode do not reproduce the development
of a cyclone as well as the models integrated in
forecast mode. Small differences in the modelled
large scale ¯ow lead to strong deviations of

Table 4. As for Table 3 for the sea area

Bias RMS Correlation
(model vs analysis) (model vs analysis) (model vs analysis)

mm % mm %

DMI-CSE 0.49 29 0.95 56 0.92
DWD-BM 0.56 33 1.20 71 0.95
REMO-GKSS 0.35 21 0.98 58 0.92
RACMO 0.61 36 1.48 87 0.89
REMO-DWD 0.11 6 1.37 81 0.80
REMO-EC4 0.13 8 1.32 78 0.79
SMHI 0.25 15 1.10 65 0.87
UKMO 0.08 5 1.26 74 0.81

Fig. 3. Time series of the mean 6 h vertically integrated
speci®c humidity (kg/m2) at the station Haessleholm
(Sweden) from GPS observations and models in assimila-
tion and forecast mode (upper panel) and observations and
models in climate model (lower panel)
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the IWV compared to GPS data (Lenderink and
Van Meijgaard, 2001). Yang et al. (1999) ®nd
satisfactory correspondence between the model
(HIRLAM) simulated IWV and GPS observations
during PIDCAP. This indicates an encouraging
prospect for the future use of GPS observations in
the atmospheric data assimilation of NWP.

The bias of the simulated data compared to
GPS varies betweenÿ0.8 and 4.6 kg/m2 (Table 5).
It should be noted, though, that the current GPS
data set is underestimating the amount of atmo-
spheric speci®c humidity by approx. 1 kg/m2

compared to water vapour radiometer data for
the PIDCAP period and earlier (Emardson et al.,
1998). Taking this into account, most models are
within �1 kg/m2. Higher positive biases occur for
RACMO, but also for the models which are based
on DWD-physical parameterisations, in particular
DWD-BM. This is probably due to the fact that
DWD-BM is the only model using EM analyses
as lateral forcing, which have the same positive
water vapour bias (not shown). The reason for this
positive bias is not fully understood, but it may
well be related to the way surface cloud cover

Table 5. 3-month average vertically integrated speci®c humidity (IWV; kg/m2) for 8 locations within the simulation domain, as
measured using GPS (bold faced) and simulated by the models shown. Displayed bias and correlation coef®cients are with
reference to the GPS data. RACMO correlation coef®cients were not computed. Also shown are estimates from radiosonde
pro®les at three locations. For this comparison, GPS-data were averaged slightly differently to match the temporal resolution of
the radiosonde data

Model/Observation mean bias correlation mean bias correlation mean bias correlation

Haessleholm Leksand Metsaehovi

GPS 18.7 ± ± 14.6 ± ± 15.7 ± ±
DWD-BM 20.5 1.8 0.95 18.9 4.4 0.91 19.5 3.8 0.91
DMI-CSE 19.2 0.5 0.93 15.3 0.7 0.94 17.7 2.0 0.90
REMO-GKSS 19.2 0.5 0.93 16.0 1.4 0.94 17.7 2.0 0.88
UKMO 17.9 ÿ0.8 0.85 16.3 1.7 0.92 17.0 1.4 0.82
RACMO 19.4 0.7 16.4 1.8 18.0 2.3
SMHI 20.0 1.3 0.89 16.7 2.1 0.92 18.3 2.6 0.85
REMO-DWD 19.7 1.0 0.90 16.5 1.9 0.92 17.8 2.1 0.82
REMO-EC4 17.9 ÿ0.8 0.84 15.2 0.7 0.83 16.8 1.1 0.81

Oestersund Visby

GPS 13.6 ± ± 17.2 ± ±
DWD-BM 16.6 3.0 0.95 20.9 3.7 0.93
DMI-CSE 13.6 0.0 0.94 18.4 1.2 0.90
REMO-GKSS 14.8 1.1 0.94 18.5 1.4 0.90
UKMO 14.2 0.6 0.91 18.1 1.0 0.79
RACMO 14.3 0.7 18.6 1.4
SMHI 15.7 2.1 0.92 19.7 2.5 0.80
REMO-DWD 15.6 2.0 0.91 19.0 1.8 0.82
REMO-EC4 14.3 0.6 0.91 17.4 0.3 0.70

Onsala Sodankylae Sundsvall

GPS 16.9 ± ± 12.8 ± ± 15.9 ± ±
DWD-BM 21.5 4.6 0.96 14.5 1.7 0.93 18.9 2.9 0.94
DMI-CSE 19.4 2.5 0.95 13.7 0.9 0.93 15.5 ÿ0.5 0.95
REMO-GKSS 19.6 2.7 0.92 14.0 1.2 0.92 16.3 0.3 0.92
UKMO 19.1 2.2 0.84 13.1 0.3 0.90 16.2 0.3 0.91
RACMO 19.3 2.4 14.6 1.8 16.7 0.8
SMHI 20.5 3.6 0.85 15.0 2.2 0.89 17.6 1.7 0.93
REMO-DWD 20.1 3.2 0.85 15.0 2.2 0.88 17.1 1.1 0.94
REMO-EC4 18.4 1.5 0.82 13.9 1.1 0.87 16.0 0.0 0.88

GPS (Radiosonde) 16.7 13.9 15.1
Radiosonde (302) 18.5 1.8 0.93 14.4 0.5 0.91 16.5 1.4 0.94
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observations are used in the analysis, in order to
enhance low-level cloudiness.

In Table 5, a comparison between GPS and
radiosondes is also shown. GPS data shown here
are averaged corresponding to the temporal reso-
lution of the radiosonde data, which differs from
the 6-hour model output interval. All models
which are based on DWD-physical parameterisa-
tion schemes (DWD-BM, REMO-DWD, REMO-
GKSS in this order) overestimate the IWV, which
can be seen clearly in Table 5 and Fig. 3.

3.3 Total cloud cover

The total cloud cover from the models is com-
pared to a cloud analysis based on satellite
imagery and conventional observations. This
analysis merges the visible and infrared data from
the 12 UTC METEOSAT image with direct obser-
vations from radiosondes (humidity) and the
surface synoptic network (cloud cover and cloud
height; Rosenow et al., 1992). It should be kept in
mind, however, that the cloud analysis itself may
also not represent the true cloudiness. All obser-
vations, be it by satellite from space or observa-
tions from the ground have their de®ciencies in
different situations. The analysis, combining VIS
and IR information with direct observations from
the surface network, partly alleviates this problem
by exploiting the strengths of the different
systems. But still, the analysed cloud cover values
should not be regarded as absolute truth but as an
estimate.

The total cloud cover output from the models is
generally produced as instantaneous cloud cover
at 12 UTC. An exception to this is the output from
REMO-EC4, which consists of hourly averages
from 11 to 12 UTC. Cloud cover output was not
available for the UKMO and DMI-CSE models.
The aim of the comparison is to verify the overall
cloud amount produced by the different models
and parameterisation schemes. Therefore, statis-
tics of the mean total cloud cover for the land and
sea areas of the Baltic sea catchment area are
compiled.

Figure 4 displays time series of the 12 UTC
mean cloud cover over land for analysed cloud
cover (labelled as `̀ analysis'') and for the different
models. The observed cloud cover varies mostly
between about 45±80% in August 1995 and
50±90% in September and October 1995. Large

variations caused by synoptic systems are visible,
strong events occurring especially in the late
summer and early autumn where occasional peaks
may be as low as 25% or as high as 93% for the
whole land area. All models show the variations
linked to synoptic events. They are reproduced
most closely by DWD-BM and REMO-GKSS
(being short term forecasts), but also the models
running in climate mode reproduce clearly the
major and even many smaller events. This
indicates that the boundaries, where analysed
®elds are speci®ed, exercise a strong control over
the complete model domain. The overall value of
cloudiness, however, shows marked differences
between the models. The results from the DWD-
BM as well as from REMO-GKSS and also, to
a somewhat lesser extent, REMO-DWD are in
very good agreement with the observations, while

Fig. 4. Timeseries of cloud cover at 12 UTC each day
during PIDCAP. On each panel, the black line `̀ analysis''
represents the analysed cloud cover. On the upper panel the
modelled cloud cover from REMO-GKSS, DWD-BM and
REMO-DWD, on the lower panel from REMO-EC4,
RACMO and SMHI are displayed additionally
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REMO-EC4, RACMO and SMHI have signif-
icantly lower mean total cloud cover. This is
especially the case during August and September,
slightly less in October 1995.

The mean total cloud cover values for the three
months are summarised in Table 6 and Table 7 for
land and sea, respectively. Figure 5 shows the
frequency distribution of occurrence of different
total cloud cover levels (averages for the whole
domain, i.e. land and sea). The analysed values for
land vary between 63% on average in August and
74% in September.

DWD-BM and REMO-GKSS have very similar
average cloud cover, although the latter produces
slightly higher values due to many more situations
with very high cloud cover (see Fig. 5). Both
models have identical dynamics and similar
physics, apart from REMO-GKSS using separate
prognostic equations for temperature, water vapour,
cloud water and ice, whereas DWD-BM uses only
two prognostic equations for total heat and total
water (assuming equilibrium at saturation). An
independent evaluation (Zhang et al., 2000)
revealed an overestimation of high clouds in the
REMO-GKSS scheme. This is supported by the

current comparison, where the cloud analysis
suggests a slightly lower level of cloudiness
during September and October than produced by
REMO-GKSS (about 2±5%).

REMO-DWD, using the same physical package
as DWD-BM but different dynamics, shows
roughly 10% less cloudiness than DWD-BM on
average and lies about 6±8% below the cloud
analysis. The models REMO-EC4 and RACMO
use essentially the same physics. The difference
in mean cloud cover, about 5±10% higher values
in RACMO, may be caused either by different
dynamics or slight changes of parameters in the
cloud scheme. A sensitivity study was carried out
with REMO-EC4 addressing the value of the
relative humidity threshold which de®nes the
onset of condensation. Air which is unsaturated
on average within a 1=6� � 1=6� grid box can
lead to partial condensation due to subgrid vari-
ability. Using a pro®le for this threshold (80% in
the upper third of the model domain) rather than
requiring saturation at all heights showed an in-
crease of 10% in total cloud cover in REMO-EC4
(results not shown). Note that the underestimated
cloud cover in RACMO and REMO-EC4 provides
a compensation of the surface radiation under-
estimation (next section). SMHI yields the lowest
cloud cover and has virtually no situations with
cloud cover exceeding 68% on average, contrary
to most other models and the analysis.

The mean total cloud cover simulated by the
different models varies by as much as 20±35%
(different ranges are found depending on month
and land or sea area). Overall, the models tend
to produce lower cloud cover than is analysed.
The deviations model minus analysis range from
ÿ20% to �5% for the monthly averages. It is
interesting to note that two model pairs using
essentially the same physics with different dyna-
mical formulations produce about 10% differences
in average total cloud cover (REMO-EC4 versus
RACMO; REMO-DWD versus DWD-BM).

3.4 Surface radiation

Modelled daily mean values of downwelling short
and long-wave radiation at the surface were
compared to measurements from the four stations
Schleswig (Germany), Lund, BorlaÈnge, and LuleaÊ
(Sweden), obtained from the BALTEX meteor-
ological data centre (Bengtsson, 1995). Figure 6

Table 6. Monthly mean values of total cloud cover at 12:00
UTC of the Baltic region over land. Results from UKMO and
DMI-CSE were not available

Model August September October

REMO-GKSS 0.61 0.76 0.77
DWD-BM 0.61 0.77 0.75
REMO-DWD 0.52 0.66 0.64
REMO-EC4 0.32 0.49 0.57
RACMO 0.44 0.58 0.61
SMHI 0.41 0.53 0.51

Analysis 0.63 0.74 0.72

Table 7. As Table 6 but for the sea area

Model August September October

REMO-GKSS 0.51 0.74 0.73
DWD-BM 0.48 0.71 0.70
REMO-DWD 0.36 0.63 0.61
REMO-EC4 0.23 0.48 0.50
RACMO 0.38 0.58 0.59
SMHI 0.21 0.39 0.38

Analysis 0.50 0.69 0.68
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shows typical time series from the station Lund in
southern Sweden.

Short-wave ¯uxes were available from the
models DWD-BM, REMO-GKSS, REMO-EC4,
REMO-DWD, SMHI and RACMO. All these
models reproduce the observed seasonal trend,
and a fair proportion of the synoptic variability,
although episodic discrepancies on the order of
100 W/m2 are not uncommon (Fig. 6, upper
panel). Such discrepancies are much too large to

be explained by differences in the parameterised
clear sky ¯uxes. They must rather re¯ect differ-
ences in the cloud radiative forcing, arising from
discrepancies in the predicted cloud ®elds them-
selves as well as in the radiative effects of the
clouds.

Table 8 describes statistics of the short-wave
¯ux at all the stations. Systematic errors range in
absolute values from less than 5 W/m2 for REMO-
GKSS to about 25 W/m2 for RACMO. For a given

Fig. 5. Histograms of the number
of days on which a certain
average cloud cover occurred
(binned in 2.5% steps) for the
cloud analysis (top) and the
different models (panels below)
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model the bias tends to retain its sign from one
station to the next. The variability is generally
well described by the models. Correlation coef®-
cients in the range of 0.82±0.97 indicate that the
models explain roughly 70±95% of the observed
variance. However, the models DWD-BM, REMO-
GKSS, and REMO-DWD underestimate slightly
the amplitude of the variability. The random errors
must be dominated by the predicted cloud
systems. Consistently with this statement, the
models running shorter forecasts (DWD-BM and
REMO-GKSS) have the smallest random errors as
well as the highest correlation with observations.
Overall, RACMO seems to provide the least reli-
able simulation of the short wave ¯ux.

Figure 7 shows histograms of observed and
modelled daily mean short-wave ¯uxes for the
ensemble of all stations. The measurements
display an almost linear decrease of frequency
with increasing intensity. The negatively biased

models, DWD-BM, REMO-DWD and RACMO,
all capture the monotony of the distribution, but
overestimate the slope in a pattern that could result
from overestimated cloud forcing. It is worth
noting that the pronounced pattern of RACMO
arises in spite of an under-predicted daily mean
cloud cover. Van Meijgaard et al. (2001) examined
the shortwave cloud radiative properties of
RACMO using observations collected in The
Netherlands, and conclude that the ECHAM4
physical package as implemented in RACMO is
too opaque for high cloud cover. Interestingly, the
same physical package in REMO-EC4 shows a
better correspondence to observed surface radia-
tion, but a lower cloud cover (Fig. 4) compensates
the excessive absorption and/or re¯ection of short-
wave radiation in this model.

The positively biased models, REMO-EC4 and
SMHI, both under-predict the frequency of low-
¯ux cases as might be expected from the under-
predicted mean cloudiness in these models.
However, REMO-EC4 captures the linear shape
of the observed distribution, while SMHI displays
a maximum frequency between 60 and 120 W/m2.

Long-wave ¯uxes were available only for the
models REMO-EC4, REMO-DWD, SMHI and
RACMO. These models show a fair agreement
with the measurements, although episodic dis-
crepancies exceeding 20 W/m2 are frequently seen
(Fig. 6, lower panel).

Results for the long-wave ¯ux are summarised
in Table 9. The three models REMO-GKSS,
REMO-EC4 and SMHI are all negatively biased.
By contrast, RACMO has a small positive bias
everywhere except at LuleaÊ where the bias is large.
The ratio of the random error to the variability is
larger than for the short-wave ¯ux, and the corre-
lation coef®cients are lower, corresponding to
about 60±85% explained variance. However, this
may be not so much the effect of a worse descrip-
tion of the day to day variability as of the lack of a
seasonal trend in the long-wave ¯ux.

All of the models for which the downwelling
long-wave radiation is available reproduce the
shape of the observed frequency distribution
(Fig. 8). For the three models that under-predict
the ¯ux, REMO-EC4, REMO-GKSS and SMHI,
the whole distribution is shifted towards the lower
¯uxes in a similar manner, hinting at an under-
predicted long-wave cloud forcing in these models.
For RACMO, the distribution is shifted towards

Fig. 6. Downwelling short-wave (upper panel) and long-
wave (lower panel) surface radiation ¯uxes (W/m) at Lund
in southern Sweden
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higher ¯uxes despite the under-predicted mean
cloud amount noted earlier.

3.5 Surface sensible heat ¯ux

Reliable estimates of the surface sensible heat ¯ux
over land can only be collected for small areas
using tower measurements. Sensible heat ¯ux over
the Baltic Sea was measured at a small number of
ships, but these were also not considered to be
representative. Therefore, estimates on the spatial
scale of the model domain were not available.
Consequently, the results shown here re¯ect the
variability between the participating models rather
than a deviation from observations.

Figure 9 shows a comparison of daily averaged
sensible heat ¯ux over all land grid points in the
Baltic sea catchment area. Large differences can
be seen, in particular during August 1995. For
land areas two major causes may be responsible

for this variability: differences in modelled net
radiation, or different partitioning of net radiation
over sensible and latent heat ¯ux at the land
surface. From the time series of the Bowen ratio
(de®ned as the ratio between daily averaged
sensible and latent heat ¯ux) shown in Fig. 10, a
similar variability between models is displayed.
This is clearly related to the land surface treatment
by the models. A considerable contribution to the
wide range of results shortly after initialisation is
caused by differences in soil water initialisation.
DMI-CSE soil moisture ®elds had to be converted
into model speci®c soil properties, and this con-
version is not always straightforward (Shao et al.,
1994). Small differences in absolute soil moisture
amount may lead to signi®cant differences in
transpiration stress in the evaporation submodel of
the land surface parameterisation.

UKMO appears to simulate fairly high Bowen
ratio values, whereas RACMO and REMO-DWD

Table 8. Mean, standard deviation (sd), and systematic error, error standard deviation (esd), and correlation coef®cient (r)
relative to the observed value for the daily mean downwelling short-wave ¯ux (W/m2) for the three-monthly period at the four
stations. Bold face numbers indicate a bias signi®cant at the 99.5% con®dence level

Station source mean sd bias esd r

Schleswig obs 132 80

DWD-BM 122 71 ÿ10.3 21 0.97

REMO-GKSS 136 71 3.9 25 0.95

REMO-EC4 142 82 10.1 35 0.90

REMO-DWD 124 71 ÿ7.7 33 0.91

RACMO 114 88 ÿ19.6 45 0.86

SMHI 149 79 17.1 34 0.91

Lund obs 127 85

DWD-BM 116 74 ÿ10.9 23 0.97

REMO-GKSS 130 76 2.8 26 0.95

REMO-EC4 139 83 11.6 46 0.85

REMO-DWD 116 74 ÿ11.0 34 0.92

RACMO 104 86 ÿ25.7 45 0.86

SMHI 137 79 10.0 39 0.89

BorlaÈnge obs 108 81

DWD-BM 95 66 ÿ13.1 32 0.93

REMO-GKSS 113 72 4.6 33 0.91

REMO-EC4 126 82 17.6 42 0.87

REMO-DWD 102 69 ÿ5.9 30 0.93

RACMO 86 71 ÿ23.3 46 0.82

SMHI 130 79 21.7 31 0.92

LuleaÊ obs 108 71

DWD-BM 101 67 ÿ6.5 19 0.96

REMO-GKSS 104 68 ÿ3.2 27 0.93

REMO-EC4 114 77 6.6 31 0.91

REMO-DWD 89 66 ÿ18.4 38 0.85

RACMO 78 67 ÿ31.2 37 0.85

SMHI 113 73 4.9 27 0.93
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are apparent outliers with low values. The remain-
ing models simulate Bowen ratio's relatively close
to each other for the ®rst two months of simu-
lation. RACMO is the only model in which
downward sensible heat ¯uxes during stable strati-

®cation are enhanced by adopting the formulation
of Mahrt (1987). This enhancement was intro-
duced in RACMO during sensitivity experiments
aiming at reducing the strong cold bias in the
ECMWF land surface model (Viterbo et al.,

Fig. 7. Histograms of observed
and modelled daily mean down-
welling short-wave ¯uxes (W/
m2) at the surface during August,
September and October 1995, for
ensembles of the stations Schles-
wig, Lund, BorlaÈnge and LuleaÊ.
The observed distribution is
shown by shaded rectangles and
the model results by black col-
umns

Table 9. As for Table 8, but for the downwelling longwave radiation ¯ux

Station source mean sd bias esd r

Schleswig obs 338 28

REMO-GKSS 327 32 ÿ10.7 13 0.91

REMO-EC4 334 26 ÿ3.2 17 0.80

RACMO 342 23 4.2 18 0.77

SMHI 323 24 ÿ13.7 15 0.83

Lund obs 337 29

REMO-GKSS 324 36 ÿ13.0 14 0.93

REMO-EC4 330 31 ÿ7.7 19 0.79

RACMO 341 24 3.4 16 0.83

SMHI 322 25 ÿ14.9 14 0.88

BorlaÈnge obs 319 37

REMO-GKSS 307 41 ÿ11.8 16 0.92

REMO-EC4 305 35 ÿ14.0 20 0.84

RACMO 322 30 2.5 21 0.81

SMHI 301 30 ÿ17.4 15 0.91

LuleaÊ obs 293 34

REMO-GKSS 289 38 ÿ4.9 14 0.93

REMO-EC4 291 36 ÿ2.0 16 0.90

RACMO 313 30 18.1 17 0.85

SMHI 290 34 ÿ3.9 15 0.91
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1999). The effect of this modi®cation is clearly
present in the comparison of RACMO to the other
models, in particular later in the simulation period
where stable conditions increasingly occur.

Differences over sea are much less pronounced
(Fig. 9, lower panel), albeit that again RACMO
seems an outlier giving lower ¯uxes on average.
Apart from DWD-BM, all models use a common
lower temperature boundary condition, and differ-
ences may result from either difference in the
surface roughness parameterisation or in the simu-
lation of the inner domain ¯ow. Time-averaged
surface heat ¯uxes remain directed upward, indi-
cating that the sea is still a net source of sensible
heat in this part of the season.

3.6 Evaporation

The inter-comparison of evaporation is performed
separately for land grid boxes and for water grid
boxes. As for the sensible heat ¯uxes, observa-
tions were not available as validation material.
Because of the sparse data evaporation is one of
the most uncertain parameters in the water cycle.

For parts of the Baltic Sea surface evaporation
data have been derived from COADS data set
(Isemer, 1998, private communications).

Time series of daily mean surface evaporation
rates over land are shown in Fig. 11. All models
show a decrease of evapotranspiration from
summer to autumn of roughly 0.5 mm/month. Most
model results are quite close to each other, being
less than 10 mm/month for August and Septem-
ber, and less than 5 mm/month in October (Table
10). Exceptions are the DMI-CSE assimilation
runs at the lower end of the range, and REMO-
DWD being particularly wet. As concluded ear-
lier, this was related to the scaling of initial soil
water content to appropriate initial conditions for
the REMO-DWD model.

The land surface parameterisation in DMI-CSE
and SMHI make use of a monthly prescribed soil
moisture content in a deep layer, acting as a
relaxation of the surface evaporation to a seasonal
climatology. This relaxation is shown clearly in
the temporal structure of the deviation of the
simulated evaporation by DMI-CSE and SMHI
in Fig. 11, suggesting a step-wise evaporation re-

Fig. 8. As Fig. 7, for the downwelling long-wave ¯ux
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Fig. 9. Timeseries of simulated daily averaged sensible heat
¯ux (W/m2) over the Baltic land area (upper panel) and sea
area (lower panel) during the PIDCAP period

Fig. 10. Time series of Bowen
ratio over the Baltic land area

Fig. 11. Daily means of evaporation (mm/day) from the
land surface (upper panel) and sea and lakes (lower panel)
inside the Baltic Sea catchment area
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duction at monthly intervals. This behaviour was
also demonstrated by Viterbo and Hollingsworth
(1996).

All models show a modest delayed reaction
to heavy precipitation events (e.g., precipitation
on 15±16 August increasing evaporation on 17
August). For most days the spread of the
evapotranspiration values between the models is
less than 1 mm/day.

Over water there are no such systematic differ-
ences between the models as over land (see
Fig. 11, lower panel). All models show almost the
same temporal behaviour. Again the values are
closest for October. The decrease in evaporation
from August to October is not so obvious as for
the land points, as to be expected. There is also a
larger day by day variability in the model pre-
dictions. The evaporation over water changes
sometimes more than 6 mm within a few days.
This is twice as much as the overall maximum
value in evapotranspiration over land. For two of
these maxima some models produce signi®cantly
higher values than the rest of the models. At the
end of August, the REMO-DWD and REMO-
GKSS evaporate about 3 mm/day more than the
other models. In the mid of September REMO-
EC4 results are about 2.5 mm/day higher than
those from the other models.

The spread in the results of the majority of the
models ranges from approximately 1 mm/day for
the periods with relatively low evaporation to
about 2 mm/day for periods with higher evapora-
tion. This spread is thus about twice as much as for
the majority of models over the land area (Fig. 11).
The total evaporation for the three months in
the PIDCAP period are shown in Table 11. The
monthly decrease in evaporation for the most

models is about 20 mm. A stronger decrease is
found in the evaporation derived from ship obser-
vations of meteorological standard parameters
for the Baltic Proper and the western Baltic Sea
(Isemer 1998, personal communication). The
observations can only give a rough assessment
because they are not valid for the whole Baltic Sea
and there are no observations from lakes included.
The maximum spread in monthly values among
the models is about 30 mm in August and
September, and 15 mm in October.

The differences in the surface evaporation have
a clear impact on the hydrological cycle of the
Baltic Sea catchment area, even in a model con-
®guration where lateral boundaries are standar-
dised (Table 12). The total amount of water
advected to or from the entire Baltic Sea catch-
ment (including the land, sea and lake area) was
calculated as precipitation minus evaporation

Table 10. Monthly sums of evaporation from the land
surface inside the Baltic Sea catchment area (mm/month)

August September October
1995 1995 1995

DMI-CSE 38.5 20.6 12.1
DWD-BM 51.0 36.0 20.3
REMO-GKSS 55.6 41.7 20.8
REMO-DWD 75.9 43.0 21.7
REMO-EC4 53.1 37.0 18.8
SMHI 46.3 31.6 20.6
RACMO 60.0 34.4 25.9
UKMO 49.5 34.5 22.0

Table 11. Monthly sums of evaporation from the Baltic Sea
and lakes inside the Baltic Sea catchment area (mm/month).
Also shown are COADS observations. Data of Bothnian Bay,
Bothnian Sea, and Gulf of Finland are not included in the
observations

August September October
1995 1995 1995

DMI-CSE 73.6 61.6 45.4
DWD-BM 99.6 78.4 55.2
REMO-GKSS 104.0 81.4 59.5
REMO-DWD 96.3 74.1 53.2
REMO-EC4 91.3 92.3 53.4
SMHI 87.5 63.6 46.3
RACMO 93.8 74.4 59.0
UKMO 77.5 69.3 49.3

COADS 92.9 51.3 38.3

Table 12. Precipitation minus evaporation (mm/day) aver-
aged for the land and water area in the Baltic Sea catchment
domain, separately for 2 periods

Model 1±23 August 24 August±31 October

DMI-CSE ÿ0.25 1.61
DWD-BM ÿ0.69 1.29
REMO-GKSS ÿ0.84 1.39
REMO-DWD ÿ1.62 0.83
REMO-EC4 ÿ0.92 1.46
SMHI ÿ0.87 1.41
RACMO ÿ1.08 1.65
UKMO ÿ1.10 1.12
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(Pÿ E) for two separate episodes in the simula-
tion period: the summer weather period preceding
the ®rst storm (1±23 August) and the remaining
part of the simulation period. All models show a
net atmospheric export of water from the catch-
ment (Pÿ E< 0) for the early summer period and
a net import in the second part. However, the high
land evaporation shown in REMO-DWD and the
low evaporation rates in DMI-CSE are not totally
compensated by modi®ed precipitation but affect
the net Pÿ E, as shown in Table 12.

3.7 Runoff

Average total daily `̀ runoff generation'' to the
Baltic Sea Drainage Basin from different models
during the PIDCAP period is plotted in Fig. 12.
Runoff generation is point runoff in each grid box

and corresponds to what is commonly referred to
as `̀ effective precipitation'' by hydrologists. This
is the instantaneous excess water without any
translation or transformation for either ground-
water, lake and channel storage, or transport time.
It should not be confused with the direct runoff
concentrated in rivers. It cannot be directly com-
pared to recorded river discharge observations
without additional calculations to route the runoff
to river mouths.

Corresponding output from the HBV-Baltic
model (Graham, 1999) is also plotted in Fig. 12.
HBV-Baltic is a large-scale hydrological model of
the water balance for the total Baltic Sea drainage
basin. The precipitation forcing is derived from an
analysis of synoptic station data, slightly different
from the precipitation analysis of Rubel and
Hantel (1999) shown in Sect. 3.1. The model is
calibrated against river ¯ow observations in the
catchment area. Runoff generation from this
model thus represents the signal of river ¯ow in
a variable that can be compared to atmospheric
model runoff generation. HBV-Baltic has been
used in other studies investigating the runoff
generation processes in GCMs (Graham and
Jacob, 2000; Van den Hurk et al., 2000).

Figure 12 shows a wide range of variation
between the models. Of the seven atmospheric
models compared, three indicate markedly little
runoff response. These are the UKMO, REMO-
EC4 and RACMO models. They all show low
values of runoff for most of the period. The
UKMO runoff is almost constant, whereas
RACMO appears to linearly increase over the
period. In both cases the surface runoff compo-
nent, which should respond rapidly to rainfall
events, is very small. This could result from
specifying the soil texture to be too coarse or from
inadequacies in the surface runoff formulation
such as the lack of a representation of soil hetero-
geneity. REMO-EC4 runoff starts the period with
low values and then begins to respond with more
intensity toward the middle of the period. In spite
of the parameterisation of a variable soil satura-
tion in the REMO-EC4 model (DuÈmenil and
Todini, 1992) which generally enhances the
amount of quick runoff in response to precipita-
tion, it takes nearly one month for the REMO-
EC4 model to ®ll the soil water reservoir enough
to produce runoff rates that are comparable to
HBV-Baltic. The other four models show more

Fig. 12. Upper panel: simulations of total runoff (mm/day)
to the Baltic Sea during the PIDCAP period; Lower panel:
total runoff normalised by corresponding precipitation. For
each curve, the precipitation generated by the correspond-
ing atmospheric model is used. For HBV-Baltic, the
precipitation forcing based on precipitation gauge analysis
is used
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daily variation, indicating a response more in
accordance with the runoff signal indicated by the
HBV-Baltic results.

In order to evaluate the impact of the differ-
ences in modelled precipitation amounts, Fig. 12
also shows the runoff ratio, which is the daily
runoff divided by the daily precipitation. Model
generated precipitation is used for the normal-
isation, whereas for the HBV-Baltic series the
analysed precipitation forcing is used. The results
show that the mutual differences are maintained,
and are thus inherent in the parameterisation or
initialisation of the runoff in the participating
models. Simulations by REMO-GKSS, DWD-
BM, REMO-DWD and SMHI are fairly similar,
but appear to generate more runoff during the late
August and early September storm events than
HBV-Baltic. RACMO, REMO-EC4 and UKMO
show high runoff ratio's early in the simulation
period only at occasions with little precipitation,
but in general produce relatively little runoff.

3.8 Comparison with near surface observations

The models have been veri®ed against synop
observations from 00, 06, 12 and 18 UTC that are
evenly distributed over the catchment area (see
Fig. 1). Observations used are temperature and
relative humidity at 2 m and wind speed at 10 m.
The statistics for all models and stations are
presented in Table 13.

The average diurnal cycle of temperature at 2 m
is relatively well simulated by the models (Fig. 13).
All models, but RACMO, have got a small mean
negative bias, and a RMS error close to 2 �C.
RACMO uses a more ef®cient vertical exchange
under stable conditions, which was implemented
in order to avoid cold wintertime bias as
commonly observed in many NWP models (see
Sect. 2). The models have the similar daily

variation in bias with an underestimation of the
diurnal cycle. The seasonal cycle of the tempera-
ture is well captured by all models, although
REMO-EC4 has far too low temperature at the
end of the period (not shown). Agreement with the
relative humidity observations is also considered
to be good. The RMS is in the range of 10±15%
and the bias is less than 5%. The diurnal variation
of the bias is opposite to the temperature bias.

Table 13. Statistics from model results compared with observations from 8 stations at 00, 06, 12 and 18 UTC

Temperature 2 m (�C) Relative humidity 2 m (%) Wind speed 10 m (m/s)

Model Bias RMS Bias RMS Bias RMS

DWD-BM ÿ0.14 1.9 ÿ0.69 12.33 1.14 2.42
REMO-GKSS ÿ0.53 2.33 ÿ0.93 13.16 1.11 2.41
SMHI ÿ0.17 2.23 3.66 11.74 0.26 2.19
RACMO 0.58 2.57 ÿ3.41 13.66 0.74 2.52
REMO-DWD ÿ0.84 2.43 3.06 14.11 0.90 2.39
REMO-EC4 ÿ0.34 2.80 ÿ0.93 15.22 1.27 2.78

Fig. 13. Diurnal cycle of average bias (top) and rms
(bottom) of 2 m temperature (�C) for the Synop locations
shown in Fig. 1
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All models are overestimating the average wind
speed, with a general diurnal cycle pattern con-
sistent with the reduced amplitude in temperature
(not shown).

As can be seen from Table 13 the difference
between the models is very small. All models are
capable of reproducing the surface variables well
and the difference between the integration with
and without data assimilation are surprisingly
small. The near-surface variables considered are
determined more by the physics in the models
than by the initial state. The fact that the different
physical parameterisations display the same
diurnal error variations points at a common
weakness in the representation of diurnal varia-
tions of the boundary-layer structure.

4. Discussion and conclusions

In a comparison of a group of 8 limited area
atmospheric model integrations of a 3-month
summer period in the Baltic Sea area, a fair
degree of correspondence between the calculated
characteristics of the energy and water cycles in
the area was found. Five models were operated in
climate mode, implying that analysed large scale
atmospheric patterns entered the model domain
only through the lateral boundaries. These models
were generally able to reproduce the large scale
weather phenomena rather well, providing a
valuable environment to evaluate the model
performance under constrained and close to
observed weather conditions.

In qualitative sense, time series of precipitation
produced by either climate mode model simula-
tions and runs performed in assimilation or short-
range forecast modes agreed relatively well.
Correspondence was optimal in August, but signif-
icantly different precipitation time series with
relatively low correlation with rain-gauge data
were produced, in particular during September
1995. Convective precipitation has probably played
a larger role during this month than in August and
October, giving rise to larger RMS-errors due to
the scattered and more localised nature of this
form of precipitation. However, a systematic over-
estimation of precipitation produced by the
ECHAM4 scheme present in REMO-EC4 and
RACMO is apparent from this comparison.

In contrast to earlier ®ndings (such as reported
by Christensen et al., 1997) no systematic low

summer precipitation bias was found in this study.
The main reason is probably the fact that the most
important mechanism leading to a low summer
precipitation bias (positive feedback leading to a
decrease in land surface evaporation, precipitation
and soil moisture content) does not play a major
role in the area under study here. Although the
evaporation-precipitation feedback was not expli-
citly quanti®ed, the main portion of the precipita-
tion in the area probably originates from the
Atlantic Ocean and Baltic Sea, thereby reducing
the impact of the land surface feedback. This was
also suggested by Koster et al. (2000).

In the data set used, the integrated speci®c
humidity derived by GPS is typically under-
estimating the amount of atmospheric water
vapour by approximately 1 kg/m2 (up to 3 kg/m2

in some cases), compared to radiosonde and
microwave radiometer data. During the PIDCAP
period the different GPS networks were being
installed and changes in the electromagnetic
environment at the GPS antennas, e.g., different
types of radomes, in¯uenced the estimates in a
systematic way. Emardson et al. (2000) discuss
the long term stability effects in detail. An
evaluation of the GPS data quality especially for
the PIDCAP period was carried out by Emardson
et al. (1998). Being aware of the importance of a
stable electromagnetic environment at the GPS
antennas it shall in the future be possible to keep
systematic effects below the 1 kg/m2 level.

Generally the high variability of the observed
IWV is in good agreement with the simulation
results of all models. However, certain deviations
mainly caused by speci®c weather situations like
cyclones, simulated differently by climate mode
and assimilation/forecast mode runs show a larger
scatter. RACMO and all models which are based
on DWD-physical parameterisation schemes
(DWD-BM, REMO-DWD, REMO-GKSS in this
order) overestimate the IWV. The reason for this
is not clear until now. The positive bias in DWD-
BM may also be related to the use of EM analyses
rather than DMI-CSE. EM analyses have a
positive bias probably caused by the use of
surface cloud observations.

The investigation documented that the inte-
grated speci®c humidity extracted from GPS-data
is a valuable source of information which
contributes to understanding and describing the
large scale ¯ow in atmospheric models for climate
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and forecast issues. The usefulness for assimila-
tion of GPS data into atmospheric models has
recently been explored by several groups (Hig-
gins, 2000). Ideally, accurate calibrated long term
measurements of water vapour in the free tropo-
sphere are required.

The overall range of modelled average cloud
cover is as large as 20±35% (depending on month
and land or sea area). However, apart from the
group of models with an apparent underestimation
of cloudiness, a good agreement of within 10%
from the cloud analysis is obtained. This range is
well comparable to results from the Atmospheric
Model Inter-comparison Experiment (AMIP;
Gates et al., 1999), where cloud cover also
shows up as a parameter for which models yield
a wide range of results. In AMIP, differences of
20±30% or more in latitudinal averages were
found in many models compared to ISCCP
analysis data. The cloud cover in the physical
parameterisations of ECHAM4 (REMO-EC4 and
RACMO) and SMHI is signi®cantly lower than
observed.

Surprisingly, models using essentially identical
physical parameterisation but with different dyna-
mical formulations (REMO-EC4 and RACMO;
REMO-DWD and DWD-BM) produced different
average cloud amounts of about 10% in this study.
Initialisation of soil moisture and small differ-
ences in scheme dependent coef®cients are
considered responsible for this feature. As a result
of this model inter-comparison the cloud para-
meterisation in REMO-EC4 has been changed
slightly and the new simulations of total cloud
cover are in good agreement with observations.

The local day-to-day variability of both com-
ponents of the downwelling radiation at the
surface is reproduced fairly well. The models
are able to explain 60±90% of the observed vari-
ance. However, systematic errors are present in all
the models participating in the radiation compar-
ison. The data suggest that these errors are related
to de®ciencies in modelling the clouds or their
radiative effects. Short-wave radiation is system-
atically underestimated by the models carrying the
DWD physical package pointing at too strong
cloud forcing on the radiation. The reverse holds
for REMO-EC4 and SMHI, who tend to over-
estimate surface short-wave radiation by a re-
duced cloud impact on the short-wave radiation.
This is consistent with an underestimated cloud

cover in these models, as noted earlier. This cloud
cover underestimation was less pronounced in
RACMO, which as a consequence under-predicts
the downwelling short-wave ¯ux. Whether this is
a result of over-predicted liquid water content or
too active radiative absorption by clouds is not
clear.

The models REMO-EC4, SMHI and REMO-
GKSS, compared to ground observations of long-
wave downwelling radiation, produce too low
radiation amounts. REMO-GKSS and SMHI were
also found to produce too low longwave radiation
values in the study by van Meijgaard et al. (2001),
who compared surface radiation data in The
Netherlands to model output for a short period
during PIDCAP. However, the ¯ux in RACMO
tends to be too large, but the bias varies from
station to station.

Differences in simulated sensible heat ¯ux over
land shortly after the initialisation of the inter-
comparison experiment are considerable. This is
likely to be caused by an incompatibility in the
initial soil water content among the models.
Changes in the heat exchange for stable strati®ca-
tion employed in RACMO have a clear effect on
daily averaged sensible heat ¯ux both over land
and sea. However, as sensible heat ¯ux data are
not present it is dif®cult to decide whether this
modi®cation is to be considered bene®cial or not.
It helped switching the negative near surface tem-
perature bias to a positive value, which suggests
that the enhancement of downward sensible heat
¯ux in RACMO is a bit too large.

Time series of simulated evaporation show
similar patterns during the three months, both over
land and over sea. Outliers are formed by REMO-
DWD (high evaporation in August, too wet initial
soil) and DMI-CSE (lowest evaporation in the
whole period, with unknown cause). SMHI and
DMI-CSE underestimate evaporation over land,
and their simulations bear the signature of a
climatological control. The results shown here are
similar to those found by KaÈllen (1999), who
found an underestimation of the evaporation
during in particular the summer season. Monthly
evaporation over sea is generally about twice as
high as over land, due to the lack of limited water
supply. However, day-to-day variability of eva-
poration over sea is also stronger than over land.
Differences in the surface evaporation rates lead
to differences in the net atmospheric transport of
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water to or from the catchment area, even for
identical lateral boundary conditions.

Runoff generation from the UKMO, REMO-
EC4 and RACMO models is consistently under-
estimated and relatively insensitive to changes in
rainfall when compared to runoff generation from
the calibrated water balance model HBV-Baltic.
The REMO-GKSS, DWD-BM, REMO-DWD and
SMHI models show a sharper temporal variation
in runoff generation, but large differences in the
magnitude of runoff are apparent between the
models. Compared to HBV-Baltic too much pre-
cipitation is removed as runoff.

As far as comparisons to near surface tem-
perature, relative humidity and wind speed are
concerned, all models show a fair correspondence
with the observations. The high horizontal reso-
lution of the models appears adequate for de-
scribing local variations of these parameters. Near
surface temperature remains systematically under-
estimated by all models except RACMO, and the
amplitude of the diurnal cycle is underestimated.
Average correspondence with observed relative
humidity is within 5% and RMS values are not
exceeding 15%, which is considered to be good.
Wind speed is biased high in all models. A re-
markably small difference is shown between
models operated in forecast or assimilation mode
and the models run freely in climate mode. The
boundary conditions provided by the lateral
boundaries and sea surface temperature apparently
cause a ®rm constraint.

The models participating in this inter-compar-
ison are under continuous development. The
results presented here must therefore be regarded
as a snap-shot taken from this suite of models.
However, the model inter-comparison effort was
successful in revealing differences between the
models and observations, and it gives a ®rst
impression on the uncertainties involved in the
modelling of the components of the water and
energy cycles. Furthermore, the inter-comparison
was an effective exercise for indicating areas
of speci®c weaknesses of the different models,
leading to further model developments. For
example, a systematic underestimation of total
cloud cover using REMO-EC4 has been detected.
Changes in the treatment of clouds in REMO-EC4
has cured the problem for future applications.
Problems with the runoff formulation in the
ECMWF land surface scheme in RACMO, as

revealed in this study, were subject to a further
investigation (Van den Hurk et al., 2000). Also the
poor simulation of runoff by the UKMO model
indicates that its representation of surface runoff
generation needs to be improved. Work has been
initiated to incorporate and test surface hydrology
schemes which represent soil heterogeneity such
as those of Moore (1985), and Sivapalan et al.
(1987).
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