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ABSTRACT An early and reliable estimation of crop yield is essential in quantitative and financial evaluation
at the field level for determining strategic plans in agricultural commodities for import-export policies and
doubling farmer’s incomes. Crop yield predictions are carried out to estimate higher crop yield through the
use of machine learning algorithms which are one of the challenging issues in the agricultural sector. Due
to this developing significance of crop yield prediction, this article provides an exhaustive review on the
use of machine learning algorithms to predict crop yield with special emphasis on palm oil yield prediction.
Initially, the current status of palm oil yield around the world is presented, along with a brief discussion on
the overview of widely used features and prediction algorithms. Then, the critical evaluation of the state-of-
the-art machine learning-based crop yield prediction, machine learning application in the palm oil industry
and comparative analysis of related studies are presented. Consequently, a detailed study of the advantages
and difficulties related to machine learning-based crop yield prediction and proper identification of current
and future challenges to the agricultural industry is presented. The potential solutions are additionally
prescribed in order to alleviate existing problems in crop yield prediction. Since one of themajor objectives of
this study is to explore the future perspectives of machine learning-based palm oil yield prediction, the areas
including application of remote sensing, plant’s growth and disease recognition, mapping and tree counting,
optimum features and algorithms have been broadly discussed. Finally, a prospective architecture of machine
learning-based palm oil yield prediction has been proposed based on the critical evaluation of existing related
studies. This technology will fulfill its promise by performing new research challenges in the analysis of crop
yield prediction and the development of an extremely effective model for the prediction of palm oil yields
with the most minimal computational difficulty.

INDEX TERMS Artificial intelligence, crop yield prediction, deep learning, machine learning, palm oil
yield.

NOMENCLATURE

ABW Average Weight of Fruit Bunches
AEZs Agro-Ecological Zones
ANN Artificial Neural Network
AWIFS Advanced Wide Field Sensor
BAN Big Ass Number
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BNFY Bayesian Networks Predicted Fruit Yield
BPNN Back Propagation Neural Network
BSR Basal Stem Rot
BUNCHHA Average Bunch Number Per Hectare
CART Classification and Regression Trees
CC Climate Change
CDL Cropland Data Layer
CMFI Cropping Management Factor Index
CNN Convolutional Neural Network
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CorrCoef Correlation Coefficient
CPO Crude Palm Oil
CROPTD Cross-Regional Oil Palm Tree Detection
CSF Correlation-Based Filter
CWSI Crop Water Stress Index
DBN Deep Belief Network
DES Double Exponential Smoothing
DFNN Deep Fully Connected Neural Networks
DL Deep Learning
DNN Deep Neural Network
DRL Deep Reinforcement Learning
DT Decision Tree
EAHW Extended Additive Holt-Winters
ES Exponential Smoothing
EVI Enhanced Vegetation Index
ExtraTree Extremely Randomized Trees
FFB Fresh Fruit Bunch
FLEX FLuorescence EXplorer

FPAR Fraction of Photosynthetically Active
Radiation

FRBS Fuzzy Rule Based Systems
FTS Fuzzy Time Series
GARCH Generalized Autoregressive Conditional

Heteroskedasticity
GDD Growing Degree Days
GDI Gini Diversity Index
GDP Gross Domestic Product
GEE Google Earth Engine
GESAVI Generalized Soil-Adjusted Vegetation Index
GI Greenness Index
GLAI Green Leaf Area Index
GNDVI Green Normalized Difference Vegetation

Index
GOME − 2 Global Ozone Monitoring Experiment-2
GPP Gross Primary Production

GPR Gaussian Process Regression
GRVI Green-Red Vegetation Index
GVI Green Vegetation Index
GWR Geographically Weighted Regression
HOG Histogram Of Oriented Gradient
IGSO Improved Grid Search Optimization
IPVI Infrared Percentage Vegetation Index
K − NN K-nearest Neighbors
KDE Kernel Density Estimation
KRR Kernel Ridge Regression
LAI Leaf Area Index
LASSO Least Absolute Shrinkage and Selection

Operator Regression
LR Linear Regression
LSM The Least Squares Method
LST Land Surface Temperature
LSTN Long Short-Term Network
MADAN Multi-level Attention Domain Adaptation

Network

MAE Mean Absolute Error
MANNs Modular Artificial Neural Networks
MAPE Mean Absolute Percentage Error
MARS Multivariate Adaptive Regression Splines
MHDA Multi-source Heterogeneous Data Analysis
ML Machine Learning
MLR Multiple Linear Regression
MSAVI Modified Soil Adjust Vegetation Index
MSE Mean Squared Error
NDVI Normalized Difference Vegetation Index
NDVIre Red Edge Normalized Difference Vegetation

Index
NDWI Normalized Difference Water Index
NIR Near-Infrared Reflectance
OCO− 2 Orbiting Carbon Observatory 2
OLS Ordinary Least Squares
OP Oil Palm

OSAVI Optimized Soil-Adjusted Vegetation Index
PCA Partial Correlation Analysis
PLSR Partial Least Square Regression
PSO Particle Swarm Optimization
PVI Perpendicular Vegetation Index
RAE Regularized Autoencoder
RBFNN Radial Basis Function Neural Network
RCANet Residual Channel Attention Network
ReLU Rectified Linear Units
REMAP Remote Ecosystem Monitoring Assessment

Pipeline
RF Random Forest
RFE Recursive Feature Elimination
RIDGE Ridge Regression
RMSE Root Mean Square Error
RNN Recurrent Neural Network
RSPO Roundtable on Sustainable Palm Oil
RVI Ratio Vegetation Index
SAR Synthetic Aperture Radar
SARIMA Seasonal Autoregressive Integrated Moving

Average
SATRAAIS Satisfiability Reverse Analysis with

Artificial Immune System Algorithm
SAVI Soil Adjusted Vegetation Index
SIF Solar-Induced Chlorophyll Fluorescence
SNN Semiparametric Neural Networks
SR Simple Ratio
SVM Support Vector Machine
SVR Support Vector Regression
TLS Terrestrial Laser Scanner
TLS Terrestrial Laser Scanning
TM Thematic Mapper
TROPOMI Tropospheric Monitoring Instrument
TSAVI Transformed Soil-Adjusted Vegetation

Index
UAVs Unmanned Aerial Vehicle
VOD Vegetation Optical Depth
WDRVI Wide Dynamic Range Vegetation Index
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XGBoost Extreme Gradient Boosting
Yap Years After Planting

I. INTRODUCTION

Agriculture is one of the main sectors of social concern
since it provides a significant amount of food. At present,
numerous nations are still hungry due to the shortage or
lack of food with a rising population [1]. The consolidated
impacts of a rising population, natural weather variability, soil
loss and climate-changing demand techniques to ensure crop
growth and production in a timely and reliable manner. It also
requires to contribute to expanding agricultural food produc-
tion sustainability [2]. These requirements indicate that land
assessment, the protection of crops and crop yield prediction
is of greater importance to worldwide food production [3].
Thus, an accurate crop yield prediction is mandatory to rely
on by the nation’s policymaker to obtain convenient export
and import evaluations for enhancing national food security.
However, due to numerous complex factors, the prediction

of crop yield is challenging. Basically, the crop yield is depen-
dent on numerous factors, including landscapes, soil quality,
pest infestations, genotype, quality and accessibility of water,
climatic conditions, harvest planning and so on [4]–[6]. Crop
yield processes and approaches are time-specific and fun-
damentally nonlinear [7]. These strategies are also complex
because of the incorporation of a large range of interrelated
factors which are described and affected by non-arbitration
and external aspects [8], [9]. Previously, farmers depended
on their experiences and authentic historical information for
crop yield prediction and settle on the significant cultivation
decisions according to the prediction. Nevertheless, in recent
years, the advancement of new innovations, including crop
model simulation and machine learning, has appeared to
predict yield more precisely, along with the capacity to
analyze a huge amount of data using high-performance
computing [10]–[13]. Numerous investigations are presently
exhibiting relatively higher potential in the use of machine
learning algorithms than traditional statistics [4], [14], [15].
Machine learning is an area of artificial intelligence where
computers can be taught without certain programming. Such
approaches overcome agricultural structures, which are both
non-linear or linear, by ensuring a notable prediction capac-
ity [16]. The strategies are obtained from the learning method
in the machine learning agricultural system. These methods
involve on carrying out a particular task through the train
with the training information. The model presumes that the
information should be tested after successfully finishing the
training phase [1].
There has been published several informative, original

articles and reviews on the estimation of crop yield as
well as palm oil yield prediction over the last 15 years.
Chong et al. [17] presented a comprehensive review on
remote sensing application for palm oil cultivations, includ-
ing tree counting, change detection, age estimation, pest and
disease identification, AGB and carbon production estimation

as well as yield prediction. They have discovered the poten-
tial research gap and also recommended possible solutions.
However, this review did not emphasize on the palm oil
yield prediction algorithms. Young [18] analyzed the key
methods that are employed recently in generating official
statistics, remote sensing, surveys and their integration with
meteorological, administrative or other data. The opportu-
nities in research to enhance current crop yield prediction
approaches and probable uncertainty related to the prediction
were also emphasized in their study. Although the algorithms
for all types of crop yield prediction in a large geographical
area have been reviewed in this article, it lacks machine
learning approaches that are extensively used to predict crop
yield. Moreover, the readers who are searching for precise
crop yield prediction models for a specific crop may not be
benefitted from this article. An excellent systematic review
has been introduced in [19] where a wide range of features
and prediction algorithms were reviewed. However, the arti-
cle is more about information extraction rather than critical
evaluation, research gap investigation, and recommenda-
tion. A review on the estimation of nitrogen status utilizing
machine learning was conducted by Chlingaryan et al. [10].
Their study concluded that the rapid advances in sensing
and ML technologies could lead to economical solutions
in agriculture. A survey on machine learning frameworks
relevant to the prediction of crop yield was carried out by
Elavarasan et al. [15] that was mainly focused on climate
parameters. It suggests for seeking more criteria for crop
yields in a broad-based manner. Another review was carried
out in [20] in which the authors investigated existing knowl-
edge about the productivity of palm oil from a physiological
plant in order to obtain a clear image of factors that lead
to the gaps in palm oil production. One more review was
conducted by Liakos et al. [21] based on the implementation
of machine learning in agriculture. The publications based
on water management, livestock management, crop manage-
ment and land management were included to perform their
analyses. Li et al. [22] conducted a review study on assessing
fruit maturity to perform the optimum prediction of harvest
time and yield. The objective of the recent related review
articles, together with critical evaluations, have been listed
in Table 1.
The above discussion and Table 1 indicate that, there is still

necessary of a comprehensive review article that addresses
the lack of existing review articles. Hence, the foremost con-
tributions of this paper are summarized as follows:

1) Providing the current status of palm oil production.
2) Describing the fundamentals aspects of crop yield pre-

diction process.
3) Extensive critical review of the machine learning based

crop yield prediction algorithms; critical evaluation of
utilized feature sets; comparative analysis of related
study.

4) Detailed investigation of benefits and challenges asso-
ciated with features and machine learning algorithms
in the prediction of crop yield.
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TABLE 1. Critical evaluation of the recent review article regarding crop yield prediction Algorithms.

5) Expanding the areas of future research on machine
learning based crop yield prediction as driven by proper
identification of current and projected future techno-
logical challenges in the palm oil industry.

This paper differentiates from various recent review works
as it emphasizes on palm oil yield prediction using machine
learning approaches. This is done by gathering the required
information from the latest research works and conceptual-
izing directions for future research work. This paper takes a
step forward by comprehensively gathering a wide range of
machine learning-based crop yield prediction algorithms and
combining them with other experimental articles, i.e., ANN
model [23], RF technique [24], CNN-RNN framework [25],
hybrid MLR-ANN architecture [26], hybrid CNN-LSTM
architecture [27], deep reinforcement learning [1], and so
forth. Moreover, this work is anticipated to capture emerging
and diversifying features and machine learning algorithms
in the agriculture sector to serve as a foundation to advance
the recent adoption of machine learning-based crop yield
prediction algorithm in the palm oil industry.
The rest of this paper is structured as follows. Section II

presents a systematic way to include and exclude articles
for this review. Section III explores the current status of
palm oil yield. Section IV describes the fundamentals aspects
of the crop yield prediction process. Section V provides a
critical evaluation of state-of-the-art crop yield prediction
approaches. Next, Section VI recommends the directions for
research challenges that seeking to improve the performance
of the palm oil and other crop yield prediction model. Finally,
the paper is concluded in Section VII.

II. ARTICLE SELECTION: PRISMA STRATEGY

The searching is done by narrowing down to the basic con-
cepts that are relevant to the scope of this review. Machine

learning has many application fields, which means that there
are a lot of published studies that are probably not in the
scope of this review article. The article selection process
undertaken according to the preferred reporting items for
systematic reviews and meta-analyses (PRISMA) [28] strate-
gies is illustrated in Fig. 1. The most renowned databases,
namely, Scopus, Web of Science, IEEE Explore, Science
Direct, SpringerLink and Taylor & Francis have been used
to find the relevant articles. In order to acquire some spe-
cific information, we have referred to a number of reputed
websites. The scope of this review is selected mainly by
two keywords, namely ‘‘machine learning’’ AND ‘‘crop yield
prediction’’. Hence, in most of the search, we have used
these two keywords together with other keywords including
‘‘palm oil’’, ‘‘yield prediction’’, ‘‘yield forecasting’’, ‘‘yield
estimation’’, ‘‘prediction model’ etc. We have collected var-
ious types of documents, including original articles, review
articles, book chapters, conference papers, lecture notes and
reports, amongst others.

In the first round of review, we read the title, abstract,
conclusion, and keywords. After removing the duplicates,
the remaining articles are categorized accordingly with
respect to their application. Machine learning-based crop
yield prediction articles which were written in English are
regarded as the selection criteria during the first round
of screening. In the second-round screening, the selected
manuscripts are scrutinized. Here, the elaborate methodology
was the final article selection criteria. After maintaining the
above formalities, only ‘‘223’’ articles are selected for this
particular review. The following facts have been thoroughly
extracted from each article: publication year, information
about the dataset, detailed information about features, predic-
tion algorithms and performance of the system. The number
of selected documents is categorized according to the journal
articles (81%), conference papers (14%), book chapters (2%)
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FIGURE 1. Flow diagram of the article selection process.

andwebsite (3%) shown in Fig. 2. The number of publications
of the selected documents by year for this review is depicted
in Fig. 3. It could be viewed that the highest number of pub-
lications, i.e., 156, have been selected over the last five years
(upon the omission of unrelated articles) for this particular
review, suggesting the importance of this field of research.

III. CURRENT STATUS OF PALM OIL PRODUCTION

In the past decade, the oil palm (Elaeis guineensis) plant is
cultivated for its oil-rich fruit that has gained popularity in
South-East Asia, especially in Malaysia, Indonesia and Thai-
land. Among other vegetable oils crops, including rapeseed,
sunflower and soybean [17], palm oil plays a leading role
in the oil-yielding ability. Vegetable oils are usually derived
from plants in different ways with several textures such as
oily, fatty and liquid. When compared to animal fats for

consuming as a food product, vegetable oils are obtained as
the better option for a healthier alternative since they are
composed of more unsaturated fatty acids than animal fats.
Most of the vegetable oils are suitable to be utilized for the
production of fuel and diesel or as cooking oil. Canola oil,
soybean oil, sunflower seed oil and palm oil are considered
as the most commonly utilized cooking oil. In the tropical cli-
mate of Africa, South America and South-East Asia, the flesh
of the palm fruit were primarily found from which palm oil
is produced. Palm oil has grown to be one of the largest
consumed vegetable oils worldwide (see Fig. 4) [29].

Around 90 per cent of palm oil is consumed for food use,
while approximately 10 per cent of palm oil is used in indus-
trial goods, including cosmetic, fuel and diesel [29]. In the
2019/2020 crop year worldwide, the production of vegetable
oil reached up to 200 million metric tons. Palm oil is a big
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FIGURE 2. Number of journal articles, conference papers and book
chapters amongst others.

FIGURE 3. The number of reviewed articles with respect to the
publication year.

commodity in that era by contributing the highest amount of
oil production at 72.27 million metric tons compared to other
numerous vegetable oils in the world (see Fig. 5) [30].

Palm oil is a widespread oil that is used in consumer goods
as well as processed foods. Palm fruits are harvested from the
oil palm tree, and then the oils are extracted from these fruits.
The land for palm oil planting is very productive. With a high
yield for a limited amount of land use, palm oil is a significant
yielding crop over other sorts of oil crop. The amount of
palm oil production has been continuously growing at a rapid
pace for the last few years. Thus, there are huge as well as
active exports marts for palm oil worldwide, whilst Malaysia
and Indonesia are the largest palm oil exporters [30]. Fig. 6
presents the major producers and exporters of Palm oil [31].
From Fig. 6, it is clear that although palm oil production is

high in Indonesia, the highest palm oil exportation occurs in
Malaysia. Thus, Malaysia and Indonesia play the highest role
in palm oil exportation, where Malaysia is a bit higher than
Indonesia.
Palm oil has been produced in Malaysia at first in the

year 1911 that has been predicted to become one of the
leading industries in the future world economy [32]. There
are great economic benefits in continuing the export of palm

oil, including international interest, expertise, contributions
of money and managing knowledge [33]. It is a cheaper
and powerful biofuel that is preferred for the rising global
population [34]. It boosts the Malaysian Gross Domestic
Product (GDP) by providing a lot of job opportunities to
millions of people that are generated by the palm oil industry.
Agriculture plays a key role in Malaysia’s economy in a
way that helps by creating job opportunity for 16 per cent
of the population and 12 per cent to the national GDP [35].
According to national statistics, the Malaysian government
achieved 10.55 million metric tons of palm oil in 1999 by
ranking one of the world’s biggest palm oil producers. These
estimates show that almost 85 per cent or 8.8 million metric
tons of this palm oil was exported to a foreign market [35].

Palm oil is produced mainly in countries like Asia, Africa
and Latin America. The major producers of palm oil are
Indonesia, Malaysia, Thailand, Colombia, and Nigeria [36].
It is unsurprising that the largest exporters of palm oil in the
world are Indonesia and Malaysia that has the certified area
for a wide amount of palm trees plantation. It was reported by
the Roundtable on Sustainable Palm Oil (RSPO) that the area
planted with palm oil in Indonesia had risen to 1.7 million
hectares in 2017 that was up from 1.54 million hectares
in 2016. There has been an increase in the import of palm
oil in recent years. The report issued by the World Bank that
the average price for palm oil rose to the point that it was
649 U.S. dollars per metric ton in 2017. It is predicted that
the price should hit about 744 USD per metric ton by 2025.
As shown in Fig. 7, the worldwide consumption of palm oil
is developing steadily.

Palm oil is the main traded edible oil in the world. For
the year 2011, its export amounted to 39.04 million tonnes,
where there was a 46 per cent share in Malaysia. Malaysian
factories have spent huge amounts of money to refine palm
oil for the benefit of the public and has made it suitable for the
consumption of human. The export of processed palm oil had
been most fruitful during the years of 1974 to 1999 when it
rose from 0.9 to 8.9 million tonnes. Malaysia’s export of palm
oil hit an all-time high, amounting to 17.99 million tonnes
in 2011 after setting a previous high of 16.66 million tonnes
in 2010. This same export pattern was also evident in the same
period, with the shipment volume reaching 1.17 million tons
in 2011 [31].

IV. FUNDAMENTALS ASPECTS OF CROP YIELD

PREDICTION PROCESS

The machine learning-based crop yield prediction method
consists of some phases, namely data collection, data pre-
processing, data partition and data analysis. Fig. 8 illustrates
the architecture of the machine learning-based crop yield
prediction method. In data analysis section, machine learning
based regression or classification algorithm is employed.

A. POPULAR FEATURES USED IN CROP YIELD

PREDICTION

There are various factors that influence crop yield and the
uncertainties connected with cultivation. The feature lists are
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FIGURE 4. Vegetable oils consumption from 2013/14 to 2019/2020 by oil categories (in a million metric tons) globally [29].

FIGURE 5. Major vegetable oils production from 2012/13 to 2019/2020 by categories (in a million metric tons) globally [30].

the most vital components to predict crop yield. Accord-
ing to the recent literature, the most significant factors that
contribute to crop yield are the leave and fruit information,
irrigation information, soil properties, climatic information,
cropland information, vegetation index and satellite data,
crop management data, historical yield data, groundwater
characteristics, fertilization information, socio-economic fac-
tors, phenology data and others. Table 2 lists the most popular
features utilized in the prediction of crop yield with data
description. There are a wide variety of nutrient supplements
used in crop yield, which play a crucial role in improv-
ing agricultural production. The most common utilized fer-
tilizer or nutrient supplements are phosphorus, nitrogen,

calcium, potassium, sulfur, magnesium, manganese, iron and
so on [10]. These factors are equivalently important to the
crops though they can differ by quantity to use. The lack of
any of these essential nutrients would considerably degrade
the output yield. Hence, soil properties greatly affect the
spatial variability of the crop yield when the weather and
the crop management are in the same condition. A study
in [38] concluded that soil quality is important in predict-
ing the productivity of crops, which would lead to provide
complementary information and improve the accuracy of
yield prediction. Remote sensing will help to cover a vast
scale with non-invasive and efficient techniques to detect
the spatial variability in plant status with high temporal
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TABLE 2. List of Popular features with utilized data.

FIGURE 6. Major palm oil producers and exporters.

resolution [39]. There is a large implementation of remote
sensing approaches based on infrared thermometry and spec-
tral vegetation indices for crop yield prediction because of
their non-destructive and not labour-or time-intensive char-
acteristics. The feature group ‘‘Leave and Fruit Information’’
consists of the following variables: healthy and unhealthy
image, leaf development, leaf area index, leaves and fruit
mortality, number of leaves, number of fruits, number of

FIGURE 7. Palm oil consumption worldwide from 2015/2016 to
2019/2020 (in 1,000 metric tons) [37].

stems [40]. Irrigation information refers to the number of
open wells, irrigation ratio, net irrigated area, number of
tanks, irrigation details, canals length, tube wells number
and gross irrigated area [41]. Previous studies have con-
firmed that historical crop yield data significantly affects
the crop yield prediction algorithms [13], [25]. The features
that fall under the groundwater characteristics group include
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FIGURE 8. The general architecture of machine learning-based crop yield prediction.

transmissivity, water conductivity, aquifer type, rock layer
permeability, as well as the number of micronutrients and
hydrochemical analysis [42]. Other measurements that also
significantly contribute to crop yield prediction are the crop-
land information [42], crop management data [25], phenol-
ogy data [43].

B. PREDICTION ALGORITHMS

A wide range of regression and classification-based pre-
diction algorithms have been utilized to forecast crop
yield. In crop yield prediction, linear regression (LR) and
multiple linear regression (MLR), multivariate adaptive
regression splines (MARS), k-nearest neighbors (K-NN),
support vector machine (SVM) and support vector regression
(SVR), decision tree (DT), random forest (RF), extremely
randomized trees (extra tree) (ERT), artificial neural network
(ANN), deep neural network (DNN), convolution neural net-
work (CNN) and long short-termmemory (LSTM) have been
employed.

1) MACHINE LEARNING ALGORITHMS

The LRmodel represents a relationship between independent
and one or more dependent variables [54]. In a machine learn-
ing framework, learning can be done by using data and mini-
mizing the loss or error (RMSE or MSE) that are experienced
by using regression algorithms. The MLR analysis has been
used in several applications [43] in which multi-independent
variables was proved to be the most efficient and reliable
compared to one independent variable [69]. The least-squares
method (LSM) is widely used for regression estimation in
MLR models. A MARS model can be evaluated by the
well-known generalized cross-validation (GCV) index [42]
which incorporates MLRmethods to account for nonlinearity
and correlations of different variables. The learning data is
split into sets of adaptive splines with unique slopes [70]. The
K-NN is used for classification and regression that provides
more weightage to close neighbors in making the prediction
so that they relate more to the average than distant ones [54].
Various distance formulas such as Euclidean, Manhattan, and
Minkowski can be applied to compute the distance between
two neighbors. SVM is a binary classifier class, which gen-
erates a linear separating hyperplane for the classification
of data instances [21]. SVM is a little bit different from

SVR where SVR method can be used to solve regression
problems [71]. DT is a model of supervised machine learning
model which can be applied to both regression and classifi-
cation [72]. It consists of three nodes, namely root node (no
incoming edge), decision node (both incoming and outgoing
edges) and leaf node (no outgoing edges). In a decision
tree, each attribute is divided by each outgoing node into
two or more branches according to the splitting criteria.
The most successful methods of DT induction is Classifi-
cation and Regression Trees (CART) that was developed
by Breiman et al. [73] which is supposed to nonparametric
and generates binary trees from such data by employing
the discrete and continuous features [74]. In CART, infor-
mation gain, Gini Diversity Index (GDI) and gain ratio are
used to split the attributes. RF is a powerful tool for the
prediction of yield, which has been applied to agricultural
research [24], [42], [46], [53], [56]. It generates a wide range
of regression trees that are produced by a large set of decision
trees for computing regression [75]. The RF is superior to
any other decision tree since it performs more precisely, and
the bias is compensated for by the single decision tree due to
the randomness [50]. Extremely randomized trees (extra tree)
(ERT) is an ensemble model as same as RF, but it utilizes
unpruned decision trees. It splits the nodes by randomly cho-
sen cut-points and incorporates the complete learning sample
(without bootstrap copying) to grow the trees [76]. The num-
ber of trees and the number of variables utilized to divide the
nodes are set to be the same as those of RF [42]. An ANN
is the most commonly utilized machine learning technique
to predict crop yield [21] by which the complex nonlinear
relationship between input and output can be modeled [77].
It comprises of three layers, including the input layer, hidden
layer and output layer. There are numerous factors that have
an impact on the performance of ANN, including the number
of nodes in the hidden layer, the learning rate, and the training
tolerance [42]. The learning rate determines the amount by
which the weights change during a series of iterations to bring
the predicted valuewithin an acceptable range of the observed
value.

2) DEEP LEARNING ALGORITHMS

The classic ANN consists of a local minima problem in which
an optimization process often stops at a local rather than the
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globally optimized state. Moreover, generic machine learning
models sometimes have complexity with overfitting problem.
The local minima and overfitting problems can be resolved by
DNNs through an intensive optimization process in a deep
network structure. In addition, in order to enhance the per-
formance, backward and forward optimization is conducted
in the back-propagation algorithm. The problem of vanish-
ing gradients of loss functions, which may occur during the
back-propagation process, can be managed by employing
efficient activation functions, including sigmoid and rectified
linear units (ReLU) [42]. A CNN consists of a series of basic
units (convolutional, pooling, and activation layers) stacked
between the input and output layers [78]. Several local filters
are applied to perform convolution operation on the input
data in a convolution layer, whereas a pooling layer can
obtain the low-dimensional data from the input data through
different operations (max-pooling and average-pooling). The
nonlinear fitting capability of CNN can be enhanced by the
nonlinear operations in the activation layer [78]. CNN gener-
ally updates weight through BP in the same way as BPNN.
An LSTM network is effectively employed for classifying
as well as predicting the sequence and time-series data [79]
which consists of forgetting, input, and output gates that are
employed to control the filtering of the previous status. This
structure aims to acquire previous statuses that are influential
to the present instead of the most recent ones. The detailed
algorithm and network structure of the LSTM models can be
referred to by Rashid et al. [79].

3) MISCELLANEOUS ALGORITHMS

Besides these, many classification and regression algorithms
have successfully been utilized in crop yield prediction
and these algorithms include [13], [46], [51], [56], [57],
XGBoost [46], MARS [42], elastic net [54], Gradient boost-
ing [52], [53], TOMGRO and Vanthoor [40], ridge regression
(RIDGE) [46], [50], [56], [62], SNN [49], [51], DRL [1] and
miscellaneous [13], [39], [49], [50], [52], [59]. Some hybrid
approaches including CNN-RNN [25], CNN-LSTM [27],
MLR-ANN [26] have also been employed in crop yield
prediction. The key characteristics, benefits and drawbacks
of widely utilized crop yield prediction algorithms [42] are
briefly tabulated in Table 3.

C. PERFORMANCE EVALUATION METRICS

The performance of a model can be defined by evaluation
metrics. Evaluation measure plays a significant role because
of their capability in differentiating among the outcomes of
different learningmodels [53]. There are various performance
metrics applied to evaluate the performance of the regression
model including mean absolute error (MAE), mean squared
error (MSE), root mean square error (RMSE), determination
coefficient (R-squared) and mean absolute percentage error
(MAPE). MAE is defined as an arithmetical mean of the
absolute variation between the forecasted observation and
the actual observation which is used to calculate the average
importance of the errors with a given array of predictions [83].

MSE reflects the closeness of the regressor line to dataset
points which is used to determine the performance of the
estimator [84]. RMSE reflects how well the information is
concentrated on the best fit line and utilized for the estimation
of the residuals or forecasted error’s standard deviation [85].
The determination coefficient is used for measuring the accu-
racy of the fit of the regression framework that reflects how
the developed framework is superior to the baseline frame-
work [86]. MAPE is used to calculate the average of the
percentage errors that determines how far the prediction of
the model deviates from its corresponding outcomes [53].
Themachine learning based classification algorithms for crop
yield prediction are evaluated by accuracy [87], [88], preci-
sion [89], recall [89], sensitivity [90], specificity [90], and
F1 Score [91]. However, classification accuracy is the most
widely used and effective metric for classification problems.

D. WIRELESS SENSOR NETWORKS IN PRECISION

AGRICULTURE

Wireless sensor networks (WSNs) can be utilized to supply
farmers with a lot of useful information for their crop pro-
duction and quality decisions that has an enormous potential
in agriculture. Thus, a number of WSNs have been found
to different uses in agriculture, such as in climate and nutri-
ent data monitoring, crop health forecasting as well as crop
production monitoring [92]. Irrigation planning can be pre-
dicted using WSNs have a broad impact on the prediction
of irrigation planning by considering different factors includ-
ing weather conditions (such as temperature and humidity)
and soil moisture. In prediction algorithms, a combination
of AI and WSN can be used in agriculture fields for real
time monitoring and intelligent farming decisions making.
An Internet of Things (IoT) sensor network which consists
of a soil moisture sensor, an electrochemical sensor, and
an optical sensor measures the field data continuously that
can be used as training data in ML and DL algorithms.
The authors in [93] employed a sensor network using AI to
evaluate land condition after every cultivation as a suitable,
more suitable, moderately suitable and unsuitable land. Three
experiments in palm trees were carried out by [94], to investi-
gate a signal propagation model that is based on the received
signal strength indicator (RSSI) data measurements from the
ZigBee wireless protocol. To monitor and control essential
parameters that affect crop growth such as soil and weather
conditions in Florida, USA, a microcontroller-based WSN
was employed which includes the use of the ZigBee module
and one Arduino in [95]. In [96], the BT module was used
in integrated control method for controlling the irrigation
system in greenhouses based on soil andweather information.
The number of leaves, height, dry weight, and fresh weight
of red and romaine lettuce was increased in greenhouses by
using their technology. In [97], the agricultural data, such
as soil moisture, soil temperature, sunlight intensity, weather
temperature and CO2 humidity and were stored at first in a
gateway and then transmitted to the server computer over a
WiFi network. An automatic crop irrigation approach was
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TABLE 3. Summary of benefits, Drawbacks, and key characteristic of widely used prediction algorithms.

implemented using the GPRS module and WSN by Gutiér-
rez et al. [98]. In their study, the data was captured by
temperature and soil moisture sensors which were installed
at the root zone of plants. This system was considered as a
cost-effective and practical solution for the improvement of
water quality in PA. The numerous sensors, microcontrollers,
and the LoRa wireless protocol were used to monitor the
soil moisture and temperature, air temperature and humid-
ity, and light intensity inside greenhouses [99]. Because of
its low power consumption and applicable communication
range [100], the performances comparison of different wire-
less protocols showed that the ZigBee and LoRa wireless
protocols are both good for agricultural use than other related
existing systems.

E. USES OF IOT IN PRECISION AGRICULTURE

As the IoT is rapidly spreading, many industries such as smart
agriculture, which were based on statistical methodologies
for marketing, were revolutionized with the advancement of
quantitative methodologies. The revolutionary changes are
mitigating the existing agriculture systems and creating new
opportunities along a range of challenges [101]. The advance
innovative IoT and sensor reduce the traditional method’s
complexity and have become a potential solution of different
agricultural issues, like soil sampling and mapping, fertil-
ization, irrigation, disease monitoring, and forecasting, yield
measurement, and forecasting. The authors in [102], carried
out an approach using the MODIS sensor for the mapping
of different soil functional properties to monitor the land
degradation risk for sub-Saharan Africa. This continent-wide
predictionmodel was created using soil maps and field survey

data for all the major climate zones on the continent. It is pre-
dicted that the use of IoT-based techniques such as crop water
stress index (CWSI)- based irrigation management will yield
an enormous increase in crop efficiency [103]. In [104], with
the help of IoT-based fertilizing techniques, the NDVI from
aerial/satellite images were employed for the monitoring of
crop nutrient status. A modern strawberry disease prediction
technique was implemented in [105], to develop real-time
monitoring, modeling and disease forecasting facilities. The
authors in [106], proposed a yield monitoring technique that
can be installed on any harvester and linked with the mobile
app FarmRTX. This app has enormous potentials including
the ability to display live harvest data, upload data to the man-
ufacturer’s web-based platform, generate high-quality yield
maps and share these maps with an agronomist. In [107],
authors implemented an approach to predict how well the
crop is progressingwith the help of IoTwhere the fruit growth
was considered as the most basic and relevant parameter to
estimate. Thus, the use of IoT-based sensors and communi-
cations will be a key in increasing crop yields [92].

V. CRITICAL EVALUATION OF RECENT STUDIES RELATED

TO THE CROP YIELD PREDICTION

A. CORN YIELD PREDICTION

Corn yield prediction using different ML techniques have
been investigated in study [12], [13], [48], [49], [65], [108].
Panda et al. [48] investigated the strength of key spectral
vegetation indices and concluded that distance-basedVI tech-
nique and PVI outperform over the other four techniques.
Lykhovyd [65] investigated the robustness and reliability of
LAI and NDVI and then concluded that LAI is superior
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and more efficient than the NDVI-based method. However,
the prediction ability could be enhanced by including other
agricultural features rather than only vegetation indices-based
features. An experiment conducted by Ransom et al. [108]
proposed predictive models utilizing ML algorithms for corn
nitrogen recommendation systems by employing soil and
weather data. Shahhosseini et al. [12] evaluated computer
simulation models based on MLR and RF for the yield pre-
diction and nitrate losses. Based on the analysis, Shahhos-
seini et al. [13] suggested that optimized weighted ensemble
and the average ensemble are the most reliable and accurate
techniques. However, the efficiency of ensemble modeling is
affected by the selection of diverse ML models; therefore,
it needs to be investigated. In reference to [49], the authors
developed a framework for augmenting parametric statistical
models, namely semiparametric neural networks (SNN) and
claimed that the SNN achieved better performance in out-
of-sample prediction than anything else yet published.

B. SOYABEAN YIELD PREDICTION

In studies [27], [55], [63], [64], [109], a wide range of
ML based soyabean yield prediction have been investigated.
Schwalberta et al. [55] utilized satellite image and weather
data to perform real-time soybean yield forecasts using
LSTM, OLS linear regression, RF models. The LSTM has
an outstanding performance compared to RF and the multi-
variate OLS regressions. The proposed method can predict
the soybean yield with only 16 days (normal duration is
70 days) with reasonable accuracy. The DNN model was
more successful when the number of the input features was
increased compared to other regression techniques, including
SVR, RFR and PLSR. For example,Maimaitijianga et al. [63]
investigated and summarized that UAV-based multimodal
data fusion with RGB, multispectral and thermal sensors
could be effectively estimated soybean yield using a DNN
approach. Terliksiz and Altỳlar et al. [109] employed a 3D
CNN method where LST and SR based spatiotemporal fea-
tures from satellite data were utilized. Kross et al. [64] evalu-
ated the relative importance of predictor set consists of NDVI,
red edge NDVI and SR. Finally, ANN based predictionmodel
was developed using the selected variables. Hybridization
of prediction algorithm generally perform better when it is
compared with the single prediction algorithm. For example,
Sun et al. [27] claimed that the performance of CNN-LSTM
based prediction model is better compared to the pure CNN
or LSTM model to predict both end-of-season and in-season
yield in CONUS at the county-level. However, the computa-
tional complexity due to the hybridization is comparatively
higher than the single algorithms.

C. PADDY YIELD PREDICTION

A wide range of studies [1], [26], [39], [41], [43], [53] have
been carried out to investigate the paddy yield prediction
using ML architectures. Elavarasan and Vincent [1] pro-
posed deep reinforcement learning and utilized 38 features
to design the prediction model. The efficiency and precision

of the proposed model is superior to other frameworks
including LSTN, BAN, BDN, RAE and IDANN. However,
the RNN-based DRL may cause those gradients to burst
or vanish as the time series is very long. So, probabilis-
tic boosting and bagging techniques can be applied to deal
with this issue. Gopal and Bhargavi [26] developed a hybrid
MLR-ANN model where the MLR’s coefficients and bias
are employed to initialize the input layer weights and bias of
ANN instead of random weights and bias initialization. The
proposed hybrid MLR-ANN model showed better prediction
accuracy using same agricultural dataset over other ML algo-
rithms, including SVR, K-NN and RF. The climate, phenol-
ogy, geographical and preseason data of early mature rice in
South China from 1981 to 2010 were applied to SVM, RF and
BPNN separately to predict rice yield in [43]. The findings
of this study showed that the performance of SVMwas much
better than that of the BPNN and RF. Shiu and Chuang [39]
employed SVR, OLS and GWR models where GWR out-
performed SVR, OLS model since numerous weight values
were established with the GWR model for spatial grids.
Gopal et al. [41] compared the performance of SVR, RF,
ANN andK-NN and claimed that the RF algorithm is superior
by achieving the highest accuracy. Elavarasan et al. [53]
proposed the implementation of a hybrid-based feature selec-
tion technique by coupling of correlation type filter CFS
along with a wrapper RF-RFE based on recursive feature
elimination.

D. WHEAT YIELD PREDICTION

Wheat yield prediction is another popular research trend that
have been carried out in many studies [23], [51], [57]. Guo
and Xue [23] claimed that the spatial NN model was able to
estimate the wheat yield providing high accuracy for a given
plantation area as compared to the temporal NN models.
However, they considered only one factor, namely, the plan-
tation area, which makes the model less reliable. Khaki and
Wang [51] achieved a better prediction accuracy utilizing a
DNN technique with an RMSE of % of the average yield,
whilst the standard deviation was 50% for the validation
dataset utilizing predicted weather data. However, the frame-
work was vulnerable to the drawbacks that it the property
black box. Cai et al. [57] employed LASSO, SVM, RF and
NN algorithms to design yield prediction model utilizing
climate and satellite data. They achieved higher accuracy and
concluded that it would be easier to generate an annual map-
ping of wheat for using the satellite data as it contributes to
the reduction of errors. Han et al. [52] investigated amodeling
approach for predicting winter wheat yield by integrating soil
data, climate data and vegetation index data. The authors
employed eight typical machine learning models, and the
results showed that SVM, GPR and RF were the top three
best techniques to predict yields. Wang et al. [38] proposed
a framework using a two-branch DL model where the LSTM
received inputs from remote sensing and meteorological data.
On the other hand, CNN was employed to construct another
branch to model static soil features. The finding of the
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experiment explored that the yield prediction could be
obtained with a small loss of accuracy at least one month
prior to harvest. Jiang et al. [110] claimed that the ANN
is better than MLR when remote sensing and climate data
are utilized to design a prediction model. Based on study
in [111], authors claimed that the association rule mining
technique outperformed DT across all locations. Bhojani and
Bhatt [60] proposed a new activation function for MLP and
revised random weights and bias values for estimating the
crop yield with several weather parameter datasets. The out-
comes indicated that that newly created activation functions
outperformed compared to ‘sigmoid’, which is a default acti-
vation function NN. Nevavuori et al. [66] utilized NDVI and
RGB data separately to the CNN model and claimed that the
CNN architecture performed better with RGB images over
NDVI.

E. CORN AND SOYABEAN YIELD PREDICTION

Khaki et al. [25] investigated a DL approach using hybrid
CNN-RNN for crop yield prediction using environmental
data and management data. In order to make the model black
box less and more explainable, a backpropagation-based
feature selection was conducted. The authors claimed
that the proposed method’s results are much higher than
other approaches, including DFNN, RF and LASSO. How-
ever, the proposed model was validated with only two
types of crops’ data, including corn and soybean. Addi-
tionally, an extra feature selection algorithm makes the
hybrid CNN-RNN model more computationally complex.
Kim et al. [42] has developed a DNN model that has the
potential to forecast the corn and soybean yields very reli-
ably by utilizing satellite-based vegetation indices, mete-
orological and hydrological variable dataset in conformity
with a high-resolution CDL. Prasad et al. [112] developed
an approach for predicting corn and soybean yields using
piecewise LR method with breakpoint. The remote sensing
data and other surface variables were utilized in their study.

F. MAIZE YIELD PREDICTION

Zhang et al. [46] applied fluorescence, optical, environmen-
tal and thermal satellite data to RF, LASSO, LSTM and
XGBoost algorithms for predicting county-level maize yield
in China. Outcomes of the study indicated that SIF had better
output compared to EVI due to coarse spatial resolution and
low signal-to-noise ratio. However, the proposed model was
validated with only one types of crop. A regularized LR and
kernel ridge regression were employed by Zhang et al. [46] to
relate EVI and VOD time series. Peng et al. [56] developed
a successful approach to estimate maize and soybean yield
in the U.S. Midwest using satellite-based high-resolution
SIF products from gap-filled OCO-2 and TROPOMI. In the
study in [50], different climate data, vegetation indices and
socio-economic factors are utilized to predict wheat yield in
China with the help of ridge regression, RF and LightGBM
models. Because of the complexity of the proposed frame-
work produced by the structure of RF and LightGBMmodel,

it is hard to generate hypotheses that can provide biological
insights into final crop yields.

G. MISCELLANEOUS CROPS YIELD PREDICTION

Abbas et al. [54] employed LR, SVR and k-NN algorithms
for potato yield prediction using datasets containing NDVI
and soil properties. The SVRmodels performed better in pre-
dicting the potato yield over the other three models. However,
due to the impact of other climatic, chemical, weather and
physical factors, the variation of prediction in similar fields in
different years occurred. In 2019, a mathematical optimiza-
tion model was developed by Awad [113] in order to predict
potato yield that used the biomass calculated by the model.
Prasad et al. [24] used VCI, GDD, SPI, LST, historical yield
data, as the predictors for the RF algorithm to design cotton
yield prediction. The outcomes of their study reflect a reliable
and faster prediction techniquewith a performance estimation
obtaining the value of SSR of 0.69, 0.60 and 0.39 in Septem-
ber, December and February, respectively. Yalcin [45] used
plant images for the estimation of sunflower yield by employ-
ing pre-trained CNN model. Here, AlexNet was employed
as the pre-trained model and the validation accuracy of the
proposed system was 87.67%. Lin [40] proposed an inte-
grated model consists of TOMGRO and Vanthoor model
for greenhouse tomato yield prediction. However, the model
does not result in sufficient modification of the greenhouse
environment parameters. Fukuda et al. [114] found that RF
was ideal for mango fruit yield prediction because of envi-
ronmental factors of irrigation period and water management.
Villanueva and Salenga [44] developed a model with CNN to
classify good and bad leaves of bitter melon with very good
prediction accuracy. Although the authors claimed this study
as the yield prediction, it is very difficult to predict crop yield
accurately through the classification of good and bad leaves
only. Khosla et al. [61] proposed MANNs-SVR approach for
the prediction of the number of major Kharif crops, namely
bajra, maize, rice and ragi. Authors utilized the MANNs for
estimating the amount of rainfall, and then the yielded kharif
crops were predicted utilizing the rainfall data along with
the area given to that particular crop by employing SVR.
However, only rainfall and area attribute are not enough to
design a strongmodel since the yield of particular crops varies
with a variety of factors, most notably irrigation, fertilizers
used and many more. Jeong et al. (2016) [115] proposed
a framework for predicting maize, potato and wheat yield
using MLR and RF. The RF performed significantly better in
predicting crop yields thanMLR. VariousML and LRmodels
were compared for crop yield prediction over a variety of crop
datasets by Sanchez et al. [47], where M5-Prime and K-NN
approach performed the best. There are various reasons that
influence the accuracy of the above-mentionedmethods, such
as knowledge representation, model structure, training time,
missing data handling and implementation cost.

H. PALM OIL PRICE PREDICTION

Crude palm oil (CPO) price prediction plays a vital role in
agricultural economic development. Because of the volatile
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pricing of CPO, several researchers have been conducted
research to predict how the CPO price can affect the
firms that rely on the agricultural commodity. With this
demand, a CPO price forecasting approach was proposed
by Rahim et al. [116] that had employed a weighted
subsethood-based algorithm to produce fuzzy rules of fore-
casting. The idea of Fuzzy rule based systems (FRBS) was
rooted in the implementation of Fuzzy time series (FTS)
too. The main objective of the proposed approach was to
improve the efficacy of time series prediction and pro-
vide more reliable performance. The forecasting of the
palm oil price fluctuation was conducted using MHDA
method by Chai et al. [117] in which investor comments
and multiple-source information were combined. The accu-
racy, however, is only 64.15% which is not strong enough
for reliable prediction. Several methods are utilized in
order to predict the price of CPO, including Fuzzy time
series with the proposed sliding window technique [33],
LSTM [118] ANN [118], RF [119], SARIMA [120], and
DES- EAHW [121] hybrid model consists of SlidingWindow
and GARCH [122] have been utilized.

I. PALM OIL GROWTH MONITORING

The overall palm oil yield prediction would significantly
depend on the reliable palm oil growth prediction. Several
research projects have been conducted on predicting as well
as monitoring palm oil development. A scattering model was
developed by Teng et al. [123] for oil palm based on the
radiative transfer equations. It was also capable of solving
iteratively up to the second-order equation for understanding
the backscattering behavior of oil palm canopies clearly with
SAR image interpretation. The model is developed for calcu-
lating the backscattering coefficients of oil palm canopies at
several stages of growth and for different polarizations, inci-
dent angles and frequencies. The proposedmodel, in addition,
can predict SAR images at L-band, which are more sensi-
tive to changes in the structure of the canopies, especially
that of the fronds. Thus, the model has become an efficient
tool for oil palm growth monitoring and disease detection.
Toh et al. [124] proposed a model for the classification of L
band SAR image with respect to the oil palm growth stage by
the hybridization of SVM and CNN. The author generated
a large set of simulation data by employing RT model to
supplement additional data. The hybrid classification model
achieved 90% of training accuracy. A ML-based approach
was proposed by Yousef et al. [81], which recognizes inflo-
rescences anthesis stages of female oil palm by utilizing
thermal features. The best classification outcomes occurred
in RF algorithms than other ML approaches. An automated
inspection system for the oil palm FFB was developed by
Alfatni et al. [125] that utilizes color histogram technique
based on the ANN classifier. Ellsäßer et al. [126] devel-
oped a prediction model for the sap flux and leaf stomatal
conductance based on RF that employs drone-recorded and
meteorological data. However, an encouraging outcome was
achieved in their study. The genericity of this approach is

limited since it was conducted by only one study region and
only oil palm systems with a period of less than one-month
of measurement.

J. NUTRIENT CONTENT OF OIL PALM PREDICTION

In order to point out the quality of fresh fruit bunch (FFB),
the classification of oil palm nutrient level plays an important
role based on leaf samples. The nutrient level in oil palm
leaf samples is classified by Nawi et al. [68] that analyses
the types of nutrient and fronds. It also used to determine
the nutrient level in spectral reflectance of wave-length. The
classification of spectral reflectance data gave very desirable
outcomes. This data was collected utilizing a spectroradiome-
ter. The ANN framework was conducted to determine the
nutrient content level for oil palm leaf samples with a pre-
diction accuracy of 85.32%. Future research is recommended
by applying a larger sample size and consideration of other
nutrient types for the development of a robust classification
approach. Ashraf et al. [127] implemented an approach for
monitoring the nutritional deficiencies such as magnesium,
potassium and nitrogen deficiency using SVM by analyzing
the oil palm’s leaf surface. An RF-based chlorophyll level
of mature oil palm monitoring system was developed by
Amirruddin et al. [128] that utilizes hyperspectral remote
sensing data. A promising potential outcome was achieved
in the RF algorithm than the DT in assessing the chl content
of mature oil palms utilizing hyperspectral data. A hybrid
system of LMT-SMOTE+AdaBoost was developed byAmir-
ruddin et al. [129] for monitoring the nutrients status (calcium
(Ca), potassium (K), magnesium (Mg), nitrogen (N) and
phosphorus (P) sufficiency levels) of mature oil palm using
hyperspectral spectroscopy. The results showed that frond
9 was more reliable than frond 17 to monitor the oil palm
nutrient status via remote sensing platforms.

K. MAPPING OF OIL PALM PLANTATION AND TREE

COUNTING

The number and distribution of oil palm trees in a palm oil
plantation are important in various ways, such as predicting
palm yield, knowing the survival rate and age of palm trees
after plantation, and making a projection on their yield or
lifespan, as well as understanding the administration pro-
cess of palm oil irrigation [130]. Different automatic palm
tree detection algorithms have been implemented in response
to the increased availability and variety of high-resolution
remote sensing images. To detect oil palm tree utilizing large
scale high- resolution satellite images, different deep learning
approaches including Faster R-CNN [89], [91], CNN [131],
[132] have been employed. Xu et al. [87] developed IGSO-RF
model utilizing remote sensing data to classify young and
mature palm plantation. Although the high performance was
achieved in their study, different issues should be addressed
including the experimental area under humid tropics, inade-
quate samples and data of high-resolution images. A novel
automatic approach was implemented by Wang et al. [133]
for palm tree detection with UAV images where the
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overall accuracy was achieved by 99.21%. Hence, for feature
extraction, the HOG algorithm was utilized that were capa-
ble of describing the texture of palm trees. Moreover, SVM
was employed for performing the binary classification task.
Zheng et al. [134] developed a novel oil palm tree counting
and detection algorithm (MADAN) utilizing remotely sensed
images of large scale oil palm plantation areas. A hybrid
CNN-SVM method was developed by Puttinaovarat and
Horkaew [135] for oil-palm planation detection from THEOS
images. Hence, CNN in the first step was intended to remove
irrelevant images. In addition, SVM was utilized to extract
planation pixels, provided a priori of their existence. Sha-
harum et al. [136] developed REMAP based cloud computing
platform in which an open-source stacked Landsat data was
used that allows land cover classification to be implemented
using a built-in RF algorithm. However, the optical and radar
data can be integrated to enhance image quality. Other ML
algorithms should be tested to achieve optimum approach,
including SVM, ANN and DL. Another study was carried out
in [137] in which Landsat 8 data were processed utilizing a
cloud computing platform of GEE to classify oil palm land
cover employing SVM, CART and RF. Hence, the SVM
outperformed the CART and RF. Dong et al. [138] imple-
mented a novel deep learning-based semantic segmentation
technique, namely RCANet for oil palm plantation mapping
that uses remote sensing images. Hence, the great time con-
sumption is still a restriction of RCANet for large-scale oil
palm mapping.

L. OIL PALM DISEASE RECOGNITION

Intelligent agriculture requires extensive use of image
recognition of agricultural disease. Several machine learn-
ing approaches along with more recent artificial intelli-
gence (AI) techniques like deep learning and transfer learn-
ing, have begun to be applied to agricultural diagnostics.
Fahy et al. [139] implemented a multi-agent for estimating
the spread of Lethal Wilt disease that uses five years’ histor-
ical data. This forecasting model incorporates of KDE and
biased-walk, which does a much better job of predicting the
high-risk areas of infection. Alaa et al. [88] suggested an
image recognition system using CNN that detects Oil Palm
Diseases, which include Leaf Spots, Blight Spots, and Blight
Weevil. Husin et al. [140] implemented an identification
method for palm oil yield with 85% detection performance.
Montero et al. [90] proposed a classification algorithm with
binary SVM using 798 aerial images from their UAV for
the detection of Bud Rot. Although the system’s accuracy is
high, this study’s dataset was insufficient. Husin et al. [141]
employed TLS data to study crown shape measurements in
order to construct a stratal model for BSR detection. It is pos-
sible to generate more detailed models that take into account
the percentage of laser returns, leaf orientation, and occlusion
in oil palm trees. Ruslan et al. [142] analyzed the relation-
ship between humidity and Metisa plana’s infestations. ANN
outperformed traditional regression models when both were
applied to predict Metisa plana’s outbreak.

M. PALM OIL YIELD PREDICTION

Themajor goal of this article is to provide an in-depth analysis
of palm oil palm oil yield prediction. Very few studies have
been conducted to investigate the palm oil yield prediction.
Siregar et al. [143] proposed exponential smoothing (ES)
technique by utilizing dataset consists of the production of
palm oil data, production of palm oil core data and production
of FFB for the prediction of the palm oil yield. Hilal et al. [59]
proposed a Genetic algorithm to find the best combinations
for model variable and then utilized correlation analysis to
predict the palm oil yield. A considerable number of studies
have also been conducted to predict palm oil prediction uti-
lizing LSTM [67], ANN [144], [145].

N. MISCELLANEOUS ML APPLICATION IN OIL PALM

INDUSTRY

A significant number of factors influence the prediction of
oil palm yield, including CC effect, LAI-oil relationship and
process time. A small number of researches was conducted
for investigating these factors. Shanmuganathan et al. [146]
developed a model for discovering new insights that explores
the effect of climate change on oil palm yield by hybridizing
of data mining frameworks and statistical analyses. They
employed an inadequate dataset for conventional analyses.
The relationship between LAI of oil palm with microwave
backscatter was explored by the authors in [147]. A four-layer
DNN was used for the oil palm lands classification based on
their LAI. An ANN model was implemented as a solution
for the prediction of process time for palm oil production by
Adizue et al. [148] where the number of staff and the com-
puted time in each process was analyzed. However, the out-
comes of their study were not compared to the related works
because of not existing any known replica of these processes.

VI. CHALLENGES AND FUTURE DIRECTIONS TO THE

CROP YIELD PREDICTION

A. LACK OF STANDARD COMBINATION OF FEATURE SET

In this review, the entire feature lists are categorized into
thirteen groups so that the readers may easily comprehend
the features of crop yield prediction. Extensive information is
missed because of this judgment, but transparency has been
preserved. The most used features, together with a number
of studies where they were employed, have been illustrated
in Fig. 9. According to Fig. 9, climatic information and
historical crop yield data were utilized in 30 and 32 stud-
ies respectively to predict crop yield. The most utilized
feature is vegetation index and satellite data, which is uti-
lized in 35 studies. Besides these, the cropland information
(16 studies), soil properties (17 studies), irrigation informa-
tion (9 studies) and crop management data (8 studies) are
moderately used in the prediction of crop yield. Although
there is no doubt about the widely used and most efficient
group of features for crop yield prediction, it is difficult
to say the most efficient sub-feature list under each fea-
ture group. For example, under climatic information, there
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TABLE 4. Different features and Prediction algorithms for crop yield prediction.
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TABLE 4. (Continued.) Different features and Prediction algorithms for crop yield prediction.
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TABLE 4. (Continued.) Different features and Prediction algorithms for crop yield prediction.

are 18 sub-features recorded. Among these sub-features,
precipitation, vapor pressure deficit, humidity, solar radi-
ation, temperature, rainfall, and vapor pressure have been
widely employed by researchers. However, the optimum set
of sub-feature under climatic information for any specific
crop is not clearly mentioned in the previous studies. Hence,
more studies should be conducted to investigate the optimum
set of sub-feature under climatic information for any specific
crop. Moreover, the list of optimum climatic sub-features
based on different regions should also be explored. The crop
yield prediction in similar fields should be recorded in several
years since there are variations of existed factors, including
weather, climactic, chemical, and physical variables [54].
For example, the crop yield is partially affected by climate
changes [159]. It was reported by Maqsood et al. [160]
that extreme weather indices calculated for around 39% of
the tuber production variation, whereas the remaining of
the change in tuber production was explained by the other
parameters, including efficient strategy, fertilization, pure
seed, efficient agricultural technology, soil properties, field
topography, supplement irrigation, hydrologic, physical and
chemical properties, and so on. A wide range of variables
are used to represent genotype, and environment data do not
have similar importance in the forecasting of crop yield. Thus,
it is essential to identify the most vital features and remove
the other redundant ones that may lessen the performance of
predictive models.
Satellite-based SIF features might be the potential

feature for predicting crop yield. In the study [56],
the authors reported that the implementation of SIF features
of high-resolution from TROPOMI and OCO-2 could con-
siderably enhance the performance of yield forecasting in
relation to the coarse-resolution SIF features from GOME-
2. There are potential ways for improving the performance
of yield forecasting utilizing SIF. Initially, numerous ways
of utilizing SIF data to generate crop yield forecasting
algorithms that may indicate to performance variation. For
instances, the conversion of SIF into a whole canopy was
found to correlate better with the total emission of canopy

FIGURE 9. The popular feature set for crop yield prediction.

photosynthesis [161], [162], that could increase the crop yield
prediction too. Secondly, by increasing the training data,
the performance of yield prediction utilizing SIF products
may be further enhanced. Finally, employing better quality
of future SIF products may further enhance the yield predic-
tion performance in new satellite missions such as FLuores-
cence Explorer (FLEX), which may supply SIF products with
higher spatial resolutions than existing SIF products. Down-
scaling statistical knowledge also has the potential to fur-
ther improve the spatial resolution of existing SIF products,
while previous attempts have mostly concentrated on scaling
up the coarse-resolution SIF products, including those from
GOME-2 [163].

The results in [46] demonstrated that satellite information
supplied huge data in details where the latest identified SIF
had a marginally higher score than EVI, which was mostly
due to the fPAR. It was also stated that the fluorescence
production was subjected to the amount of moisture in the
root zone soil that provided more knowledge about drought
and heat stress [164]–[166]. Both LST-based KDD and GDD
were positively correlated with yield and were more prone
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to plant water situations compared to Tair throughout AEZs,
which agreedwith studies showing that LSTmight be a useful
predictor of crop water stress [167], [168]. The combination
of SIF and static environmental factors were reasonable in
producing yield projections that were more accurate than
those from using static weather parameters only (i.e., cli-
mate information, soil information, and irrigation properties).
Using the peak or late of climate information on the top of
them could make models more accurate. Although satellite
data indicate the advantages of monitoring crop biomass,
in the end, yield weights will determine the final yield. The
grain number in the period of flowering and the individ-
ual grain measurements in the period of grain filling are
related [169]. Additionally, several agronomy experiments
have demonstrated that there is a great impact of drought
and heat in the above periods for crop growth [170]. The
findings in this study have clarified why applying the silk-
ing or maturity stage of climate factors had such significant
changes in crop yield prediction. Other factors such as soil
properties should be applied beside satellite data in predict-
ing crop yield at regional scales. The cause was that their
findings regarding environmental stress on crop growth were
unique and special [171]–[174]. Thus, it is suggested that the
integration of satellite data from various spectral bands and
multiple environmental variables should be employed for the
large-scale crop yield prediction.
There is no linear relation between crop production and

its environment, and the features collected by the image may
not be adequately included. The study in [66] reported that
there had been low levels of prediction error, and the resulting
model error can be effectively constrained by incorporat-
ing multi/hyperspectral data, temporal image data, soil and
environmental properties in the function matrix. Due to their
relatively long sequence and high-spatial-resolution, visible
and NIR-based VIs are commonly dominated [175], [176].
Nevertheless, other spectrum satellite data may supply extra
information on plant growth and development [62], [177].
Additionally, other elements, including weather variables and
soil information, historical yield data, cropland information,
irrigation information and crop management data affecting
crop yield significantly, contains abiotic information and
cannot be captured via satellite data [178]. More studies
should be conducted to integrate multi-band satellite data
with weather parameters to forecast crop yields at the county
level.

B. FINDING THE MOST SUITABLE PREDICTION

ALGORITHM

A wide range of classification and regression algorithms
have been employed in previous studies to predict crop
yield. Fig. 10 illustrates the name of prediction algorithms,
together with a number of studies where the algorithms were
employed. According to the extracted data, the most utilized
crop yield prediction algorithm is ANN (21 studies), and
the second most used algorithm is RF (24 studies). The
other popular algorithms, namely LR, CNN, SVM, SVR

FIGURE 10. Widely used prediction algorithms for crop yield forecasting.

and LASSO, were utilized in 13, 16, 11, 8 and 5 studies,
respectively. Although ANN is the most popular prediction
algorithm, there are still some issues for further investigation.
For example, a number of hidden layer and type of activation
function play an important role in the performance of ANN.
To get the optimum number of hidden layer and best acti-
vation function, different optimization algorithm, including a
genetic algorithm and PSO, could be an effective alternative.

The second most employed algorithm, as per Fig. 10 is
linear regression. LR is used to verify whether or not the
implemented method is superior to LR as a benchmarking
algorithm in many instances. Therefore, it does not imply that
it is the highest performing method, although it is presented
in several papers. Fig. 10 needs to be viewed carefully that
the words ‘‘most used’’ and ‘‘best performing’’ don’t mean
the same.
In the field of ecological studies, RF is used extensively to

investigate the distribution of species and habitat suitability
modeling [179], [180]. Very few studies to date have studied
the RF algorithm’s potential for agricultural [10] and eco-
logical [181] regression analysis. The benefits of utilizing
the RF method are; variable collinearity issue can be fixed
by utilizing RF regression models that are mostly attracted
by using conventional LR models. In the RF model, which
offers a benefit overline regression models, simultaneous and
discrete variables could be utilized [24]. There are also some
demerits of the RFmodels. There is a possibility of overfitting
in the model’s predictions outside of the range of training
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results. The estimation of crop yield might be complicated
and unpredictable because of the extreme environmental con-
ditions existing in the different fields. In extrapolating the
findings, this constraint may be crucial for RF regression
and also due to the absence of sufficient training of datasets.
The built RF models have underestimated the yield below the
average and overestimated the yield above the average. This
issue could be mitigated by continuing to increase the num-
ber of observations together with the appropriate predictors
for training. The outcomes of the current analysis showed
the ability of RF regression to predict crop production with
long-term agrometric variables.
In studies [54] and [182], the performance of SVR was

much better than the K-NN, BNN and LR. The explanation
for improved SVR efficiency due to improved optimization
strategies for a large number of parameters [54]. SVR offers
the kernel’s additional feature, improving prediction model
capabilities through the understanding of features. SVR has
the potential to manage the distribution, geometry, and over-
fitting of data in a more compact manner than LR. The SVR
theory is based on the concept of reducing the structural
uncertainty that decreases the upper bond error as opposed
to the training error [54]. The poor efficiency of k-NN is
appeared due to an excessive number of attributes involved
in the model. It is obvious that for less correlated parameters,
the efficiency of the k-NN method is higher [54]. It appears
that k-NN performed better on variables with the nonlinear
relationship, althoughmore research is needed to validate this
assertion.
According to the findings from previous crop yield predic-

tion [46], the ML and DL techniques certainly exceeded LR,
primarily due to LASSO’s ability to isolate the dynamic cor-
relations between the variables and the target predictor [49],
[57], [183]. The DL is a subsidiary of ML, was recently
utilized for the issue of crop yield projections and is thought
to be very convincing. The major difference between ML and
DL is the low performance of the DL network with a small
training sample. In addition, the DL approach can extract key
functions from input data automatically; however, in other
studies, the features are manually extracted, and effective
DL might not be utilized appropriately [66], [184], [185].
However, it is recommended that extensive studies on the
utilization of DL techniques in crop yield forecasting should
be pursued since the DL approaches perform better in other
problem areas.
Among the selected articles, both clustering and classifiers

frameworks are employed. Since images are employed in
certain articles for clustering, the article uses a numerical
dataset in conjunction with machine vision instead of ML.
In order to identify various prospects on this issue, the use
of clustering architectures may be explored in detail. The
DNN loss function is very broad and non-convex, which
makes it harder to refine this function due to the fact that
it contains many local optima and saddle points [25], [186].
Deeper networks can also have the disappearing gradient
problem that can be minimized by residual shortcuts or loss

FIGURE 11. Popular performance evaluation metrics for crop yield
prediction algorithms.

functions [186], [187]. Additional methods for improving
the performance of DL models such as batch normalization,
dropout, and SGD are also developed [25], [186]. Since NN
is the most commonly used algorithm, the goal should be
to investigate the degree to which DL architectures have
been employed to forecast crop yields. After investigating
30 articles where DL approaches were applied, we found the
most favored profound DL architectures were CNN, LSTM,
and DNN. Nevertheless, there are also some hybrid DL algo-
rithms CNN-LSTM [25], [27] applied to this problem.

A wide range of performance evaluation metrics has been
utilized in the previous crop yield prediction researches,
shown in Fig. 11. According to Fig. 11, RMSE is the highest
used metric in the crop yield prediction algorithm. More
specifically, the RMSE, R-squared, MAE and classification
accuracy have been utilized in 32, 21, 22 and 26 studies as
the performance evaluation metrics.
It is almost impossible to compare the same types of crop

yield prediction models when they are evaluated by dissim-
ilar performance metrics. Hence, it should be recommended
that a standard and systematic approach or a single metric
quantify a specific crop yield prediction model. If the same
performance metrics are used for the crop yield prediction
algorithm, then a direct comparison between different crop
yield prediction algorithms is possible.

C. PROSPECTIVE OF PALM OIL RESEARCH

1) APPLICATION OF REMOTE SENSING IN PALM OIL YIELD

PREDICTION

The rapid expansion of oil palm plantations has also led to
deforestation and a series of negative environmental impacts,
such as forest estate losses, social costs, alternative revenue
losses, reduced biodiversity, and diminished ecological con-
nectivity [87]. Additionally, the accurate figure of oil palm
plantations is necessary for precise palm oil yield predic-
tion. Therefore, to scientifically manage and supervise this
activity and to safeguard forests beneficial for the global
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climate and ecosystem services, it is necessary to precisely
detect and monitor oil palm plantations. Remotely sensed
information and relevant technologies have currently been
applied in various land use analyses, such as plantation area
extraction, urban and forest identification, etc. [135]. Par-
ticularly, radar satellite image and optical satellite image
are predominant sources in oil-palm plantation identifica-
tion [188] The detection of oil palm plantations using satel-
lite remote sensing data has been carried out in many
studies [189], [190]. These modalities, however, differ in
their functional characteristics. Radar imaging operates on
active sensors. Scene acquisition can thus be made day and
night, regardless of weather conditions and unaffected by
cloud [135]. Thanks to these advantages, there were a few
works that employed radar imagery, such as PALSAR [191].
On the other hand, an optical-based satellite operating on pas-
sive sensors, such as THEOS (Thaichote) [192] etc., is unable
to as effectively acquire images under varying atmospheric
challenges. Nonetheless, for meticulous oil-palm extraction,
the abilities to acquire images under such conditions in
real-time are not so critical as their spatial resolution. In fact,
if an optical image is partially occluded by cloud and/ or
defected by other causes, it is typically replaced by that
acquired at another available period. Therefore, a majority of
recent oil-palm plantation studies has preferred optical-based
to radar-based modality [193], [194].
Sometimes the optical method remains difficult to separate

oil palm plantations from other spectrally similar vegetation
such as forests and rubber trees, and the frequent presence
of clouds in the humid tropics hinders image-based method
analysis [87]. Due to the similar scattering values for palm
trees of different ages, it is difficult to distinguish mature
and young oil palm plantations using only SAR data [195].
To overcome the limitations of a single type of data, several
recent studies have detected oil palm plantations by using
data fusion techniques [130], [196], [197]. Several studies
have shown that using the appropriate vegetation indices
to analyze and select feature combinations can also yield
improved results [198], [199]. For example, a study in [87]
achieved promising performance utilizing spectral attributes,
SAR backscatter values, vegetation indices, and texture fea-
tures.
Besides palm oil yield prediction, there some additional

applications of remote sensing in palm oil cultivation man-
agement. Mapping the distribution of oil palm is crucial
in order to manage and plan the sustainable operations
of oil palm plantations [137]. Remote sensing provides a
means to detect and map oil palm from space effectively.
Recent advances in cloud computing and big data allow
rapid mapping to be performed over large a geographi-
cal scale [137]. Palm tree detection using remote sensing
images has received increasing attention in recent years, con-
cerning the issues of sustainability, productivity and prof-
itability [150]. A common practice of chlorophyll (chl)
determination has been using chemical analysis that is
destructive and time-consuming. A current prospective

alternative method such hyperspectral remote sensing offers
a nondestructive measurement of chl, which provides a result
in a rapid and real-time manner [128].

2) COMMON DISEASES IN OIL PALM PLANTATION AND

THEIR IMPACTS

There are some insects, including basal stem rot, bud rot,
oryctes, ganoderma, rat and some leaf-eating insects cause
significant yield losses in oil palm plantations. Basal stem
rot, caused by the pathogenic fungi ganoderma boninense,
can devastate old plantations [200]. The onset of infection
happens earlier at each replanting if no sanitation measures
are taken and can occur as soon as 1–2 years after planting
when oil palm is planted after oil palm or coconut [20]. There
are some insects, including basal stem rot (BSR), bud rot,
oryctes, ganoderma, rat and some leaf-eating in- sects which
adversely impact on palm oil yields. The BSR especially
infected by the pathogenic fungi ganoderma boni nense, can
severely damage old crops [201]. The onsets of infection
occur sooner in each replantation when no sanitation steps
have been taken [20]. The introduction of a 1- year fallow
will decrease the rate of infection slightly but enhance the
immature to mature ratio from 0.12 to 0.15. The elimination
of disease particles was proposed in mature farming as a
crop management technique. However, there is no strong
proof of evidence indicating the occurrence of infection is
decreased [20]. In America, another deadly disease is exten-
sively found known as bud rot. The outbreaks of this disease
have devastated full stands over thousands of hectares over
the last few decades [202]. With severe outbreaks, this pest
causes up to 100% mortality in South America [20], [203].
Treatment and precautionary initiatives exist but tend to be
costly and labor-intensive [20]. Leaf- eating pests are usual in
all areas that may cause complete defoliation of palm clusters
in case of severe infestation. As a result, after 1, 2 and 3 year
of complete defoliation, the yield loss could be 50%, 25%
and 15%, respectively [204]. Oryctes is the common pest in
inexperienced farming in all areas that reduce the production
of 50% in the first year and 20% in the second year through
the extreme infection in child plants [205]. Rat is also a
common pest in all regions that cause severe infestation when
their populations reach >300 individuals per hectare [206].
Destruction of young palms, which results in a prolonged
immature period resulting in a yield loss of 5% may be
reached in mature farming with rat populations at ‘satura-
tion’ level [204]. Ganoderma is another common disease in
all areas, particularly southeast Asia. Its severe attack may
cause up to 80% mortality at >15 years after planting (YAP)
in Malaysia and Sumatra. Moreover, palm damages of up
to 30–40% at 12 YAP and >50% at 25 YAP in the mild
infected region [20]. As a result of faulty, non-standard
methods, there is a lot of diversity in the literature, and
that has increased confusion for research assessments [207].
Laboratory methods are suitable for detecting environmen-
tal changes in the early stages; however, they are expen-
sive, difficult to implement in the field, and not suitable for
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observation. An innovative system that involves an advanced
sensor system can distinguish between healthy and unhealthy
oil palm trees with varying levels of accuracy. Unfortunately,
these techniques are unable to identify the different levels of
infection. Light detection and ranging (LiDAR) is an active
ranging approach for measuring the distance or range to a
target using pulsed laser light [140]. It can represent the
structure and surface appearance of an object as the surface
of a tree. Numerous studies [208], [209] have proven terres-
trial LiDAR to obtain canopy vegetation profiles and other
structural tree properties from an understory perspective. TLS
describes as an active ranging method that utilizes laser light,
which is an aid in detecting the external shape of the tree’s
infestation [140].

3) USE OF IOT TO MITIGATE LABOR DEFICIENCY

Another factor known as lack of labour in farming, which
is particularly seen in Malaysia. It causes lengthy harvesting
rounds, leading to lower rate of oil yield, unharvested bunches
and fruits deficit [200]. Malaysian’s palm oil industries are
experiencing 20–30% shortage of labour force, leading to
15% of yield loss. Labor seems to be more costly and leads
to a competitive disadvantage in Latin America and the
South. Efforts are being made to create automated alter-
natives to distribute fertilizers, plant and spread pesticides,
but they have not yet proved efficient enough to address
the issue of manpower [20], [200]. Hence, the manpower
in palm industries needs to be considered for accurate yield
prediction. A degree of automation in oil palm plantations
is necessary in order to offset that drawback which may
lessen the human intervention for every infield inspection
and monitoring tasks. Applications of machine learning let
better decision making in a real-field environment without
or with minimal human intervention. Thus, the utilization of
internet of things (IoT) and artificial intelligence (AI) serves
to alleviate these human dependency issues by automating
responses to real-time issues. Furthermore, it controls labor
costs, late pollination as well as any possible injuries, and the
requirement for sensor mounting [81].

4) ESTIMATION OF NUTRIENT CONTENTS IN OIL PALM

There are a number of types of agronomic practices, however,
which prefer foliar, and soil analyses which are used to assess
the nutrients of all plants. Although this technique provides
excellent accuracy, it has some limitation including costly,
destructive, time-consuming and laborious, because it must
be done every year. Moreover, it is not widely applicable
to monitor spatial and temporal dynamics of nutrient con-
tent due to the vast size of palm oil plantations. In con-
trast to foliar and soil analyses, the spectroscopic approach
offers non-destructive analysis and wide distribution. More-
over, the spectral feature of hyperspectral spectroscopy offers
knowledge of the plant’s nutrient status since that depends
on the organic molecules (cellulose, lignin, protein), leaf pig-
ment (chlorophyll, anthocyanin, carotenoid), leaf structure,
water, nitrogen, and variables [129], [210]. Nutrient contents

TABLE 5. The effect and symptoms of deficiency of nutrient contents on
palm oil growth and yield.

are also important factors that could affect the palm oil yield.
Hence, different nutrient contents including phosphorus (P),
nitrogen (N), magnesium (Mg), potassium (K) etc., should
be considered in the palm oil yield prediction. Table 5 shows
the effect and symptoms of deficiency of nutrient contents on
palm oil growth and yield.

5) EFFECT OF CLIMATE CHANGE IN OIL PALM CULTIVATION

The adverse impact of climate change (CC) on the oil palm
sector is becoming increasingly evident [211], [212]. The
CC can (1) restrict the present crop areas in their entirety,
(2) expand plantations to new zones and deal with problems
like the destruction of biodiversity and (3) threaten grow-
ers’ adaptability. The oil palm cultivation factors can most
frequently be influenced by abiotic stresses including pre-
cipitation, temperature, soil salinity and carbon dioxide and
biotic stresses such as pests, diseases and pollinators [213].
Tropical crops have always been at the limits of growing,
in which minor climatic variations can instantly impact sur-
vival. Achieving innovative farming techniques and ensuring
world-wide food safety in the palm oil industry, it is important
to explore the CC impact on oil palm [211], [212]. The effects
of CC on crop productivity and oil palm phenology have
significant consequences at the regional and global levels.
Heavy rains and extreme temperatures are highly beneficial
to palm oil production with a lag period of three to four
months. Natural disasters like massive flooding and drought
are unfavorable in some instances. The higher rain or flooding
reduces the CPO and production rate, leading to affect the
fruit ripening stage. The fusion of data from multi-sensor is
highly significant for oil palm classification. These data can
further be utilized in automatic plant counting, age monitor-
ing and change recognition [17], [214]. The open-source data
from different sensors including ALOS PALSAR, Sentinel-1,
Sentinel-2, Landsat or Google Earth images are very interest-
ing research routes for multi- sensor data exploitation.

6) USE OF UAV IN PALM OIL YIELD PREDICTION

Due to the large cultivation areas of palm trees, such data
has been collected using remote sensing. Past studies of
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FIGURE 12. Widely used crop in the crop yield prediction research.

the palm trees detection have been mostly limited to com-
mercial high-resolution satellite images [189], [133]. Satel-
lite imagery is expensive and data availability is subjected
to frequent delays because of weather conditions. Cur-
rently, unmanned aerial vehicles (UAVs) have been used
as cost-effective remote-sensing data acquisition systems.
It allows the land surface to be mapped and monitor land in
high resolution within few minutes. It also allows interactive
measurements according to a customer’s specific needs. The
price and flexibility of UAVs’ has allowed for many solutions
in the agricultural sector, such as precision agriculture [215]
and vegetation monitoring [133], [216]. The higher spatial
resolution of UAV images can acquire more detailed data
about objects on the ground, which makes renders many
techniques less applicable for traditional satellite imaging.

7) OPTIMUM FEATURE SET FOR PALM OIL YIELD

PREDICTION

Oil palm is a growing source of vegetable oil that exceeds
sunflower, soybean and rapeseed. Hence, the precise palm
oil yield forecasting model is an appealing research topic
that facilitates the ultimate oil production. The present review
investigates the crop yield prediction of 14 different crops
shown in Fig. 12. Since this review gives special emphasis
on palm oil yield prediction, around 72 studies related to
the machine learning-based palm oil are critically evaluated.
Besides palm oil, the studies of yield prediction associated
with other crops, including corn, wheat, soybean and paddy,
are also critically reviewed.
Among 72 studies associated with palm oil, only

Hilal et al. [59] utilized a maximum number of features under
historical yield data, cropland information, climatic informa-
tion groups. Other studies [67], [89], [91], [124], [131], [144],
[149] utilized only one type of feature to predict palm oil
yield. Crop yield prediction model using a large number of
feature set could bemore accurate than themodel with a small

group of features. For example, the study in [42], the corn
and soybean yield has been predicted utilizing five fea-
tures group, namely cropland information, satellite images,
meteorological data, hydrological data, crop yield statistics.
Elavarasan and Vincent [1] utilized fertilization information,
groundwater characteristics, cropmanagement data, cropland
information, historical yield data, irrigation information, soil
properties, climatic information to predict paddy yield predic-
tion. Zhang et al. [46] employed irrigation information, soil
properties, climatic information, satellite variables, cropland
information, historical yield data, satellite-based SIF data to
predict maize yield. Hence, a large number of features group
should also be considered in the palm oil yield prediction
research.

Soil properties are the crucial factors that lead to how
effectively the nutrients are taken up by palm trees. These
nutrients greatly influence palm yield efficiency [17]. Among
a wide range of soil properties, the percentage of clay, silt,
sand, organic carbon, PH, cation exchange capacity, bulk
density, number of macronutrients in the soil, nutrient sup-
plements, soil electrical conductivity, topsoil depth could be
investigated for the palm oil yield forecasting. The study of
soil properties in the palm field from a remote sensing point
of view could be an attractive area of further research. The
soil characteristics could be monitored from a distance since
the reflected light receives different responses. For exam-
ple, active remote sensing depends on the dielectric char-
acteristics of the spreading wave may take soil moisture
content [217]. In order to build analytical relationships,
the correlations between recorded signals and many soil char-
acteristics, including soil texture, soil form and soil structure,
can be investigated, which may contribute to minimizing the
workload of the soil samples.

However, the estimated parameters such as soil moisture,
LAI, greenness of the palm canopy and height that substan-
tially add values in the yield prediction should be considered.
Once the connection is defined, a precise yield forecasting
model could be created. Yield forecasting performance could
be improved by including historical yield data, various cli-
matic data, vegetation data, fertilizer application information,
and other types of satellite data.

Ground information can be acquired from a wide area in a
short time via remote sensing. It collects spatial data without
any direct contact and has been put to use in fields such as
activities as biomass estimation, oil palm disease detection,
urban areas, agricultural land, object detection, hazard predic-
tion, and biodiversity monitoring [218]. Numerous studies on
oil palm plantationmapping have been carried out in response
to the increased demand for oil palm products using remote
sensing [136].

8) SELECTION OF OPTIMUM ALGORITHM FOR OIL PALM

YIELD PREDICTION

An accurate assessment of palm plantation mapping can
have substantial economic and environmental benefits. His-
torically, traditional machine learning techniques, classical

63430 VOLUME 9, 2021



M. Rashid et al.: Comprehensive Review of Crop Yield Prediction Using ML Approaches

image processing methods and deep learning methods can
be applied to tree crown detection. In traditional machine
learning approaches, many algorithms have been employed
to tree crown detection where the most applied classifiers are
RF [87], [136] and SVM [133], [150]. Traditional machine
learning techniques make great progress compared with clas-
sical image processing techniques, however sophisticated
techniques or very-high-resolution UAV images are required
in most of the cases in this technique. In classical image pro-
cessing techniques, some factors are usually obtained includ-
ing local maximum filter, image binarization, and image
segmentation [219]. However, complex scenarios such as
overlapping tree crowns may cause deterioration of detec-
tion outcomes since there is no requirement of labels in
this technique. DL-based classifiers, which use multiscale
computational methods, have gained widespread adoption
in recent studies using remote sensing images [134]. Most
advances studies utilize deep learning-based classifier com-
bined with a sliding window-based method to detect tree
crowns from satellite images [134]. It is renowned for its
notable capacity of feature extraction, which can be accom-
plished using DL. Progress has been made in the research of
object detection based on pretrained models for the detection
of palm trees in the plantation area, especially with Faster
RCNN [89]. Since the classifiers’s predictive accuracy is
greatly depends on the input hyper-parameters, the accu-
racy can be significantly enhanced by the optimization of
classifiers’ hyper-parameters. Hyper-parameter optimization
improves the accuracy thus necessitates hyper-parameter
optimization. Compared to single classifier including SVM,
NN, CART, NB, MD, the IGSO-RF classifier, which uses the
IGSO algorithm to optimize the parameters selected for the
traditional RF model, delivered higher accuracies [87].
With the advances in the agricultural sector, disease image

recognition has a key role to play in innovative agriculture.
Researchers have studied a wide range of diagnostic methods
for oil palm diseases. These categories include: SVM [90],
CNN [88], ANN [58], NB [140], andMLR [141]. Thus, when
applying traditional ML methods to monitor palm oil dis-
eases, there are some disadvantages. For example, the exist-
ing techniques are highly dependent on the quality of the
original disease images. In addition, applying these methods,
as well as image preprocessing, image segmentation, fea-
ture extraction, and classification, usually incurs significant
operations that add to the complexity and slow down and
delay the implementation [220]. Moreover, the training pro-
cess is very difficult when using traditional machine learning
methods, especially if the training dataset is large. More
recent advanced machine learning techniques, such as deep
learning and transfer learning, have the potential to aid in the
development of recognition of oil palm diseases.
Since oil palm plantations are time-consuming and

labor-intensive to monitor, this is an extremely ardu-
ous process. Numerous machine learning approaches
such as RF [81], [126], [128], ANN [125], and hybrid
CNN-SVM [124] have been applied to monitor palm growth

using remote sensing. Yet it is still critical to extract valuable
information from remote sensing data for plantation owners.
This may provide solutions through deep learning, transfer
learning, and object recognition.

Although a large number of ML-based studies have been
carried out in palm oil industry, very few researches are
directly related to the palm oil yield prediction. Only five
studies [59], [67], [143]–[145] have been recorded that focus
palm oil yield prediction. Based on these studies, it is difficult
to regard the best algorithm for palm oil yield prediction.
However, ML-based some regression algorithms, including
RF, ANN and SVR could be very effective to predict palm oil
yield. Moreover, rather than a single algorithm, the ensemble
of multiple algorithms should be investigated to increase the
robustness of the prediction model.

9) STRENGTHS AND WEAKNESSES OF SOME POPULAR

ALGORITHMS IN OIL PALM INDUSTRY

There are some strong reasons in favor of SVM that make its
widespread utilization in the field of palm oil industry. Regu-
larizationmay be the first factor in this success. In agricultural
data, features are often noisy as well as contain outliers.
Regularization may increase the classifier’s generalization
capabilities which may overcome this problem [82]. As a
result, a regularized classifier such as linear SVM have per-
formed better than non-regularized one such as LDA. A few
hyperparameters are existed in SVM that need to be defined
by hand such as the regularization parameter C and the RBF
width if using kernel 2. These advantages are occurred due
to the expense of a low speed of execution. Moreover, The
SVM decision rule is a simple linear function in the kernel
space, which also means it becomes stable and has a low
variance [82]. Since features in agricultural data are greatly
unstable over time, obtaining low variability is crucial for low
classification error. The robustness of SVM with respect to
the curse-of-dimensionality may be the last probable cause.
For small training sets and high-dimensional feature vectors,
this has enabled SVM to obtain excellent results [82]. The key
benefits of RF are generalization performance, high-speed
operation, and is an ensemble of tree-structured classifiers
used to identify a non-linear pattern in the data [81]. It has
low data preprocessing requirements in training because it is
robust to unit differences and can make correct predictions on
sparsely annotated data. For feature selection, RF algorithm
exposes better outcome in yield. However, input hyperpa-
rameters play a significant role in RF. Thus, optimization
of RF’s hyper-parameters could help to solve this issue.
The CNN presents its important and excellent function in
the field of computer vision for the target recognition tasks
and the remote sensing area [78]. For example, Lee and
Kwon [221] proposed the target recognition tasks with hyper-
spectral images, whereas Jiang et al. [222] extended the CNN
application to recognize the target in SAR images. Both
works performed significantly in the traditional recognition
model. Moreover, CNN can deal with different retrieval tasks,
including SM retrieval [223]. In contrast to the traditional
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FIGURE 13. Prospective palm oil yield prediction architecture.

NN, CNN has a fully connected layer with multiple local
connections. This approach eliminates the computation and
automatically discovers relevant features from raw data. The

shared convolution kernel is good for data processing with
high-dimension. However, CNN demands large data and high
processing cost.
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10) ALGORITHM’s ABILITY TO COPE WITH SPECIFIC

PROBLEMS

SVM is one of the best classification algorithms for
high-dimensional feature vectors. If a large number of time
segments is a factor of high dimensionality, dynamic classi-
fiers can also tackle the problem by considering sequence of
feature vectors instead of a single vector of very high dimen-
sionality. Moreover, RF, PCA and correlation coefficient can
also handle high-dimensional datasets. This problem may be
solved by a combination of classifiers since it lessens the
variance, particularly when there is no stationarity in the
dataset. The LDA classifier or SVM method is still effective
but is likely to be outperformed by a classifier, combinations
of LDA or SVMmethod. Simplistic techniques, such as LDA,
may be employed due to the small number of training data
set. In the palm oil industry, k-NN algorithms are not used
much for the curse of dimension problem. However, if only
low-dimensional feature vectors are considered in agriculture
as well as the palm oil industry, or no feature vectors are
needed, k-NN may be superior. The ANN is widely utilized
to predict vegetation parameters and crop yield with remote
sensing as it has the ability to retrieve the complex, dynamic
and non-linear patterns from the data [10]. They are the
earliest form of ML which are well-studied and readily avail-
able since many libraries, and software tools are available
there. However, there are some drawbacks in practical appli-
cations such as learning rate, the selection of the numbers
of neurons in hidden layers, overfitting problem and large
training dataset.When dealingwith large datasets, the process
slows down. In training, back-propagation networks become
slower compared to other types of networks in which a large
number of epochs are required [80]. In the case of image data
with a large training sample, CNN could be the best choice.
For example, disease recognition using leaf image, mapping
of oil palm plantation using remote sensing-based spectral
images, nutrient level using plan images and so on. A range of
advance CNN architecture including Faster R-CNN, R-FCN,
and SSD, are also very effective for object recognition-based
tasks. Regression-based algorithms including RF, ANN and
SVR could be very effective to predict palm oil yield and oil
palm price prediction. Moreover, rather than a single algo-
rithm, the ensemble of multiple algorithms should be investi-
gated to increase the robustness of the prediction model.

11) PROSPECTIVE ARCHITECTURE OF PALM OIL YIELD

PREDICTION

In this study, we have reviewed huge number of articles
related to the crop yield prediction. Based on critical assess-
ment of related studies, we have proposed forthcoming trend
of palm oil yield prediction framework. Fig. 13 illustrates the
prospective framework of palm oil yield prediction. In order
to predict the crop yield, a wide range of data including leave
and fruit information, irrigation information, soil properties,
climatic information, vegetation indices, cropland informa-
tion, cropmanagement data, historical yield data, fertilization

information and satellite data is collected in the first step.
After data collection, the data need to pre-process for further
analysis. Once the data is pre-processed, the entire dataset
is split into a training and a testing set. The training dataset
is used to train the prediction model. Different ML based
regression and classification algorithms are then employed
in the model’s training phase. If the performance of the
trained model is not satisfied, the parameter of the prediction
model is optimized. After getting the threshold performance,
the trained model is tested through the testing dataset. There
are some crucial agrarian factors that have significant impact
on crop yield prediction and those agrarian factors include
disease recognition and management, mapping and plant
counting, plant growth and nutrition level monitoring and
natural disaster. Finally, the output from ML is adjust with
the agrarian factors’ output to get the precise palm oil yield
prediction.

VII. CONCLUSION

In order to feed a rising world population, new technology in
the agricultural industry needs to be implemented. Apart from
this, agriculturists need a proper guideline in time that will
allow them to forecast crop yields so that they can formulate
effective strategies to maximize crop yields. ML frameworks
offer a clear insight into the process by assessing the vast sets
of data and interpreting the obtained information. The models
describing the correlations between constituents and actions
are built through these technologies. In addition, the future
reactions in a given situation can also be predicted through the
ML models. The present review illustrates that a wide range
of attributes is utilized by the selected articles, focusing on
the data availability and research scope. Most of the referred
articles explore yield forecasting through the ML algorithms.
However, the core difference is the implementation of wide
ranges of features. Additionally, the difference in crop, loca-
tion and intensity has also been observed in the studies. The
selection of the features relies on the dataset’s accessibility
and the research objective. The existing kinds of literature
also depict that the utilization of extensive features in a
model may not always offer the optimum output for the yield
estimate. Although it is difficult to acknowledge the optimum
method based on the existing findings, the widespread utiliza-
tion of someML algorithms and their promising performance
are very important to get an overview. The most promising
conventional ML architectures are LR, RF and NN. Besides
these algorithms, some DL models, including DNN, CNN
and LSTM, are also employed in the crop yield estimation.
To come to a specific conclusion about the best perform-
ing model, some feature selection algorithms, together with
existing outperforming models, should be investigated. The
present review also shows that very few studies have been
conducted to forecast palm oil yield prediction. Moreover,
the existing palm oil yield prediction studies have utilized
very few feature sets that cause a huge difference between
the predicted and actual palm oil yield. It is very early to
comment on the best feature set and prediction model to
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predict the palm oil yield. Hence more studies with a large
number of features and a wide range of prediction algorithms
should be investigated. This paper will presumably pave the
groundwork for extensive research on how crop yield predic-
tion and palm oil yield prediction are linked to each other.
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