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ABSTRACT The fifth generation (5G) of mobile communication system aims to deliver a ubiquitous mobile
service with enhanced quality of service (QoS). It is also expected to enable new use-cases for various
vertical industrial applications—such as automobiles, public transportation, medical care, energy, public
safety, agriculture, entertainment, manufacturing, and so on. Rapid increases are predicted to occur in user
density, traffic volume, and data rate. This calls for novel solutions to the requirements of both mobile users
and vertical industries in the next decade. Among various available options, one that appears attractive is to
redesign the network architecture—more specifically, to reconstruct the radio access network (RAN). In this
paper, we present an inclusive and comprehensive survey on various RAN architectures toward 5G, namely
cloud-RAN, heterogeneous cloud-RAN, virtualized cloud-RAN, and fog-RAN. We compare them from
various perspectives, such as energy consumption, operations expenditure, resource allocation, spectrum
efficiency, system architecture, and network performance. Moreover, we review the key enabling tech-
nologies for 5G systems, such as multi-access edge computing, network function virtualization, software-
defined networking, and network slicing; and some crucial radio access technologies (RATs), such as
millimeter wave, massive multi-input multi-output, device-to-device communication, and massive machine-
type communication. Last but not least, we discuss the major research challenges in 5G RAN and 5G RATs
and identify several possible directions of future research.

INDEX TERMS 5G, radio access network, network architecture, cloud-RAN, distributed-RAN, fog-RAN,
heterogeneous-CRAN, RATs, virtualized-CRAN.

I. INTRODUCTION
The mobile network witnesses tremendous growths in the
data traffic, the amount of user equipment, the diversity of
applications, and the polymorphism of service scenarios.
Cisco has predicted a seven-fold increase in the global mobile
data traffic between 2016 and 2021, where the vast majority
of traffic will be generated by portable devices [1]. Mean-
while, a report released by the Fifth Generation Infrastructure
Public Private Partnership (5GPPP) addresses some expecta-
tions for the next generation of mobile networks, including
a support to more than 104 devices per square kilometer,
a high data rate up to 1 Gbps, and an ultra low transmission
delay between 1 to 10 ms [2]. In order to meet end-user
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requirements beyond 2020 and optimize legacy networks
upon future demands, mobile network operators (MNOs)
have to find efficient solutions to enhance the Quality of
Service (QoS), increase the spectrum efficiency, andmaintain
a healthy revenue while reducing the Capital Expenditure
(CAPEX) and Operational Expenditure (OPEX).

To counter the traffic growth, build cost efficient networks
and provide enhanced QoS to massive end-users, numerous
architectures and technologies have been proposed for the
Fifth Generation (5G) mobile networks, especially in the
domain of Radio Access Network (RAN). We can generally
categorize them into the four categories as follows:

1) Improving the spectrum efficiency for higher data
capacity by deploying advanced transmission tech-
niques such as massive Multi-Input Multi-Output
(massive MIMO), Millimeter Wave (mmWave)
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transmission, and beamforming [3]. There have been
significant progresses in the development and deploy-
ment of these technologies. However, they are still
constrained by major technical challenges, including
implementation complexity, Radio Frequency (RF)
interference, environmental obstacles, and antenna
correlation [4].

2) Deploying small cells (pico cells, femto cells, and
micro cells) combined with macro cells upon the exist-
ing network infrastructure. This approach has been
used by Long Term Evolution - Advanced (LTE-A)
networks as well, but the heterogeneity level in 5G
RAN is significantly higher in comparison to that in
legacy RAN architectures. Moreover, the deployment
of small cells leads to increases in the power consump-
tion, the CAPEX/OPEX, a variety of interference, and
the handover frequency [5], [6].

3) Applying emerging technologies of Software Defined
Network (SDN) and Network Function Virtualization
(NFV) to softwarize the networks [7]. However, limi-
tations to the deployment of both NFV and SDNwidely
exist in security, management, orchestration, isola-
tion, resources allocation, dynamicity, flexibility, and
scalability [8], [9].

4) Optimizing and reconstructing the network architec-
ture – specifically the RAN architecture – by bringing
computation, communication, processing and storage
devices close to the edge of networks, so that end-users
can access the data and services with low latency and
high throughput [10]. However, this approach leads to
increased CAPEX/OPEX as well as demands for new
protocols and interfaces [11].

Out of the four aforementioned categories, in this article
we survey and compare a series of state-of-the-art literature
on various RAN architectures and key enabling RATs towards
5G mobile communication system.

A. REVIEW OF RELATED WORKS
Several survey papers on 5G communication system have
been published so far. In [7], the authors address ten key
enabling technologies towards 5G communication, including
wireless SDN, NFV, mmWave, massive MIMO, network
ultra-densification, big data & mobile cloud computing,
scalable Internet of Things (IoT), device-to-device connec-
tivity with high mobility, green communications, and new
radio access techniques. They have also provided the chal-
lenges and limits for every presented technology. The authors
of [11] have provided an overview of 5G network archi-
tectures. Along with this, major enabling technologies for
5G such as ultra-dense networks, multi-radio access technol-
ogy association, interference management, spectrum sharing
with cognitive radio, full duplex radios, etc. are surveyed.
In [12], an overview is provided on 5G research, stan-
dardization trials, and deployment challenges. In addi-
tion, the authors identify key enabling 5G technologies,
evaluate their strengths and weaknesses, and outline their

research challenges. The authors of [13] investigate the flex-
ibility and adaptability requirements that 5G shall achieve
with radio access technologies and emerging system-level
techniques. The work [14] overviews network architectures
and promising techniques towards 5G, highlights the state-of-
the-art, and further studies the implementation issues related
to addressed techniques. In [15], the authors provide an
exhaustive review of architectural changes associated with
the RAN design such as air interfaces, smart antennas, cloud
and heterogeneous RAN. The paper also studies key enabling
physical layer technologies and applications towards 5G.
The authors of [16] investigate advantages, applications,
proposed architectures, implementation issues, real
demonstrations, testbeds, emerging technologies, and
research challenges towards 5G networks. The paper also
presents a comparative study of proposed 5G architectures in
the perspectives of energy efficiency and network hierarchy.
In [17], the ongoing researching works on key enabling tech-
nologies for 5G are comprehensively reviewed. The authors
have further addressed the research progresses of the key
technologies and service models for 5G mobile systems and
networks.

B. CONTRIBUTIONS
In contrast to the existing surveys introduced in
subsection I-A, this article presents a more comprehen-
sive literature review and comparative analysis of various
RAN architectures towards 5G mobile systems. We also
provide an extensive discussion on the key enabling technolo-
gies of 5G RAN architectures. Based on this, we name the
contributions of this article as follows:
• We provide a detailed discussion on 5G communica-
tion system, service categories, proposed system archi-
tecture, advantages, applications, and implementation
issues. Along with this, we also address the performance
requirements, deployment of 5G in certain countries,
and enabling of various vertical industries through net-
work slicing.

• We present a comprehensive review of the evolution
of historical and current RAN architectures. Based on
this, various RAN implementations reported in the lit-
erature are comprehensively discussed. We also present
the state-of-the-art, the ongoing standardization activi-
ties, and the motivation of reconstructing & redesigning
legacy RAN architectures with respect to the require-
ments of next generation mobile networks.

• We address an in-depth study and a literature review
of Cloud-RAN (C-RAN), Heterogeneous Cloud RAN
(H-CRAN), Virtualzied Cloud RAN (V-CRAN), and
Fog RAN (F-RAN). Moreover, we attempt to explore
the aforementioned RAN architectures from vari-
ous perspectives such as energy consumption, secu-
rity, CAPEX/OPEX, performance, spectrum, mobility,
resource allocation, and system architecture.

• As one of the key contributions of this paper,
we provide an extensive comparative analysis of
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FIGURE 1. The condensed structure of this article.

C-/H-C/V-C/F-RANs, aiming to study these RAN archi-
tectures from various perspectives such as energy con-
sumption, system architecture, CAPEX/OPEX, system
level performance, etc.

• Moreover, we present an exclusive review and a com-
prehensive survey of the key enabling technologies for
5G RAN. Along with this, we explore the innovations
in 5G RAN, which are expected to enhance spectrum
efficiency, decrease CAPEX/OPEX, and fulfill the end-
user expectations and of vertical industrial requirements.

• Last but not least, we address existing challenges and
future research directions related to 5GRANs andRATs,
expecting to motivate the community towards realistic
solutions with new technical advances.

C. STRUCTURE OF THE PAPER
This paper is structured as illustrated in Fig. 1. In Section II,
we generally introduce the 5G mobile communication sys-
tem. Section III discusses the evolution of various tradi-
tional and legacy RAN architectures. The C-RAN, H-CRAN,
V-CRAN and F-RAN are surveyed in Sections IV, V, VI
and VII, respectively. We further compare all the named
RAN architectures from various perspectives in Section VIII.
Section IX gives a detailed description of major RATs and
innovations, which play a key role in terms of enhancing per-
formance, decreasing CAPEX/OPEX and simplifying opera-
tions in the 5GRANarchitecture.We then give some outlooks

to the future research directions in Section X, before closing
this article with our conclusions in Section XI. Note that some
acronyms frequently used in this article are listed with their
definitions in Table 1 for the ease of reference.

II. THE 5G MOBILE COMMUNICATION
The Second Generation (2G) of mobile communication sys-
tems focused on voice service, while the focus of Third
Generation (3G) and Fourth Generation (4G) systems shifted
to data and mobile broadband services. Moreover, the mobile
broadband service will be further pushed forward by the
deployment of 5G systems to support an assortment of emerg-
ing uses cases, which may involve with ultra-high volume
of data traffic, massive number of connections and high user
mobility.

The 5G systems are expected to cope with future demands
for service and business beyond the horizon of 2020, play
a vital role in enabling of new innovations, and prove a
significant boon to the economic output. Many countries and
regions, such as US, EU, China, Japan, UK, South Korea,
etc., are actively participating the race towards 5G, attempting
to establish their technical and economic leaderships in the
next decade. For example, Korea Telecom in South Korea
launched a mmWave-based 5G communication system at
the 2018 winter Olympics, while Japanese operators have
planned to demonstrate their 5G system in 2020 during the
summer Olympics in Tokyo [18].

The European Commission (EC) has also launched several
5G research and development projects in two innovation and
research funding programs, namely the Seventh Framework
Program for Research and Technological Development (FP7)
and the Horizon 2020 (H2020). In FP7, the projects aim
to explore the requirements, functionalities and architectures
for beyond 4G and 5G communication networks. Whereas,
in H2020, the projects are focusing more deep into the net-
work softwarization and/or virtualization, network slicing,
common test-beds, applications, spectrum, access network,
security, etc. The EC has placed the digitization of various
vertical industries such as automotive, healthcare, agriculture,
etc. on the core of its 5G action plan published in 2016 [19].
Moreover, the commission is closely collaborating with the
EU member states in order to ensure that its 5G action plan
is efficiently and coordinately implemented step-by-step –
aiming to make the dream of 5G into a reality for all citizens
and verticals by the end of this decade [19].

On the other hand, various telecommunication vendors,
operators and research institutions have also been contribut-
ing to the research and development of various aspects of
5G systems such as key technologies and enablers, spectrum,
requirements, network architecture, use-cases, applications,
etc. They have reported the progress of their contributions in
a number of white-papers including [20]–[38]. These white-
papers are listed in an ascending order along with a summary
of their key contributions in Table 2.

Moreover, standardization organizations around the world
have already initiated the standardization process for a global
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TABLE 1. List of important acronyms.

5G radio interface. The 3rd Generation Partnership Project
(3GPP), as one of the well-know organizations, has been
actively involved in the standardization process of communi-
cation systems since the end of last century. Their standards
of 5G have been proposed for the first time in their Release
(Rel.) 15 , with further progresses in the undergoing Rel. 16.
The 3GPP 5G standards are expected to become available
for commercial deployment and service delivery between
2020 and 2030.

A. THE 5G AMBITIONS
5G is supposed to provide significant advances in all aspects
of performance, including a 1000-fold growth in system
capacity, an enhanced connectivity to at least 100 billion
devices, 10 Gbpsmaximum and 100Mbps average individual
user experience, prolonged battery life with 1000-fold lower
energy consumption per bit, a 90% reduction in network
energy usage, support to 500 km/h mobility for high speed
users (e.g. high speed trains), a 3-fold increase in spectrum
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TABLE 2. A summary of individual white papers focusing on 5G communication system.

efficiency, perception of 99.99% availability, 100% coverage,
and latency from 1 to 10 milliseconds [20], [39]. In order to
achieve these goals and fulfill the requirements of end-users
and industry beyond 2020, drastic improvements and dis-
ruptive innovations of emerging mobile network architecture
design are needed, on both physical and upper layers. This
improvement and reconstruction of network architecture do
not only increase system level performance but also enhance
energy efficiency and decrease CAPEX and OPEX.

Enhancing energy efficiency is a key pillar in the devel-
opment, standardization and deployment of 5G mobile com-
munication system. With full deployment of 5G mobile
networks, there will be millions of Base Stations (BSs)
and billions of connected devices around the globe that
need for energy-efficient operations and systems. For the

time being, the Information and Communication Technology
(ICT) industry and systems are responsible of 5% of world’s
Carbon Dioxide (CO2) emissions [40]. This level of emission
is increasing globally along with the increases of connected
devices, networks, and data/VoIP traffic. Moreover, it is pre-
dicted that 75% of ICT sector will be wireless by 2020, there-
fore, energy consumption of the ICT industry is considered
as one of the main global environmental concerns. In order to
reduce energy consumption and to decrease the CO2 emis-
sions globally, new approaches to wireless communication
networks are demanded [41].

Every single 5G technology has its own impact on both
the CAPEX and the OPEX of a mobile operator. Some of
the technologies decrease the costs such as virtualization
of network functions, expectedly by about 30% [42], while
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FIGURE 2. 5G mobile communication service categories.

some will increase the costs such as the limited propagation
characteristics of high-frequency spectrum. The study [43]
shows that mobile operators spend 60-80% of CAPEX
on RAN technologies. On the other hand, China Mobile
Research Institute (CMRI) claims that by adopting C-RAN,
a 15%-reduction in CAPEX and a 50%-reduction in OPEX
can be achieved [44]. Therefore, it is important to consider
the appropriate deployment of each of the use-cases in order
to reduce the Total Cost of Ownership (TCO) of an operator.

B. THE 5G SERVICE CATEGORIES
The development of 5G communication systems focuses on
three fundamental issues, namely increased capacity, mas-
sive connectivity and diverse set of services [20]. As shown
in Fig. 2, the International Telecommunication Union (ITU)
has classified all 5G communication services into three
categories: enhanced Mobile Broadband (eMBB), massive
Machine-Type Communications (mMTC) and Ultra-Reliable
Low-Latency Communications (URLLC). The eMBB is
expected to meet the ordinary end-user demands, i.e., higher
bandwidth for Internet access suitable for web browsing,
virtual reality, streaming of High Definition (HD) videos, etc.
ThemMTC aims at services for massive amount of connected
devices and machines, e.g., smart city, smart agriculture,
sensor networks, smart metering, etc. The URLLC tends
to serve latency-critical applications such as autonomous
driving, factory automation and remote surgery, which usu-
ally require sub-millisecond latency with packet loss rate
below 10−5 [21].

The aforementioned service categories of 5G systems shall
also provide support to a variety of vertical industries [45],
including health-care, manufacturing, automotive, logistic,
energy, environment, construction, etc., as shown in Fig. 3.
These industries call for various use-cases with different

QoS requirements, which eliminates the traditional one-size-
fits-all network architectural approach from the utilization
of 5G and beyond communication technologies. In order
to efficiently accommodate vertical use-cases along with
increased user demands over the same network infrastructure,
5G requires an architectural optimization and reconstruction
with respect to the current deployment. The network will
be logically sliced into different virtual networks, a.k.a. the
network slices, in order to meet diversified service require-
ments and provide flexible support to various application
scenarios [46]. In addition, the technology of network slicing
also allows the operators to partition their networks in a
structured, elastic, scalable and automated manner.

C. THE 5G KEY ENABLERS
The key enabling technologies of 5G communication sys-
tem are from both wireless and networking areas. In the
field of networking, MEC, SDN, NFV and network slicing
are considered to be the main key enabling technologies
of 5G. In the field of wireless, massive MIMO, Ultra-Dense
Networking (UDN), novel multiple access, and all-spectrum
access are of 5G’s interest. In addition, technologies such as
Device to Device (D2D) communication, flexible duplex, full
duplex, mmWave, device-centric architectures, etc., are also
considered as 5G key enabling technologies [7], [11], [47].
We provide a detailed discussion on some of these key
enabling technologies in Sec. IX.

D. THE 5G SPECTRUM
The 5G mobile communication system needs new spec-
trum (both licensed and unlicensed) in order to fulfill the
requirements of mobile phone users and vertical industries.
Worldwide, there are significant on-going efforts to identify
suitable spectrum, which also includes bands that can be used
in as many countries as possible to enable global roaming.
Extremely high-frequency spectrum is considered as one of
the most prominent candidates. According to [42], the fre-
quency spectrum for 5G is broken into three sections: low-
band, mid-band and high-band. The low-band spectrum is
below 1 GHz, the mid-band spectrum spans from 1 GHz to
6 GHz and the high-band spectrum is above 24 GHz, which
is often called millimeter waves band [42]. Each band has
its unique characteristics that suit for certain deployment sce-
narios. More specifically, the low-band has good propagation
characteristics, which is beneficial for covering a large area.
However, it has limited capacity due to the lack of bandwidth.
The mid-band provides a coverage that is feasible for urban
deployment, with an increased capacity. The high-band has
the most limited coverage, while providing a high capacity
with its richness of available spectrum [23].

E. THE 5G MOBILE NETWORK ARCHITECTURE
In order to meet 5G requirements, a new architecture is
required to accomplish a total network revolution. The
5G network architecture is consisted of a simplified
but efficient core network with control and forwarding
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FIGURE 3. 5G mobile communication ecosystem.

functions, and a high-performance access network. As illus-
trated in Fig. 4, the 5G logical network architecture is
composed of Access Plane, Control Plane and Forwarding
Plane [22]. The access plane is consisted of various types
of BSs and access devices. There is an enhanced interac-
tion and rich networking topology among BSs and wireless
devices, which leads to flexible access cooperative control
and higher resource utilization. The control plane is in charge
of generating of global control strategy for the entire network.
The forwarding plane is responsible for forwarding of traffic
from all network devices and resources. The efficiency and
flexibility of data forwarding can be achieved through sched-
ule policies generated by the unified control plane. From
the infrastructural point of view, as Fig. 4 further shows,
a 5G network is composed of Access Network, Metropolitan
Area Network (a.k.a. Aggregation Network) and Backbone
Network. The control functions can be categorized into core
network control functions and access network control func-
tions. The core network control functions are deployed cen-
trally within the aggregation and backbone networks, while
the access network control functions are deployed at the
edge of the mobile network or integrated into the BS in

order to provide supports to low latency and high reliability
services.

So far, we have thoroughly discussed the characteristics,
requirements, applications, network architecture and other
crucial aspects of 5G mobile communication. In coming
sections, we are going to take a detailed look to various
RAN architectures proposed for 5G mobile network. The
interested readers will learn that 5G access network is a
multi-layer heterogeneous network in order to satisfy various
use-case scenarios and applications. It is a comprehensive
domain of 5G network consisting of various types of RAN
architectures and a combination of macrocell, microcell,
femtocell, picocell, and unified multi-access technologies,
which together improve cooperative processing efficiency of
cell edge and utilize backhaul/fronthaul resources. Moreover,
we will also take a look to new RATs for 5G communica-
tion system. The 5G RATs not only enhance performance in
the RAN, however, they also introduce more choices so that
operator can utilize them in various scenarios. But, first we
are going to thoroughly discuss the historical and legacy RAN
architectures of mobile communication networks in the next
section.
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FIGURE 4. 5G mobile network architecture.

III. THE EVOLUTION OF RAN ARCHITECTURES
Along the history of mobile network evolution, every archi-
tectural innovation is driven by new requirements of mobile
communication services that cannot be satisfied by legacy
systems, which have inherited shortages in their outdated
architecture. In order to address the RAN architecture for
5G mobile systems, it is essential to track back the develop-
ment of previous and current RANs. In this section, we are
going to discuss the concept and architectural evolution of
RAN in various historical and legacy systems.

A. THE BASE STATION SUBSYSTEM (BSS)
The BSS is the core of 2G RAN architecture [48], which is
standardized as part of the Global System for Mobile Com-
munication (GSM). The main goals of the BSS are to provide
network coverage for a desired area and to perform radio and
mobility functions. The coverage area of every BSS spans
over multiple small areas, which are called cells [49]. Each
cell is served by at least one fixed-location transceiver or the
Base Transceiver Station (BTS). In regions such like Europe,
the term cell is also known as sector. In contrast, in the
USA a cell refers to the coverage area of a single BTS that
consists of a group of sectors, and is typically divided into
three sectors [50]. A set of cells served by the same Base
Station Controller (BSC) is called a cluster. The size, shape,
capacity and network coverage of a cell depend on both the
user density and the topography. A cellular network enables
a large number of Mobile Stations (MSs) in its coverage area
to communicate with each other, with MSs of other mobile
operators and with fixed landline telephones.

In order to support a large number of MSs within a lim-
ited spectrum, the concept of frequency reuse was devel-
oped. In this concept, the same frequency can be reused
by multiple BSs that are sufficiently spaced apart (geo-
graphically/physically) [49]. Radio channels are distributed
over a cell area in such a way that co-channel interference

is insignificant. Assume a cellular system with S available
duplex channels and let N be the number of cells in a cluster,
where each cell uniformly allocatesK duplex channels. Then,
the disjoint channel groups would be S = KN. If the cluster
pattern is repeated M times within a region, the total number
of duplex channels will be T = MS = KMN. Hence, we can
conclude that by deploying of frequency reuse, it achieves
a capacity gain proportional to the number of times a cluster
pattern is repeated. As shown in Fig. 5 (RAN 1), the available
spectrum is divided into seven frequency bands (F1-F7) and
each band is allocated to a cell. The allocated spectrum can be
reused elsewhere considering a sufficient inter-cell distance,
e.g. RAN 2.

As shown in Fig. 5 (RAN 1), the BSS consists of the BTS,
the BSC, the Air-interface, the Abis-interface and the
A-interface. In GSM networks, BTS is the first element with
direct wireless connection to MSs. It consists of antennas
and radio front-end hardware in order to communicate with
MSs over radio link. The BSC is responsible for the mobility
management and radio resource management of all BTSs
their connected MSs. A typical BSS includes tens of BSCs
and hundreds of BTSs. These nodes and the entire BSS
architecture bridge the gap between millions of MSs and
the GSM Core Network (CN). The air-interface connects the
MSs and the BTS, and allows MSs to communicate with
each other. The abis-interface (typically an E1 link) is used
to connect BTSs to the BSC. It is a channelized Time Divi-
sion Multiplexing (TDM) link, where each user connection
requires 16 Kbps or 8 Kbps depending on the modulation
scheme [48]. The A-interface (combination of multiple E1s)
is used to connect BSCs to the CN.

B. THE GENERAL PACKET RADIO SERVICES
BSS (GPRS BSS)
The importance of Internet for portable devices increased
in mid-1990s. In 1997, the European Telecommunications
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FIGURE 5. GSM/GPRS RAN architecture.

Standards Institute (ETSI) certified the specifications
of GPRS, which was fully accomplished in 1999 [51]. The
GPRS technology started its integration into the cellular net-
works in 1999, but became commercially available in 2001.
Adding GPRS functionalities to the GSM network has actu-
ally brought necessary changes in the network architecture,
particularly in the BSS.

The GPRS uses packet-switching, where the available
capacity is shared among many users, so that the waste
of bandwidth is decreased to a low level. In comparison
to circuit-switching, packet-switching is more efficient with
bandwidth utilization [51]. Packet-switching is considered
as a turning point in the history of cellular communication,
which opened the door for research and development of 3G
and beyond technologies. A comparison between packet
switching and circuit switching techniques along with their
pros and cons is thoroughly described in [51], [52].

The GPRS and GSM operate alongside one another using
the same BSS architecture. As GPRS provides a move from
circuit to packet switching, it calls for an upgrade of the BSS
architecture. As shown in Fig. 5 (RAN 2), a new element,
the Packet Control Unit (PCU), was added to the BSS. Mean-
while, existing elements and interfaces were also modified.
The GPRS/GSM standards allow the PCU to be positioned
at various locations within the network, i.e., close to BTS,
BSC or CN. The most common deployment position of the
PCU is close to the BSC as shown in Fig. 5 (RAN 2) [51].
In addition to the PCU, at least one separate E1 link from
BSC to BTS is needed to support GPRS services, e.g. web
browsing and file downloading. This link does not change
the basic architecture of BTS or the protocol requirements of
an E1 [51].

C. THE GSM/ENHANCED DATA RATE FOR GSM
EVOLUTION (EDGE) RAN (GERAN)
The GERAN is the access network for EDGE, which is spec-
ified in GSM Phase 2+ Rel. 98 [53], and further improved

FIGURE 6. The GERAN architecture.

in 3GPPRel. 5 and Rel. 6 later on [53]. The Rel. 5 specifies an
interface called Iu, which connects GERAN to 3G CN. This
leads to a new architecture for GERAN and significant modi-
fications to its radio protocols [53], as illustrated in Fig. 6. The
Rel. 6 specifies major enhancements on the physical layer
for GERAN.

The main motivation of the GERAN implementation is to
improve the data rate of GSM/EDGE network and to increase
end-users’ satisfaction. More specifically, the EDGE aims
to increase the data transmission rate per radio time-slot
by enhancing the Gaussian Minimum-Shift Keying (GMSK)
modulation used in GSM/GPRS networks. The radio inter-
face in the GERAN uses GMSK with 8 Phase Shift Keying
(8-PSK) [54], which transmits three bits per symbol (instead
of one bit per symbol as in GSM/GPRS networks). This
evolution in modulation scheme increases the peak bit rate
from approximately 20 Kbps to around 60 Kbps per timeslot.

The general architecture of GERAN is presented in Fig. 6.
The Um interface is used to connect the MS with the BTS
of the GERAN, the Gb interface is used in GSM/GPRS
to connect Serving GPRS Support Node (SGSN) and BSS,
while the A interface is used to connect BSS and 2G Mobile
Switching Center (MSC) which are supported by GERAN.
There are two new interfaces in GERAN, the Iu and
the Iur-g. The former, as aforementioned, connects GERAN
with the CN. The latter connects GERAN with RANs of
other architectures, such as GSM/GPRS or Universal Mobile
Telecommunications System (UMTS) RANs.

D. THE UMTS TERRESTRIAL RADIO ACCESS
NETWORK (UTRAN)
The UTRAN for UMTS was standardized for the first time
in 3GPP UMTS Rel. 99 at the end of 1999 [55]. The UTRAN
is built up on existing standards, therefore is strongly influ-
enced by previous RAN architectures. The following release
of UMTS specifications was originally known as Rel. 2000,
and then decomposed into two 3GPP specification releases,
namely Rel. 4 and Rel. 5. The former specifies all optional
changes in the circuit-switched side of UMTS CN. Whereas
the latter defines the IP multimedia subsystem, High Speed
Packet Downlink Access (HSDPA) and other multimedia
mechanisms [56], [57].
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FIGURE 7. The UTRAN architecture.

We provide an example of the UTRAN in Fig. 7. As illus-
trated, the UTRAN consists of one or more Radio Network
Subsystems (RNSs), each comprises of at least one Radio
Network Controller (RNC) and a number of BSs [58], [59].
The BS and air interface in the UTRAN are called Node B
and Uu, respectively. The Uu interface uses Wideband Code
Division Multiple Access (WCDMA), which is based on
Direct Sequence Spread Spectrum (DSSS) and CodeDivision
Multiple Access (CDMA), in order to achieve higher speed
and support more simultaneous user links in comparison
with Time DivisionMultiple Access (TDMA) and Frequency
Division Multiple Access (FDMA). The RNC communicates
with Node B and the CN over two transmission links, known
as the Iub interface and the Iu interface, respectively. There
are two types of Iu interfaces: one for circuit-switching CNs
and the other for packet-switching CNs. The RNC is the
central element of the UTRAN, which is responsible for the
mobility management of UE and Radio Resource Manage-
ment (RRM) of all attached cells. Moreover, the RNC is also
responsible for the setup, release and maintenance of Radio
Barriers (RBs) [58].

The density of end-users and BSs vary from one location
to another (see Fig. 7), therefore, the design requirements
of UTRAN also strongly dependents on the terrain. The
main differences between various terrains such like urban,
suburban, and rural areas are the population density and the
required capacity. In rural areas, due to the low population
density, a lower number of Node B stations is required
in order to provide network coverage. In suburban areas,
the density of the UEs is higher than that in rural areas. There-
fore, it requires more Node B stations to achieve the same
coverage. In urban areas, the number of UEs is undoubtedly
higher and requires a dense deployment of Node B stations.
It is a common strategy to densify BSs in the RAN so as
to improve the data rate in user-dense areas. However, this
leads to further challenges in networks, such as stronger
interference and frequent handovers. In order to mitigate
interference between adjacent Node B stations, BSs shall be
installed sufficiently distant apart from each other. A typi-
cal density of BSs in UTRAN ranges between 4 to 5 BSs
per km2 [60].

FIGURE 8. The E-UTRAN architecture.

E. THE EVOLVED UTRAN (E-UTRAN)
The E-UTRANwas standardized for the first time along with
LTE in Rel. 8 and Rel. 9 [61], [62]. Unlike the UTRAN
and BSS, the E-UTRAN consists of no centralized controller
but only base stations (eNode B), as illustrated in Fig. 8.
Therefore, E-UTRAN is considered as a flat RAN in compar-
ison to previous RANs [63]. The eNodeBs are interconnected
with each other through X2 interface, and to the Evolved
Packet Core (EPC) through S1 interface. Additionally, every
eNodeB is connected to the Mobility Management Entity
(MME) and the Serving Gateway (S-GW) through S1-MME
and S1-U interfaces, respectively. The interface that connects
eNobeB with the UEs is known as LTE-Uu [64].

Unlike previous RANs, the E-UTRAN integrates all func-
tions including RRM, header comparison, security, etc., into
the eNodeBs, which leads to a reduced latency and an
improved efficiency [63]. In LTE, multiple EPC nodes, i.e.
MME/S-GW, serve a single eNodeB through the S1 interface.
This scheme provides a possibility for load sharing and elim-
inates the risk of single-point failure for the EPC nodes.

The Uu interface uses two different techniques to improve
user experience for broadband data communications. The
downlink is based on Orthogonal Frequency Division Mul-
tiplexing (OFDM) waveform and the uplink is based on
Single-Carrier Frequency Division Multiplexing (SC-FDM)
waveform. The S1 interface is splitted into a control plane
and a user plane. The protocol structure over S1 is completely
IP-based, and has neither dependency nor legacy with Signal-
ing System No. 7 (SS7) network as was the case with UMTS
and GSM networks. The control plane is based on Stream
Control Transmission Protocol/IP (SCTP/IP) stack, while
the data plane is based on GPRS Tunneling Protocol/User
Datagram Protocol 5/IO (GTP/UDP5/IP) stack [65]. The
X2 interface is used to exchange two kinds of information,
the mobility and load/interference. The intra-LTE mobility
has the highest priority in E-UTRAN, and therefore triggers
the X2 interface by default, unless there is no X2 interface
between source and destination eNodeBs. The exchange of
load information over the X2 interface can be further divided
into two types: the load balancing process, in which the
information is used to balance the load; and the interference
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FIGURE 9. A traditional macro base station.

coordination process, in which the information is used to
optimize some RRM processes. Protocol stacks of both user
and data planes over the X2 interface are the same as those
of S1, except for that X2-AP is substituted with S1-AP. This
leads to simplify the data forwarding procedure [63].

LTE-A is standardized in Rel. 10 [66]. Themain features of
Rel. 10 are increased data rates (3Gbps downlink and 1.5Gbps
uplink), allowing the combination of up to five separate
carriers to enable bandwidths up to 100MHz, higher order
MIMO antenna configurations of up to 8*8 in/for downlink
and in/for 4*4 uplink, relay nodes to support heterogeneous
networks containing awide variety of cell sizes, and enhanced
Inter-Cell Interference Coordination (eICIC) to improve per-
formance towards the cell edge [50]. Further improvements
of the E-UTRAN were brought later in releases (Rel. 11 -
Rel. 14), by supporting services such as NarrowBand Internet
of Things (NB-IoT), mMTC and D2D communications.

F. DISTRIBUTED-RADIO ACCESS NETWORK (D-RAN)
In the RAN architecture of 2G mobile networks (BSS),
all radio and baseband processing functions are integrated
into the BSs. A traditional BS consists of two functional
devices, the Digital Unit (DU) and the Radio Equipment
Controller (REC). The DU is responsible for functions such
as amplification, modulation and demodulation, frequency
conversion, radio frequency filtering, digital-to-analog and
analog-to-digital conversion, whereas the REC is responsible
for baseband signal processing, controlling and managing
of BSs, and interfacing with the RNC [67]. We provide an
example of a traditional macro BS in Fig. 9, where theDU and
REC functional electronics are placed at the base of the tower
and connected using coaxial cable with the antenna located at
the top of the tower.

As shown in Fig. 10, the radio and signal process-
ing units of a traditional macro BS are separated from
each other in UTRAN and E-UTRAN. The radio unit,
which is set close to the 3G/4G macro BS is called
Remote Radio Head (RRH) or Remote Radio Unit (RRU).
The baseband signal processing unit, which is located in
a convenient and easily accessible location, is called

FIGURE 10. Traditional D-RAN architecture, where RRHs and BBUs are
separated, however, every RRH is connected to its own dedicated BBU
through fronthaul.

Baseband Unit (BBU) or Data Unit (DU). The BBU dynami-
cally allocates network resources to its corresponding RRHs
with respect to the network requirements [68]. The RRH
directly communicates with the end-user and is confined
only to the RF functions. This RAN architecture is called
the D-RAN (see Fig. 10). Each RRH is interconnected to
its corresponding BBU through a transport network using
Common Protocol Radio Interface (CPRI) in order to trans-
mit In-phase and Quadrature (IQ) signal. Both optical fiber
and microwave can be deployed for the link between RRH
and BBU, which is called the fronthaul. According to [69],
the distance between BBU and RRH in a same network can
reach up to 40 km, which leads to processing and propaga-
tion delays. Meanwhile, a white-paper published by EXPO
suggests that the length of optical fiber connecting RRH and
BBU should be limited to 15-25 km [70], which is therefore
the recommended length limit of fronthaul links. The link
between BBU and CN is called the backhaul. It carries user
data, control and management data, and handover data that
are exchanged between eNBs. For the backhaul link, optical
fibers are commonly deployed in transport networks.

To the best of our knowledge [67], [69], [71], the D-RAN
is an efficient RAN solution for 3G and 4G mobile networks.
Nevertheless, it is neither scalable, nor efficient enough to
deliver the high bandwidth, low latency and cost efficient
services expected by 5G. Therefore, we do not consider
D-RAN as a competitive RAN solution towards 5G in this
study.

IV. CLOUD-RADIO ACCESS NETWORK
As we have discussed in subsection III-F, all radio and base-
band processing functions in 2G RAN are integrated into
the BS. In contrast, with the deployment of D-RAN in 3G
and 4G mobile networks, radio and baseband processing
functions are splitted into two separate nodes, namely RRH
and BBU. As the amount of user-data has been increasing
with regard to various QoS requirements, network operators
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FIGURE 11. The C-RAN architecture, where RRHs and BBU are separated,
however, all RRHs are connected to a shared and centralized baseband
processing unit in a virtualized BBU pool through fronthaul.

are forced to fulfill these requirements through centralization
and cloudification of BBUs and their corresponding RRHs.
This new centralized and cloudified RAN, where network
resources are pooled in a centralized BBU pool, is known
as C-RAN [72], [73].

C-RAN was initially proposed by IBM under the name
Wireless Network Cloud (WNC) [74]. Later, it was described
with further details in a CMRI white paper [73]. As depicted
in Fig. 11, the main concept behind C-RAN is to separate
all BBUs from their corresponding RRHs, and to pool them
into a centralized, cloudified, shared, and virtualized BBU
pool. Every RRH is connected through a fronthaul link to its
corresponding BBU pool. Every BBU pool is able to support
up to tens of RRHs, and connected through a backhaul link
with the core network. The C-RAN architecture decreases
the CAPEX and OPEX of MNO, reduces the energy con-
sumption, increases the network scalability, simplifies net-
work management and maintenance, improves the spectral
efficiency and the network throughput, and facilitates load
balancing.

The C-RAN embeds cloud computing into the RAN archi-
tecture of 5G [73]. It is initially based on two main tenets: the
centralization and the virtualization of baseband processing.
The centralization aims to optimize network performance,
decrease energy consumption, and increase spectrum effi-
ciency. Meanwhile, the virtualization of baseband process-
ing aims to decrease the CAPEX and OPEX of 5G mobile
networks.

A. TYPES OF C-RAN
With respect to the splitting of functions between RRH and
BBU, C-RAN can be categorized into two types: Fully Cen-
tralized C-RAN and Partially Centralized C-RAN.

• In a fully centralized C-RAN, all functions related to
Layer 1 (such as sampling, modulation, resource block
mapping, antenna mapping, quantization, etc.), Layer 2

FIGURE 12. The fully centralized C-RAN solution, where all functions
related to Layer 1, Layer 2, and Layer 3 are located in the BBU.

(such as transport-media access control), and Layer 3
(such as radio resource control) are located in the BBU
(as shown in Fig. 12). Some key advances that fully
centralized C-RAN brings to 5G mobile network are
easy expansion of network coverage, easy upgrading of
network capacity, support to multi-standard operation,
enhancement of network resource sharing, and support
to multi-cell collaborative signal processing. Despite
all these advantages, fully centralized C-RAN faces
two major challenges: the high bandwidth requirements,
and the transmission of baseband I/Q signal between
RRH and BBU [73]. Fully centralized C-RAN solu-
tion together with open platforms facilitate the devel-
opment and the implementation of Software Defined
Radio (SDR). This leads to an upgrade of the air inter-
face through software, which furthermore helps upgrade
RAN architecture more conveniently and provides sup-
port to multi-standard operation.

• In a partially centralized C-RAN, radio and base-
band processing functions are integrated into the RRH,
whereas all functions related to high layers are integrated
into the BBU (as shown in Fig. 13). It specifically
means that L1 related functions are located in RRH,
whereas L2 and L3 related functions are located in BBU.
Partially centralized C-RAN requires low transmission
bandwidth between RRH and BBU, because the base-
band processing is shifted from the BBU to the RRH.
However, it also leads to some challenges, such as low
flexibility in network upgrades and less convenience for
multi-cell collaborative signal processing.

Both fully and partially centralized C-RANs have been
studied and developed from various perspectives aiming to
fulfill the requirements of 5G. The deployment of either of
them depends on the network characteristics. In both cases,
if the service provider is interested to expand the network
coverage or split the cell in order to improve the capac-
ity, it will be easy to deploy new RRHs and subsequently
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TABLE 3. A summary of major works related to C-RAN in 5G mobile network.

FIGURE 13. The partially centralized C-RAN solution, where Layer 1
functions are integrated in RRH, however, Layer 2 and Layer 3 related
functions are located in BBU.

connects them with the BBU pool. On the contrary, if the
service provider notices an increasing network load, it will
only require to upgrade the hardware in the BBU pool so as
to increase the processing capacity. It is worth noting that with
the deployment of C-RAN, the static coupling between RRH
and BBU is loosed. The RRH is no longer connected to a
dedicated physical BBU. Instead, every RRH is connected to
a virtual BS that is located in the BBU pool through a real-
time virtualization technology.

B. STATE-OF-THE-ART
C-RAN has attracted a significant attention from research
community. There have been numerous studies, which inves-
tigate C-RAN from various aspects. In the rest part of this

subsection, we discuss energy consumption, security treats,
CAPEX/OPEX, performance, spectrum and mobility man-
agement aspects of 5GC-RAN.Moreover, we review existing
survey and white papers, which explore various dimensions
of C-RAN. Finally, we summarize the review of state-of-the-
art related to C-RAN in Table 3.

1) ENERGY CONSUMPTION
Due to centralization of baseband processing functions
in C-RAN, the number of BS sites is reduced to several folds.
Therefore, the number of air conditioning and site support
equipment is also decreased [73], [75]. On the other hand,
distance among RRH and UE is reduced thanks to cooper-
ative radio technology that is also used to lower interference
among RRHs. Both of these unique characteristics of C-RAN
lead to decrease energy consumption in 5G mobile network.

Energy consumption in C-RAN has been studied to some
extent, however, it is still in nascent stage that needs fur-
ther research. In [76], the authors discover the minimiza-
tion of downlink power in C-RAN considering coordinated
transmission problem. Whereas [77] proposes a resource
utilization framework that is claimed to dynamically change
transmit power in order to meet capacity demand of end-
users. Efficient energy saving schemes are also crucial
in C-RAN. Hence, the results obtained in [78] demonstrate
that their proposed energy saving schemes save significant
amount of energy in comparison to traditional RANs.

Reducing computation complexity in C-RAN plays a sig-
nificant role in the decreasing of energy consumption. This
has proved in [79], where the authors propose a pre-coding
scheme aiming to reduce computation complexity. Energy
consumption in the C-RAN is also analyzed based on queu-
ing theory using Ethernet-based Time Division Multiplexing
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Passive Optical Network (TDM-PON) as optical fron-
thaul in [80]. Moreover, power consumption of different
RANs assuming various level of centralization of base-
band functions is examined in [81]. In [82], [83] a com-
parative analysis of power consumption of various C-RAN
deployment scenarios is provided. The results claim that
C-RAN saves 75% of total energy consumption. Last but not
least, [84]–[86] explore energy efficiency of fully-centralized
C-RAN considering power consumption of radio and trans-
port segments.

2) SECURITY
Number of cyber-attacks are increasing day by day, therefore
network security is a concern for C-RAN as well. C-RAN
architecture faces various security threats such as eaves-
dropping and jamming in the physical layer, using Media
Access Control (MAC) spoofing to impact Network Interface
Controller (NIC) of various nodes’ MAC addresses in the
MAC layer, IP spoofing and IP hijacking in network layer,
Transmission Control Protocol (TCP) flooding attacks in the
transport layer, andmalware and File Transfer Protocol (FTP)
attacks in the application layer [87].

So far, a small number of studies has been carried
out to explore possible solutions to security threat in
C-RAN [75], [87]–[90]. In [87], the authors present a detailed
survey on C-RAN security with primary focus on security
threats and attacks based on three logical layers namely, phys-
ical plane, control plane, and service plane that are proposed
as parts of logical structure of C-RAN in [75]. Reference [90]
proposes wireless channel security with channel estimation
errors. Whereas, [89] investigates security threats related to
spectrum. Lastly, the authors of [88] propose a user-centric
security resource allocation mechanism in the C-RAN.

3) CAPEX/OPEX
The splitting of L1, L2 and L3 functions among BBU and
RRH reduces CAPEX and OPEX in C-RAN. There exists
a considerable body of literature on both expenditure and
operational costs of C-RAN. For example, the authors in [69]
analyze that 80% of total CAPEX of a network operator is
spent on RAN architecture and 41% of total OPEX of a single
cell site is spent on power consumption. Moreover, the CMRI
in [73] finds that by adapting of C-RAN, 15% of CAPEX and
50% of OPEX reduction can be achieved.

The deployment costs of BSs, transport networks, and data
center in C-RAN are analyzed in [91] using various spatial
point processes. In [92], the authors propose a framework in
order to find out optical BS clustering scheme in C-RAN.
The results show that proposed framework reduces 12.88%
of deployment cost. Furthermore, [93] models and compares
the cost of three BBU strategies including BBU stacking,
BBU pooling, and C-RAN BBU. The results obtained in the
paper show that C-RAN BBU is appropriate solution from
cost saving perspective. Lastly, the authors in [94] propose
a network planning framework, which optimizes the cost
deployment of C-RAN in 5G mobile networks.

4) PERFORMANCE
The deployment of C-RAN has attracted significant attention
due to its high flexibility and performance. The transmission
link between BBU and RRH in C-RAN is either dedicated
fiber or microwave, therefore, high bandwidth services can
be delivered in ultra low latency, which leads to increase
overall performance of the system [95]. Moreover, with the
deployment of C-RAN, the downlink data rates at the cell
edge can be improved up to 40%-70%, and uplink data rates
at the cell edge can be improved by up to 2-3 folds [95].

The performance of various 5G RANs including C-RAN
is evaluated in [96], whereas, [90] investigates reliability
performance of downlink in the C-RAN considering Channel
Estimation (CE) errors. Furthermore, in [97], the authors
investigate performance improvement of C-RAN aiming to
minimize power consumption of the network. However,
[98] analyzes the performance of C-RAN, where RRHs are
assumed to aid macro BS in the transmission.

5) SPECTRUM
The spectrum is approaching to its theoretic limit, on the other
hand, deployment of various technologies in the RAN archi-
tecture of 5G system makes the network dense [75]. There-
fore, operators are forced to find efficient mechanisms in
order to increase spectrum efficiency in the future networks.
As discussed earlier, one of the possible ways to increase
spectrum efficiency in 5G mobile network is the deployment
of C-RAN. So far, a few number of investigations have been
carried out by many researchers aiming to increase spectrum
efficiency in the C-RAN. Among them, [99] investigates the
pros and cons of licensed and unlicensed spectrum of various
candidate technologies for the fronthaul of C-RAN towards
5G mobile network.

6) MOBILITY MANAGEMENT
Among numerous advantages of C-RAN, enhanced mobility
management is considered one of the key topics that has
extensively been studied. In [100], the authors propose loca-
tion based algorithms in order to cluster towers, and pack
BBU clusters based onmobility and traffic patterns prediction
in the C-RAN. The results in the paper claim that 34.8%
improvement in QoS is obtained. Reference [101] explores
that dynamic assignment of computing resources in the
C-RAN generates a new class of handover, which has neg-
ative impact on the QoS. The authors claim that based on
the proposed algorithm, the total number of handovers in
C-RAN is reduced by 20% in comparison to traditional RAN
architecture. On top of that, the authors in [102] analyze
handover performance in C-RAN. The results in the paper
claim that C-RAN architecture plays a significant role in
decreasing of handover delay, moreover, it eliminates the risk
of end-user losing its connection.

7) SURVEY AND WHITE PAPERS
Despite above discussed technical papers, a number of sur-
veys related to the C-RAN has been published so far.
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TABLE 4. A summary of contributions by mobile operators and vendors to the C-RAN in 5G networks.

These survey papers explore C-RAN from various per-
spectives such as security [87], architecture [69], [75] and
NFV/SDN [103]. On the other hand, the world well-known
MNOs and vendors including China Mobile [73], IBM [74],
Telefonica [95], Fujitsu [104], Ericson [105], Huawei [106],
ZTE [107], NEC [108], Intel [109], and Texas Instru-
ments [110] have also investigated various dimensions
of C-RAN, we have summarized their key contributions
in Table 4.

To conclude, mobile operators can benefit from vari-
ous advantages of C-RAN such as reduced CAPEX/OPEX,
decreased power consumption, low latency, improved effi-
ciency in resource allocation, increased flexibility during net-
work upgrading, and enhanced adaptability to non-uniform
traffic. Moreover, there are many other key advantages that
C-RAN brings to 5G wireless communication system. All
these advantages are thoroughly discussed in [72], [73],
[104]. Despite above-mentioned key advantages, the deploy-
ment of C-RAN in 5G mobile networks leads to various lim-
itations, which open new research challenges that are needed
to be addressed before its implementation. Some of the major
limitations include network security, transportation latency,
cooperative transmission and reception, virtualization of BS,
etc. We provide a detailed discussion on some of the major
research challenges related to the C-RAN in Sec. X.

V. HETEROGENEOUS CLOUD RADIO ACCESS NETWORK
A. HETEROGENEOUS NETWORK
The RAN architecture of 5G mobile network is more hetero-
geneous in comparison to the RAN architectures of legacy

LTE/LTE-A networks. The authors in [60] predict that den-
sity of BSs in 5G RAN is highly anticipated to come up
to 40 – 50 BSs/Km2. Moreover, data traffic demand in cellular
networks is also increasing day by day. Therefore, further
improvements in system capacity and spectral efficiency are
needed to fulfill the requirements of end-users beyond 2020.
One possible way to achieve this goal is to deploy small cells
over existing macrocellular layout, which is called Hetero-
geneous Cellular Layout. The well-known theory of Shanon
shown in (1) does also express this fact. As shown, approx-
imate total capacity of a system is (Csum). The Bi is the
bandwidth of ith channel, Pi denotes the signal power of
the ith channel, and Np is the noise power. It is clear that
Csum is equivalent to the sum capacity of all subchannels.
In order to increase Csum, we need to deploy more macro-
cells and small cells, which leads to a heterogeneous cellular
environment (see Fig. 14). In a heterogeneous cellular layout,
the macrocells tier is used to provide wide coverage and
seamless mobility over large geographic areas, whereas small
cells are deployed to improve coverage and increase capacity
by moving computation and communication nodes close to
the end-users.

Csum ≈
∑

HetNets

∑
Channels

BiLog2

(
1+

Pi
Np

)
(1)

The small cells/low-power nodes encompass a broad
variety of cell types, such as femtocell, picocell, and
microcell [111]. These low-power cells are deployed in var-
ious environments, i.e., hot spots, homes, enterprise envi-
ronments, shopping malls, stadiums, train stations, and other
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FIGURE 14. Heterogeneous cellular layout.

small geometrical areas in order to improve overall network
capacity and coverage, decrease network cost, and further-
more increase spectral efficiency. As shown in Fig. 14, vari-
ous types of small cells are aggressively deployed to address
capacity and coverage demands of future 5G networks.

Small cells can be deployed both indoor and outdoor.
Those small cells, which are intended to be deployed outdoor
require low power that ranges from 250 mW to approxi-
mately 2 W. Small cells are available in lower cost in com-
parison to traditional macro BSs, which require high power
range from 5 W to 40 W [112]. Those small cells, which
are intended to be deployed indoor require transmit power
of typically 100 mW or less. The coverage area of small cell
is significantly smaller in comparison to macrocells due to
their lower transmit power, which can limit the volume of
data [113].

Indoor femtocells may be configured with/without restric-
tions. The femtocell, which is strictly configured and allows
only specific users to access is called Closed Femtocell
(Closed HeNB). The femtocell, which can be accessed by
any of the users in a specific geographic area is called Open
Femtocell (Open HeNB). There is also a Hybrid Femtocell,
which allows unsubscribed users to access with an upper
limit on the amount of the available resources. The Closed
HeNB configures resection list through Closed Subscriber
Group (CSG) [112].

Small cells and heterogeneous cellular layout have been
widely studied in the literature. Recently, an outstanding
source for understanding of small cells in 5G mobile network
has been published by Cambridge University Press [114].

The book covers all aspects of small cells network including
designing, optimization, and deployment. It details funda-
mental concepts and advanced topics related to the small
cells. The reference furthermore covers emerging trends,
research challenges, resource management, energy effi-
ciency, performance analyzing, deployment strategies, stan-
dardization activities, environmental concerns, and mobility
management in small cell heterogeneous networks. On the
other hand, [115] details the creation and deployment of small
cells, and the technical challenges associated with the design,
deployment and optimization of small cell network. The
authors discuss critical technical elements such as coverage
and capacity optimization, mobility management, interfer-
ence management, energy efficiency, backhaul, deployment
planning, frequency assignment and access methods, and
heterogeneous networks management.

There have been numerous amount of studies conducted on
femtocells deployment.Most of these studies are dealing with
operations, administration, management, access, interference
management, local IP access (LIPA) and architecture that can
be found in [116]–[119]. Low OPEX/CAPEX is one of the
main driving forces of deployment of femtocell. As shown
in [120], in dense urban area, a combination of open HeNB
(randomly deployed by end-users) and macro eNB (deployed
by an operator in a planned manner) can result up to 70%
of the total annual network cost in comparison to a pure
macrocellular layout. The performance evaluation of hetero-
geneous network composed of macro eNB, pico eNB, and
open HeNB is evaluated in [121], [122]. The results obtained
in both references show that the main reason behind limited
performance gain of heterogeneous network is the limited
coverage of low power nodes.

B. H-CRAN ARCHITECTURE
Recently, a new RAN architecture called the Heterogeneous-
CRAN or H-CRAN has been proposed to decouple both
control and user planes in order to enhance the function-
alities and performance of C-RAN architecture, in which
control plane functions are only implemented in the macro
BSs. In H-CRAN, full advantages of both heterogeneous
network and C-RAN have been taken, which lead to improve
spectral and energy efficiencies and meanwhile enhance the
data rates. The H-CRAN architecture consists of two cellular
layouts [123], [124], the macro BSs (high power nodes)
cellular layout and the small BSs or RRHs cellular layout. The
High Power Nodes (HPNs) are mainly deployed to enhance
network coverage and furthermore control network signaling.
However, the small cells and RRHs are aimed to guarantee
improved network capacity and fulfill the diverse require-
ments of QoS of various end-users. As depicted in Fig. 15,
the system architecture of H-CRAN is consisted of threemain
functional modules [124]:

• Enhanced-Cloud and Real-Time Virtualized BBU
Pool: In this functional module, all BBUs scattered
to different cells are integrated into the BBU pool.
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FIGURE 15. System architecture of H-CRAN.

The BBU pool is built up on strong cloud-computing and
powerful virtualization techniques. Moreover, the BBU
pool is connected to HPNs in order to coordinate the
inter-tier interfaces between HPNs and the RRHs.

• Extremely Reliable Transport Network: As shown
in Fig. 15, all RRHs are connected to its corresponding
BBUs located in the BBU pool. Both RRHs and BBUs
are interconnected via low latency and high bandwidth
fronthaul links such as optical fiber. The S1 and X2 are
the data and control interfaces between BBU and MBSs
(HPNs), respectively.

• High Number of Macro BSs, Small BSs and RRHs:
In H-CRAN architecture, different types of cells includ-
ing macro base stations, small base stations, and RRHs
are coexisted. The macro base stations control network,
manage mobility, and improve performance; whereas
small cells and RRHs increase system capacity and
decrease transmission power. The symbol processing
and radio frequency functionalities are configured in the
RRHs, however, all other baseband physical processing
functionalities of upper layers are integrated into the
BBU pool. The high power nodes are equipped with all
functionalities from the physical layer to the network
layer.

In H-CRAN, the enhanced cloud computing centralized
integration of all BBUs, the separation of functions between
RRHs and BBUs, and the decoupling of control plane and
the data plane lead to efficient management of heterogeneous
mobile networks. Therefore, in scenarios such as expanding
network coverage and improving system capacity, the mobile
operators need to only install new RRHs close to the user

and furthermore connect them to the BBU pool. Moreover,
the implementation of flexible software solutions is also
fairly easy. For example, if network operator is interested to
upgrade RANs and support multi-standard operations, then,
it can be possible only through updating softwares by deploy-
ing SDR.

From the architectural point of view and as depicted
in Fig. 15, there are two main similarities between traditional
C-RAN and H-CRAN: (a) for the sake of achieving high
cooperative gain and increasing energy efficiency, a huge
number of RRHs are connected to a centralized BBU pool.
(b) RF and simple symbol processing functionalities are exe-
cuted in the RRHs, however, all those functionalities that are
related to upper layers are implemented in the BBU pool.
Despite two above mentioned common similarities between
traditional C-RAN and H-CRAN, there are some differences
that are needed to be addressed including: (a) as illustrated
in Fig. 15, the BBU pool and the HPNs are interfaced
(denoted as S1 and X2 respectively) in the H-CRAN in order
to mitigate the cross-tier interference between RRHs and
HPNs coexisted in the same geographical area. (b) With the
participation of HPNs, the requirements of the fronthaul are
decreased in the H-CRAN such as system broadcasting data
and the control signaling are delivered to the UEs through
HPNs, which leads to simplify capacity and time delay in
fronthaul links. (c) When the traffic load of an RRH is low
in the H-CRAN, the RRH falls into sleeping mode in order to
improve energy efficiency, however, the BBU pool manages
all those RRHs, which are in the sleeping mode.

C. STATE-OF-THE-ART
The H-CRAN has been researched from different perspec-
tives such as energy consumption, spectrum efficiency, inter-
tier interference, architecture, mobility management, perfor-
mance, etc. We have summarized the contributions of pub-
lished papers studying H-CRAN from different perspectives
in Table 5. Moreover, a detailed description of their main
contributions is provided in the following.

1) ENERGY CONSUMPTION
The energy efficiency of H-CRAN has been explored
in [123]–[133]. In [125], the authors study a joint opti-
mization solution for the assignment of resource blocks and
allocation of power in order to maximize the performance
of energy efficiency in OFDMA-based H-CRAN. While the
same authors in [123] discuss system architecture, spec-
tral and energy efficiency performance, and key promis-
ing techniques of H-CRAN. Paper [124] explores green
evolution of H-CRAN from three different perspectives;
energy efficiency-spectrum efficiency, energy efficiency fair-
ness, and energy efficiency delay trade-offs. The authors
in [126], [127] analyze and evaluate power consumption of
C-RAN and H-CRAN in order to enhance energy and spec-
tral efficiencies. Results obtained in both papers show that
with the deployment of C-RAN, a network operator reduces
about 87% of the cooling power consumption, which
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TABLE 5. A summary of major works related to H-CRAN in 5G mobile networks.

decreases the overall power consumption by about 40% com-
pared to macro BS deployment. In [128], the authors propose
a resource-optimal scheme in order to achieve low latency
guarantees for real-time applications using minimum amount
of replicated radio resources. The paper suggests a system
architecture in order to increase throughput of non-real-time
applications.

Resource optimization and joint congestion control are
crucial issues in H-CRAN, thus, the authors in [129] study
both of these aspects of H-CRAN in order to investigate
energy efficiency-guaranteed trade-off between delay per-
formance and throughput utility in a downlink of H-CRAN
using stochastic optimization problem. The authors in [130]
discuss an energy-efficient optimization objective function
with individual fronthaul capacity and intertier interference
constraints for queue-aware multimedia H-CRAN. In [131],
the authors investigate transmit power of RRHs and HPNs in
order to maximize energy efficiency in the H-CRAN. More-
over, the authors have developed the optimization problem
with total allowed power, and the optimal power allocation
for each of the RRHs and HPNs are derived through dual
decomposition method. In paper [132], the authors study the
downlink problem between cloud-base central station and
multiple BSs in the context of H-CRAN using the same time
and frequency resources. The authors analyze energy effi-
ciency utilizing NOMA and considering channel modeling
with power consumptions at different type of cells in the
context of H-CRAN. Last but not least, an algorithm that

optimizes energy efficiency of radio resource allocation for
H-CRAN is proposed in [133].

2) PERFORMANCE
The performance of H-CRAN has been widely studied in the
literature. Most of the papers published so far in this area
are listed in Table 5 including [123], [125], [129], [132],
[134]–[141]. As previously discussed, [123], [125], [129],
and [132] evaluate the performance of H-CRAN from
energy consumption perspective. However, in paper [134],
the authors study the problem of cooperative radio resource
management in the H-CRAN emphasizing on its real-time
performance optimization. Paper [135] considers inter-tier
interference in order to analyze ergodic rates of downlink
in the H-CRAN for two access methods proposed by the
authors - the distance based and the cluster based. The
authors in [136] propose non-uniformly D2D communica-
tion integrated with H-CRAN, where the D2D links are uti-
lized outside a specified distance from any HPN in order to
offload RRHs located in the coverage area of HPNs. In [137],
the authors study a mechanism to enhance throughput of a
single cell in H-CRAN considering cooperative communica-
tion among HPN and LPNs. The paper specifically focuses to
form a cooperative cluster among LPNs for cross-tier coop-
eration, and has furthermore proposes a hierarchical cooper-
ation strategy in order to improve throughput. Paper [138]
investigates the provisioning of QoS-guaranteed services to
asmany users as possible in the H-CRAN. Themain objective
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of the paper is to optimize the number of end-users, each
user with its own data rate requirements considering a given
number of BSs with specific bandwidth and transmission
power.

Efficient resource allocation has significant impact on
the enhancing of performance in the H-CRAN. In [139],
the authors propose a resource allocation scheme in two
approaches - centralized and decentralized, based on online
learning, which aims to mitigate interference, maximize
energy efficiency, andmeanwhilemaintain QoS requirements
of various end-users in the H-CRAN. In [140], the authors
propose a centralized resource allocation scheme using online
learning to guarantee interference mitigation, increase energy
efficiency, and fulfill the QoS requirements of all types of
users in the H-CRAN. Last but not least, in paper [141],
the authors propose a radio resource management scheme
aiming to optimize the energy efficiency of the H-CRAN.
They have developed an energy consumption model, which is
used to characterize energy consumption of RRHs, fronhaul
links, and the BBU pool in the H-CRAN.

3) RESOURCE ALLOCATION
Resource allocation of H-CRAN has also been widely
studied by researchers in [128], [130], [133], [139], [140],
[142]–[144]. We have briefly described the contributions
of [128], [130], [133], [139], [140] previously. However,
the authors in [142] explore existing research challenges
and recent developments related to the design of H-CRAN.
The article proposes resource allocation schemes including
coordinated scheduling, hybrid backhauling, and multi-cloud
association. The authors of [143] study sub-channels assign-
ment of different bandwidth to various D2D pairs and the
users of RRH of H-CRAN of 5G mobile network. By using
this scheme, all pre-allocated macro-cell sub-channels could
be used, which leads to enhance system performance and
guarantee the QoS for all users. In [144], the authors explore
resource sharing in H-CRAN at three levels namely the
spectrum, infrastructure and network. The article further
shed light on the advantages/disadvantages and promising
technologies including SDN, NFV, and SDR, which make
resource sharing possible and feasible in the H-CRAN.

4) SYSTEM ARCHITECTURE
The system architecture of H-CRAN has been thoroughly
studied in [124], [125], [142], [145], [146]. We have explored
the contributions of [124], [125], [142] in previous para-
graphs. However, in [145], the authors survey state-of-the-art
contributions related to key technologies and system archi-
tecture of the H-CRAN. Meanwhile, in [146], the authors
analytically derive the optimum collaborative access for both
H-CRAN and EdgeNet architectures.

5) SPECTRUM EFFICIENCY
The spectrum efficiency is considered one of the important
topics of H-CRAN that has attracted signification attention
from the research community. Those papers, which address

the efficiency of spectrum in the H-CRAN are available
in [123], [124], [126], [127], which have been thoroughly
described in the previous paragraphs.

6) INTERFERENCE
The authors in [135], [147], [148] study interference in
the H-CRAN. We have explored reference [135] previously,
where the authors analyze ergodic rates on downlink consid-
ering inter-tier interference. However, in [147], the authors
propose a contract-based interference coordination frame-
work in order to mitigate the inter-tier interference between
RRHs and HPNs in the H-CRAN. The authors in [148]
address the inter-tier interference techniques considering col-
laborative processing and Cooperative Radio Resource Allo-
cation (CRRA). Moreover, Beamforming and interference
collaboration are proposed to suppress the inter-tier interfer-
ence between RRH and HPN.

7) CAPEX/OPEX, LOAD BALANCING AND MOBILITY
Despite abovementioned aspects of H-CRAN, there are some
papers, which discover CAPEX/OPEX, load balancing, and
mobility management including [91], [149], [150]. In [91],
the authors propose a theoretic framework that enables com-
putation of the deployment cost of a H-CRAN. The results
in the paper demonstrate that cloud-based RANs require
approximately 10% to 15% less CAPEX per square kilome-
ter in comparison to traditional 4G networks. Article [149]
researches link capacity between RRHs and the BBU pool
(backhaul) in order to balance traffic load, enhance backhaul-
ing performance, and decrease pressure on the transport links.
As for the mobility management and more specifically the
cell selection, the authors in [150] propose a scheme for the
user equipments to directly select the cell with the highest
priority in high dense H-CRAN. The priorities, which are
considered in the paper are cell features, mobile equipment
mobility features and application features.

So far, there have been many progress and achieve-
ments in terms of performance analysis, system architec-
ture, key techniques, potential applications, and various other
aspects of H-CRAN. However, there are still many research
challenges and open issues including optimal resource allo-
cation, standards development, theoretical performance anal-
ysis, balancing backhaul load, spectrum/energy efficiencies,
and so on.We provide a detailed description ofmajor research
challenges related to the H-CRAN in Sec. X.

VI. VIRTUALIZED CLOUD RADIO ACCESS NETWORK
NFV has drawn significant attention from research com-
munity due to its remarkable advantages in increasing the
efficiency of network resource sharing and enhancing the
flexibility of scheduling. The virtualization in telecommuni-
cation networks has been deployed for the first time in core
network and later on extended to the radio access domain,
which is still in its nascent stage. However, the distinctive
characteristics of wireless communication system such as
mobility, broadcast, attenuation, interference, time-various
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channels, coverage, etc., make the virtualization of wireless
network more challenging.

The virtualization of cellular network includes various
scopes of virtualization including infrastructure virtual-
ization, spectrum virtualization, air-interface virtualization,
virtualization of multiple radio access technologies, and
virtualization of computing resources. Virtualization in cel-
lular network enhances the efficiency of resource utilization,
improves network performance, simplifies the migration to
new technologies, reduces CAPEX/OPEX, increases the rev-
enue, and creates new businesses in the market.

Despite all benefits that virtualization brings to thewireless
communication industry, it also faces three main challenges
that are needed to be addressed: a)Wireless resources must be
shared and distributed to different virtual network operators
in an efficient and fairly manner. b) The interferences that are
caused due to the resource utilization should be strictly con-
sidered. c) Before deployment of virtualization in the wireless
network, many technical and managerial related problems
should be investigated.

In order to enable end-to-end virtualization in the 5G cellu-
lar network, both the CN and RAN architecture have to be vir-
tualized. The virtualization solution for thewired network can
also be deployed in the virtualization of the CN of a mobile
network. However, the virtualization of RAN or BS has to
be performed considering specific characteristics related to
the wireless access network. The dynamic sets of end-users,
mobility, and varying channel conditions require new virtu-
alization mechanisms than those of wired ones. Therefore,
these characteristics make the virtualization process harder
for mobile operator to virtualize wireless network resources.

With the deployment of C-RAN, network related resources
are deployed close to the end-user, making it easier to imple-
ment all core network related functions and applications in
a cloud data center. Mobile operators are linking data center
to the MEC in order to lower the latency and improve the
performance. However, massive number of users’ devices,
lower latency services, and higher capacity demands of users
and vertical industries are the requirements that 5G mobile
network is expected to fulfill. A good response to all these
requirements would be to deploy NFV and SDN in the
C-RAN in order to virtualize all functions and resources in
the RAN architecture and furthermore decouple data and
control planes. This new trend of virtualization towards
access network forms a new type of C-RAN, which is called
Virtualized-CRAN or V-CRAN.

A. SYSTEM ARCHITECTURE OF V-CRAN
In Fig. 16, an example of physical architecture of V-CRAN is
provided, which is composed of various subsections such as
Digital Unit Cloud (DU Cloud), Time-Wavelength-Division
Multiplexed Passive Optical Network (TWDM-PON), fron-
thaul, and Virtualized Base Station (V-BS) [151]. In the DU
Cloud, all commercial servers are deployed, which provide
baseband processing, layer 2 and layer 3 related functions.
Moreover, all DUs are interconnectedwith each other through

FIGURE 16. System architecture of V-CRAN.

a layer 2 switch that is used to exchange data and signaling
among the DUs.

The V-CRAN requires higher bandwidth and lower latency
fronthaul network in order to exchange data and signaling
between Radio Units (RUs) and DUs. To fulfill all these
requirements, utilization of optical channels over single fiber
is considered one of the viable candidates of V-CRAN’s
fronthaul. The fronthaul shares high-capacity optical chan-
nels among V-BSs using TWDM-PON technology. The
TWDM-PON is composed of a single Optical Line Terminal
(OLT) and multiple Optical Network Units (ONUs). As illus-
trated in Fig. 16, the OLT is connected with the DU cloud. It is
responsible to provide each DU an optical transceiver and a
Line Card (LC), which conducts optical-electrical conversion
and furthermore deliver the traffic. All LCs of every single
OLT are connected with a Wavelength-Division Multiplexed
Multiplexer/De-Multiplexer (WDM-MUX) in order to sepa-
rate traffic based on wavelength. An ONU is located remotely
from DU Cloud and at the end of every optical channel
aiming to enlarge the coverage of a TWDM-PON. It is co-
located with an RU and is equipped with a reconfigurable
transceiver.

In the access network, ONUs share one or more wave-
lengths in order to form a Virtualized Passive Optical Net-
work (VPON). TheVPON is a virtualized channel that is used
to connect RUs with the DU. Every DU in the DU Cloud is
dedicated to a single VPON using LC. It specifically means
that multiple RUs of a VPON are dynamically grouped and
controlled by a single DU located in the DU Cloud. When
a V-BS is highly loaded during the busy hours, each cell
is assigned with a dedicated VPON. However, during the
idle hours, the cells are grouped together to form a VPON.
Therefore, OPEX is decreased, energy is consumed less, and
network resources are utilized efficiently.
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TABLE 6. A Summary of major works related to V-CRAN in 5G mobile networks.

Recently, a new concept of V-BS was proposed in order
to virtualize computing resources of a BS in V-CRAN [151].
The virtualization of a BS is performed at two distinct lev-
els: a) hardware level (dedicated spectrum). b) flow level
(shared spectrum) [152]. The V-BS shares radio equipment
at hardware level and runs multiple protocol stacks of a BS
in the form of software. The hardware virtualization solution
has already been standardized and traditional mobile oper-
ators have been using this scheme to decrease OPEX and
increase energy efficiency. As for the spectrum sharing-based
models, virtualization at higher levels such as flow level at
the V-BS is needed in order to increase the efficiency of
resource multiplexing. Moreover, the spectrum sharing-base
models support various scenarios such as the deployment of
mobile virtual network operators which does not own the
spectrum.

B. STATE-OF-THE-ART
V-CRAN has attracted significant attention from both
academia and industry. There has been numerous amount of
studies, which explore V-CRAN from different aspects such
as energy consumption, resource allocation, CAPEX/OPEX,
performance, and system architecture. In the rest part of
this section, we have tried to the best of our knowledge to
review up to date literature related to all these dimensions
of V-CRAN. A review of this literature is summarized
in Table 6 and its detailed descriptions are provided in the
following.

1) SYSTEM ARCHITECTURE
The system architecture of V-CRAN has been thoroughly
explored in [103], [151], [153], [154], [155]–[158]. Refer-
ence [103] surveys virtualization technology in next genera-
tion of wireless networks considering its recent advancement
in the SDN and C-RAN. The authors further propose a gen-
eral architectural framework for the virtualization of wireless
network based on SDN. The authors of [151] present the

physical architecture of V-CRAN and the concept of V-BS
for 5G mobile network. In [153], the authors propose
V-BS architecture considering OFDM air interface and fur-
thermore investigate the flexibility of resource allocation
in the radio layer. Paper [154] thoroughly describes the
requirements, physical architecture, and concept of V-BS
in V-CRAN. The authors further demonstrate a cloud man-
agement solution for the V-CRAN. The authors in [155]
propose an architecture for V-BS in the V-CRAN. On the
other hand, papers [156], [157] propose a Not Only Stack
(NOStack) basedV-CRANcandidate for 5Gmobile network.
The authors analyze various use-cases in order to validate
the advantages of the proposed architecture. In paper [158],
the authors design a wireless network virtualization archi-
tecture that is composed of three distinct planes; namely the
cognitive plane, the control plane, and the data plane aiming
to optimize dynamic allocation of network resources. They
have further implemented a trail environment of proposed
architecture claiming that it increases spectrum efficiency
two times and reduces packet loss to 1/20.

2) PERFORMANCE
The system level performance of V-CRAN is analyzed
in [152], [159]–[162]. In [152], the authors review state of
the art research on virtualization of mobile carrier focusing
on RAN sharing, and the programmability and virtualization
of BS. Moreover, the authors present a RAN sharing tech-
nique and evaluate its performance in the context of LTE
network. In paper [159], the authors present a virtualization
framework of BS in the LTE network called ‘‘OpeNB’’.
The proposed framework utilizes SDN, OpenFlow, and vir-
tualization technology in the RAN and more specifically in
the BS. In [160], the authors propose a framework, which
assigns limited rule space in order to maximize the number
of social IoT groups and furthermore satisfy latency in the
context of V-CRAN. Paper [161] analyzes the performance
of V-CRAN in terms of throughput, system stability and
fairness considering two resource allocation strategies: the
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Dominant Resource Fairness (DRF) and Proportional Fair-
ness (PF). In [162], the authors design two types of perfor-
mance metrics namely the macro level metrics and the micro
level metrics of virtualization of BS. Moreover, the paper
proposes an evaluation method for the BS virtualization plat-
forms. Meanwhile, [151], [163] partially investigate system
level performance of V-CRAN together with system archi-
tecture.

3) RESOURCE ALLOCATION
Resource allocation of V-CRAN is one of the major
aspects that has widely been studied in [151], [154], [158],
[163]–[165]. Reference [163] proposes an algorithm of
resource negotiation for network virtualization. The algo-
rithm is applicable in the context of heterogeneous LTE-A
network aiming to achieve slicing and on-demand delivery of
radio resources. The authors in [164] investigate air interface
resource virtualization, coordination, and its dynamically
allocation by a hypervisor among different virtual operators
in V-CRAN. Reference [165] provides a resource allocation
framework for V-CRAN and furthermore explores energy
consumption. Moreover, [151], [154], [158] do also partially
explore resource allocation together with system architecture
and system level performance of V-CRAN, respectively.

4) ENERGY CONSUMPTION
The energy consumption of V-CRAN has been studied
in [165], [166]. The authors of [165] propose a dynamic
resource allocation framework namely KORA for hetero-
geneous V-CRAN architecture of 5G mobile network. The
simulation results demonstrate that the heuristic algorithm is
able to save 27.39% of number of relocations and 33.26%
of number of affected Guaranteed Bit Rate (GBR) flows, and
increases the consumption of energy by 6.67% in comparison
to KORA. In paper [166] a cost effective scheme for V-CRAN
is proposed. The authors claim that proposed scheme reduces
average power consumption by 65%, 6% and 3% less than for
the Distributed Baseline (DB), the First Fit Decreasing (FFD)
algorithm and the Heuristic Simulating Annealing (HSA)
algorithm, respectively.

5) CAPEX/OPEX
The CAPEX/OPEX of V-CRAN has been studied in [152],
[166], [167]. The authors in [167] explore advantages,
existing challenges, limitations and standardization of
deployment of virtualization in V-CRAN for 5G mobile
network. They analyze the cost of these requirements
in V-CRAN. Moreover, [152], [166] do also partially analyze
the CAPEX/OPEX together with system level performance
and energy consumption, respectively. As for the survey and
tutorials related to V-CRAN, we recommend interested read-
ers to [103], [151], [152], [167].

To sum up, MNOs can take full advantages of various
benefits of V-CRAN such as decreased power consump-
tion, reduced CAPEX/OPEX, isolation of different services
each with its own virtual network, flexibility during network

upgrading, and adaptability to non-uniform traffic. Despite
all these advantages that V-CRANbrings to 5G systems, there
are some challenges that come from its implementation. Most
of these major research challenges are related to C-RAN,
NFV, and SDN that effect on the deployment of V-CRAN.
We discuss all these major research challenges in Sec. X.

VII. FOG-RADIO ACCESS NETWORK
The volume, variety and velocity of data that IoT and future
networks generate are expected to increase at an unpretending
rate. The International Data Corporation (IDC) predicts that
there will be 30 billion sensor-enabled objects connected
to the Internet, 110 million connected cars with 5.5 billion
sensors, and 1.2 million connected homes with 200 million
sensors by 2020 [168]. Cloud computing is one of the appro-
priate solutions, where remote servers hosted on the Internet,
store, process, manage, and analyze the data generated by the
IoT devices. It enables companies to focus on their core busi-
nesses instead of expending resources on planning, deploy-
ment, and maintenance of network infrastructure [169].

Current cloud computing techniques lead to many lim-
itations such as large end-to-end delay, traffic congestion,
processing of massive amount of data, and communication
cost. Therefore, a new computing model for storing, pro-
cessing, managing, analyzing, and acting on network data
was proposed, which is called Fog Computing [170]. The
term of ‘‘Fog Computing’’ was initiated by Cisco [171],
which means ‘‘fog is a cloud close to ground’’ and it is used
to extend the cloud computing to the edge of the network.
In fog computing, computation, communication, control, and
decisionmaking processes are selectivelymoving towards the
edge of the network in order to act on data in milliseconds,
analyze time sensitive data close to the IoT device, and send
selected data to the data center in cloud for longer-term
storage or historical analysis.

Fog computing allocates a large amount of processing,
storage, communication, control, configuration, measure-
ment, and management functions at the edge of mobile net-
work [172]. In fog computing, the Collaboration Radio Signal
Processing (CRSP) can be executed in BBU pool and also
hosted at the RRH and even further at the UEs (such as wear-
able smart UEs). In order to efficiently support and integrate
new types of UEs, it is required that the on-device processing
and Cooperative Radio Resource Management (CRRM) with
less distributed storing should be exploited. However, from
mobile applications perspectives, the UEs do not necessarily
have to be connected to the BBU pool in order to download
the packets if the they are locally available and stored in the
closest RRHs.

Considering all aforementioned advantages of the Fog
computing and alleviating the existing challenges of
the H-CRAN, a new RAN architecture based on fog com-
puting called the F-RAN was proposed, which splits a com-
putation task into the fog computing part and the cloud
computing part [173]. In this section, we focus on the physical
architecture and literature review of the F-RAN. Therefore,
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FIGURE 17. System architecture of F-RAN.

we skip detailed discussion on the applications, advantages
and limitations, and system architecture of fog computing.
However, if readers are interested to explore about various
aspects of fog computing and its comparisons with cloud
computing, then we refer them to [169]–[172].

The F-RAN was proposed aiming to take the advantages
of both fog computing and C-RAN in order to tackle the
dramatically increasing traffic demands and to provide better
QoS to the end-users. The F-RAN is classified into two
types [173], the Distributed F-RAN and the Centralized
F-RAN. In distributed F-RAN, the BBU drifts some of its
functions such as computation, resource management, and
storage to the RRHs and the equipment of the users.Whereas,
in the centralized F-RAN, the SDN and NFV are utilized to
facilitate logically centralized control plan, and easier man-
agement and resource allocation.

A. SYSTEM ARCHITECTURE
A practical example of system architecture of F-RAN is
depicted in Fig. 17, which is consisted of terminal layer,
network access layer and the cloud computing layer [174].

• As shown, the Fog Access Points (F-APs) in network
access layer and Fog User Equipments (F-UEs) in ter-
minal layer formulate the mobile fog computing layer.
In the terminal layer, the F-UEs do also access the HPN
in order to receive information related to system signal-
ing. Moreover, the neighboring F-UEs can communicate

with each other in terminal layer using D2D commu-
nication mode. An example of this F-UE-based relay
mode is shown in the terminal layer of Fig. 17, where
F-UE5 and F-UE6 communicate with each other with
the help of F-UE7. The F-UE7 is regarded as a mobile
relay. In such communication scenario, concerned
F-UEs (F-UE5 and F-UE6 in this example) can directly
transmit data between each other.

• The network access layer is composed of HPNs and
F-APs. The HPNs are deployed to provide system infor-
mation related to signaling to all F-UEs in the area. How-
ever, the F-APs process and forward the data received
from the F-UEs. F-APs and HPNs are interfaced with
the BBU pool in the cloud computing layer through
fronthaul and backhaul links, respectively.

• In the cloud computing layer, the BBU pool is compat-
ible with that of H-CRAN. Moreover, the centralized
chasing is also located in this layer.

B. STATE-OF-THE-ART
F-RAN has been studied from various dimensions such as
system level performance, architecture, energy consumption,
resource allocation, etc. In the rest part of this section,
we have tried to the best of our knowledge to review up to
date literature related to all these dimensions of F-RAN for
5G mobile communication system. A briefing of this lit-
erature review is summarized in Table 7 and its detailed
description is provided in the following.

1) PERFORMANCE
The system level performance of F-RAN has been thoroughly
explored in [173], [175]–[188]. In [173], the authors study a
joint resource allocation and coordinated offloading method
for the F-RAN. They have tried to minimize the energy
consumption and obtain optimal computational resource allo-
cation for multiple UEs. In [175], the authors explore the
trade-off between performance, communication cost, and
computing cost in the F-RAN architecture, by using mobile
augmented reality as an example. Results obtained by the
authors suggest that if the trade-off among these param-
eters properly handled then the F-RAN can achieve ultra
low-latency services. Reference [176] considers the F-RAN
with a hierarchical content caching, in which each F-AP is
equipped with an individual cache and a part of requests can
be responded locally. The authors use stochastic geometry-
based theory to derive the average ergodic rate for the content
transmission. Moreover, queuing theory has been utilized in
order to derive the waiting delay and latency ratio. In [177],
the authors develop a system control scheme based on
embedded game model for the F-RAN. In proposed scheme,
cache placement, spectrum allocation, and service admission
algorithms are jointly designed in order to maximize the
efficiency of the system. Reference [178] investigates joint
mode selection and resource allocation problem in F-RAN
supported D2D communication aiming to maximize energy
efficiency considering delay and resource reuse constraints.
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TABLE 7. A summary of major works related to F-RAN in 5G Mobile Network.

In [179], the authors study the joint design of multicast beam-
forming, dynamic clustering and backhaul traffic balancing
in the F-RAN. Furthermore, they jointly optimize cluster-
ing and beamforming aiming to decrease power consump-
tion, while the delivered service is expected to fulfill the
QoS requirements of each backhaul link.

Reducing end-to-end latency is a crucial issue in
the F-RAN. Therefore, the authors in [180] are motivated
to investigate joint cloud and edge processing design aiming
to minimize latency in the downlink of F-RAN. However,
the same authors investigate the design of the delivery
phase for an arbitrary prefetching strategy in order to pop-
ulate caches in enhanced RRHS (eRRHs) in [181], [182].
Paper [183] explores information-theoretic analysis
of F-RAN. The authors study a latency-centric understanding
of the degrees of freedom in high signal to noise ratio regime
in the F-RAN limited available resources such as fronthaul
capacity, cache storage sizes, power and bandwidth of wire-
less channel. In [184], the authors propose a dynamic mode
selection for the F-RAN using game theory. The authors
in [185] propose Markov chain based model in order to
analyze the impact of mobile social networks on the perfor-
mance of edge caching in F-RANs. Furthermore, they analyze
edge caching schemes among user equipment in order to
minimize bandwidth consumption in the F-RAN. The authors
in [186] propose an adaptive resource balancing scheme
aiming to maximize serviceability in the F-RAN. The authors
of [187] propose a joint distributed computing scheme and
a distributed content sharing scheme aiming to achieve ultra
low latency by alleviating existing challenges of the fronthaul
link. Reference [188] explores a clustering algorithm aiming
to maximize throughput in the F-RAN through dynamically
determination of the locations of fog nodes. Numerical results
presented in the paper show that proposed algorithm increases
throughput and decreases latency in F-RAN.

2) SYSTEM ARCHITECTURE
The system architecture of F-RAN has widely been studied
in [174], [175], [189]–[193]. Reference [174] studies the
network architecture of distributed F-RANs, which enables
local data processing, coordinated resource management and
distributed storage. Despite exploring system level perfor-
mance, [175] does also study physical architecture of F-RAN.
The authors in [189] discuss hybrid fog-cloud architecture,
recent advances in research and system design related issues
of F-RAN. In [190], the authors propose NOMA-based
F-RAN system architecture for 5G heterogeneous mobile
communication system. They further discuss on power and
subchannel allocation considering NOMA and edge caching
in the proposed architecture. Reference [191] explores sys-
tem architecture, mobility management, interference miti-
gation, and resource optimization in F-RAN. The authors
of [192] propose a software defined and virtualized RAN
with fog computing, where a hierarchical control plane net-
work facilitates fog computing and can be viewed as a
centralized F-RAN. Reference [193] addresses system archi-
tecture and key techniques for slicing the F-RAN architecture
towards 5Gmobile communication. Furthermore, the authors
present key techniques along with their corresponding solu-
tions, including radio and cache resource management.

3) ENERGY CONSUMPTION
The energy consumption of F-RAN has been studied in [173],
[178], [179], [183], [194]–[196]. Reference [194] proposes
advanced edge cache and adaptive model selection schemes
aiming to improve spectrum efficiency and energy efficiency.
The authors subsequently propose radio resource allocation
strategies in order to optimize spectrum and energy effi-
ciencies. Paper [195] explores the design of the downlink
of multicast in F-RAN and compared soft and hard fron-
thauling. The authors propose an algorithm that is aimed to
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minimize energy efficiency in F-RAN. The authors in [196]
survey performance and research challenges for access and
fronthaul links in mmWave-based F-RAN. Furthermore, they
formulate the optimization problem in the form of non-linear
in order to achieve maximum energy efficiency. Moreover,
[173], [178], [179], [183] do also explore various dimensions
of energy consumption of F-RAN toward 5Gmobile network.

4) RESOURCE ALLOCATION
The resource allocation of F-RAN in 5G system is inves-
tigated in [190], [191], [194], [197]. The authors in [197]
study the trade-off between communication and computing
resources in time domain within distributed computing sce-
nario. However, papers [190], [191], [194] shed light on
resource allocation mechanisms candidate for the F-RAN
architecture of 5G mobile network.

To this end, we have presented the concept, system
architecture and related literature of F-RAN proposed for
5G mobile communication system. Despite all advantages
that it brings to 5G mobile network, there are still many
research challenges and open issues including optimal
resource allocation, standards development, theoretical per-
formance analysis, balancing backhaul load, spectrum/energy
efficiencies, etc. We provide a detailed description of major
research challenges related to the F-RAN in Sec. X.

VIII. A COMPARATIVE STUDY
In Sec. III, we reviewed the evolution of various legacy
and traditional RAN architectures. We have discussed that
future RANs are reusing existing cellular infrastructure,
which reduce both OPEX and CAPEX. Furthermore, we have
provided a detailed discussion and comprehensive litera-
ture review on C-RAN, H-CRAN, V-CRAN and F-RAN,
in Sec. IV, Sec.V, Sec. VI and Sec. VII, respectively.We have
pointed out that there are various differences between
all these four types of RAN architectures proposed for
5G mobile network.

In this section, we provide comparative analyses of
C-RAN, H-CRAN, V-CRAN and F-RAN from various per-
spectives. In order to provide a well-balanced comparison of
above-mentioned 5G RAN architectures, we comparatively
analyze their various characteristics provided in Table 8.
Our analyses provide insights into how a future-proof
RAN architecture can be planned, designed and utilized
towards 5G communication system. We discuss key differ-
ences among them in the following and compare their major
characteristics and architectural comparison in Table 8 and
Fig. 18, respectively.

• Level of Heterogeneity: The vision of 5G implies
a 1000X improvement in the energy efficiency and
an average area capacity of 25 Gbps/km2 (100 times
higher in comparison to 4G) [2]. To meet these
requirements, various revolutionary approaches and
technologies are anticipated including the heteroge-
neous network. A well-balanced level of heterogeneity

has direct influence on capacity, energy consumption
and spectrum efficiency of a cellular network. As com-
pared in Table 8 and shown in Fig. 18, the level of
heterogeneity in the H-CRAN is very high in compar-
ison to the C-RAN. However, due to higher number of
UEs and capacity demands, the V-CRAN and F-RAN
do also require high level of heterogeneity to fulfill the
requirements of 5G mobile network. It is worth noting
that higher level of heterogeneity leads to several inter-
ferences, which restricts performance gains and com-
mercial deployments of RAN architecture. Therefore,
MNOs are expected to control interferences through
advanced signal processing techniques.

• Deployment of HPNs: The HPNs are deployed to
provide seamless coverage and execute control plane
functions. Moreover, the RRHs are used to provide high-
speed data rate for the transmission of traffic packets
in the user plane. As illustrated in Fig. 18, the HPN
in the C-RAN is connected to the core network using
backhaul link. However, in H-CRAN, V-CRAN and
F-RAN, the HPN are connected to both core network
and BBU pool through backhaul links for the purpose of
interference coordination.

• Execution of Network Functions: Functions such as
storage, caching, control, communication, management
and CRRM are executed in different locations of pro-
posed 5G RAN architectures. Their qualitative compar-
ison in Table 8 and architectural comparison in Fig. 18
show that above mentioned functions can be executed
both in centralized and distributed modes in V-CRAN
and F-RAN. Whereas, they can be executed in central-
ized mode in C-RAN and H-CRAN (with an exception
of CRRM in H-CRAN).

• Decoupling the Control Plane from the User Plane:
Both user and control planes are coupled in C-RAN.
Whereas, they are decoupled in H-CRAN, V-CRAN
and F-RAN. The separation of control and user planes
improves network architecture flexibility, facilitates cen-
tralized control logic functions, enhances the perfor-
mance of network, and ensures easy network slicing for
diversified industry applications.

• Network Complexity: Adding new elements to the
RAN architecture or increased number of user devices
introduce additional complexity and overhead, which
impact on network performance. We have compared the
complexity of four types of proposed 5G RAN architec-
tures in terms of edge networking, fronthaul, BBU pool,
RRH and UEs complexity in Table 8. As compared, due
to centralization of storage, caching, control, and com-
munication functions, the complexity of edge network
is low in the C-RAN compared to H-CRAN, V-CRAN
and F-RAN. Fronthaul, BBU pool, and RRHs and UEs
complexity can also be found in the table.

• Data Processing: In the 5G RAN architecture, the data
is processed either in the cloud data center or near to the
user device. As for the F-RAN and V-CRAN, the data
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FIGURE 18. Comparison of system architectures of C-RAN, H-CRAN, V-CRAN and F-RAN in 5G mobile networks. (a) System Architecture of
C-RAN. (b) System Architecture of H-CRAN. (c) System Architecture of V-CRAN. (d) System Architecture of F-RAN.
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TABLE 8. Qualitative comparison of C-RAN, H-CRAN, V-CRAN and F-RAN in 5G mobile networks.

is processed close to the user devices. However, it is
processed in cloud data center, when it comes to C-RAN
and H-CRAN.

• Centralization of Network Functions: Centralization
of storage, caching, control, management, etc., brings
a significant number of advantages in terms of perfor-
mance, operation and maintenance to mobile network.
However, it does also lead to heavy burden on fron-
thaul, BBU pool and the core network. Therefore, fully
and partially decentralization are introduced in some of
the proposed 5G RAN architectures in order to reduce

burden on the transport networks as well as BBU pool
and core network. The comparative analyses of C-/H-
C/V-C/F-RAN in Table 8 show that due to centralization
of network functions, burden on fronthaul, BBU pool
and CN is high in C-RAN in comparison to H-CRAN.
However, it is low in both F-RAN and V-CRAN, thanks
to partially and fully decentralization of some of the
network functions.

• Distribution of Network Functions: The distribu-
tion of storage, caching, control, communication, man-
agement and CRRM functions have a significant
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impact on performance metrics such as transmission
delay, latency, inter-tier interference and reliability.
As depicted in Table 8, utilizing centralized functions,
however, comes at the cost of a potentially large trans-
mission delay, which could worsen the reliability of a
system. Whereas, distributedly employment of network
functions in the RAN leads to enhance reliability, which
is mostly because of the lower transmission delay. The
inter-tier interference is directly proportional to the level
of heterogeneity. Therefore, the level of heterogeneity
is high in H-CRAN in comparison to medium and low
levels of heterogeneity in F/V-C RAN and C-RAN,
respectively.

• Total Energy Consumption: The BS is the main source
of energy consumption in a cellular network. According
to [6], all base stations of a network operator consume
more than 50% of its total energy. Therefore, reduc-
ing the energy consumption of BSs contributes to the
overall energy consumption of RAN architecture. The
power consumption of nodes in the RAN is one of
the most important research directions in wireless com-
munication. It determines the intensity of the radiated
RF energy into a desired coverage area. Nodes in the
RAN are distinguished from each other by, among other
parameters, the different transmitter power levels they
propagate. The areas where BSs are densely deployed,
i.e., urban area should theoretically propagate lower
output power than areas with larger distances between
BSs, i.e., rural area. As reported in [6], approximately
3% or 600 TeraWatt Hour (TWh) of the worldwide
electrical energy is consumed by the ICT sector. More-
over, it is estimated that energy consumption for ICT
will grow up to 1,700 TWh by 2030. Therefore, it is
important to find new mechanisms of energy consump-
tion in order to reduce energy consumed by the ICT
sector and to make telecommunication systems greener.
As mentioned earlier, the RAN architecture consume
significant amount of energy of a mobile network, thus
reducing consumption of cellular access networks will
contribute to the energy consumption reductions of
entire ICT sector and in particular the mobile network.
Due to low network density and centralization of net-
work functions, the energy consumption of C-RAN and
F-RAN is medium and the V-CRAN is low. How-
ever, due to high level of heterogeneity, the H-CRAN
consumes more energy in comparison to other pro-
posed RAN architectures for 5G mobile communication
system.

• Network Expenditures: The CAPEX and OPEX play
vital role during the development and deployment
phases of RAN architecture. CAPEX costs are usually
high and operators are keen to decrease it by reusing
existing infrastructure. The processing capacity of a BS
in existing RAN architecture is only assigned to its
own UEs and cannot be shared in a large geographi-
cal area to be used by the UEs of other BSs. During

the day and specially in busy hours the BSs are over-
loaded in business area while BSs in residential area
stay idle, which consume a large amount of power and
OPEX. In the H-CRAN, both CAPEX and OPEX are
high due to large amount of network nodes, high energy
consumption, dense fronthaul/backhaul networks, cen-
tralized functions, etc. However, CAPEX and OPEX in
C-RAN are high in comparison to V-CRAN and F-RAN
and less in comparison to H-CRAN. The virtualization
of RAN architecture plays a significant role in decreas-
ing of both CAPEX and OPEX, therefore CAPEX is
medium and low in comparison to other proposed RAN
architectures. Last but not least, both CAPEX andOPEX
aremedium in the F-RANmainly due to edge computing
and direct communication among F-UEs in comparison
to V-CRAN, C-RAN and H-CRAN.

• Network Planning and Designing: The system archi-
tecture of 5G RAN defines the location and configura-
tion of network elements and the way these elements are
interconnected. It varies from one location to another,
from one scenario to another, from one network to
another, and from one RAN to another. The density
of network elements (such as BSs) in the 5G RAN
should be sufficiently enough in order to achieve the
targeted RF coverage performance and fulfill the QoS
requirements of end-users. If the density of network
elements and resources are not sufficiently enough, then,
there may be some cases where the mobile operator
is not able to provide sufficient network coverage and
allocate efficient network resources to the end-users. For
example, there may be some locations where the UEs do
not have sufficient transmit power to be received by a
BS, i.e., coverage is uplink limited. Alternatively, there
may be locations where a BS does not have sufficient
transmit power to be received by a UE, i.e., coverage
is downlink limited. In this example, if a mobile oper-
ator designs increasing number of cells for the rural
area, it would be an inefficient and costly affair due
to low population density. On the other hand, if the
mobile operator designs small number of cells for urban
area, it would undoubtedly decrease signal propagation
which further affects QoS and end-user satisfaction.
Therefore, appropriate planning and designing of system
architecture and network elements for the RAN archi-
tecture of 5G communication system has significant
impact on the improving of system level performance,
decreasing of CAPEX/OPEX, and reducing the energy
consumption.

IX. RADIO ACCESS TECHNOLOGIES FOR 5G
The RAN architecture of 5G mobile network consists of
more than a single technology, access method and system
architecture. It is a set of selected advanced-technologies,
which provides adequate network coverage and enhanced
quality of service to various types of end-users and vertical
industries. In this section, we discuss and survey key enabling
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technologies that are proposed for 5G communication
system – more specifically for the RAN architecture
of 5G mobile network. These key enabling technolo-
gies are expected to enhance spectrum efficiency, decrease
CAPEX/OPEX, increase performance, and fulfill diversified
requirements of end-users and vertical industries.

Despite various advantages that these key enabling tech-
nologies bring to 5G communication system, there is still a
number of research challenges that requires further advance-
ment and improvement. We provide a detailed discussion on
major research challenges related to all these key enabling
technologies in Sec. X.

A. MILLIMETER WAVE
Due to the ever-increasing demand for higher data rate,
wireless communications operating in a mmWave frequency
band is considered one of the promising solutions to alleviate
the current resource bottleneck for future communication
systems. With the deployment of mmWave communication
networks, the current spectrum bottleneck in conventional
microwave LTE systems could be solved with a higher pro-
vided bandwidth. Moreover, thanks to the small wavelength,
it is possible to equip multiple antenna arrays into lim-
ited spaces at mmWave transceivers. As a result, the direc-
tional beamforming techniques can be applied to enhance the
intended signal strength and mitigate the interference.

The application of mmWave communications, however,
is accompanied by several technical challenges in the 5G cel-
lular networks, which requires a novel system to be designed.
More specifically, mmWave signals are susceptible to block-
ages such as buildings or human bodies. Measurement results
indicate that there are large scale attenuations in mmWave
communication links, which are limited to Line of Sight
(LOS) scenarios. In order to predict and evaluate the perfor-
mance of mmWave cellular networks, new analytical models
are needed to be developed.

As illustrated in Fig. 19, the potential deployments of
mmWave communications in 5G mobile network are mainly
small cell access, cellular access and wireless backhaul.
In the 5G RAN architecture, mmWave cells are combined
with existing macro cells in order to ensure an always-
available connection and enhanced QoS for most of the end-
users located in a specific geographic area. The mmWave
communication cell offers a coverage range in the order
of 100-200 m. Therefore, it is considered as a small cell,
which generally occupies the radio spectrum from 30 GHz
to 300 GHz, with the wavelength between one to ten
millimeters [198].

One of the main characteristics of mmWave commu-
nications in comparison to other communication systems
(which use lower carrier frequencies) is high propagation
loss. The authors of [199], [200] discuss that rain attenu-
ation and atmospheric/molecular absorption characteristics
of mmWave prorogation decrease the range of mmWave
communications. Therefore, the mmWave communications
are usually deployed for short-range/indoor communications

FIGURE 19. Potential deployments of mmWave communication in
5G systems.

such as small cells/backhaul on the order of 200m [201],
because, the atmospheric absorption and rain attenuation
do not create any additional significant path loss for short-
range indoor communication. Directivity is another important
characteristic that makes mmWave communication unique.
In order for the transmitter and receiver to direct their beams
towards each other, several beam training algorithms are pro-
posed, which are available in [202]–[204]. These proposed
algorithms are used to decrease beam training time.

Recently, different aspects of mmWave communica-
tion have been discussed in several papers including [201],
[205]–[213]. In [205], [206], the authors discuss the utiliza-
tion of mmWave communications in 5G mobile networks.
They explore the advantages, feasibility and challenges of
the deployment of mmWave communications in emerging
cellular networks. Reference [207] investigates the technical
challenges of the mmWave communications including atmo-
spheric absorption, phase noise, large-scale attenuation and
limited gain amplifiers. The authors do also explore some
critical metrics, which can characterize multimedia QoS and
furthermore propose a QoS-aware multimedia scheduling
scheme that realizes the trade-off between complexity and
performance. The authors in [208] discover different deploy-
ment strategies of mmWave communication cells in the urban
areas. Reference [209] surveys most of the mmWave radio
propagation models. The authors deeply discuss different
propagation models in terms of line-of-sight probability,
building penetration and path lossmodel. In [210], the authors
reviewmobile networks based on mmWave communications.
They carry out a detailed discussion on channel measure-
ments andmodels, access and backhaul schemes, andMIMO.
Moreover, the paper furthermore introduces the standardiza-
tion and deployment efforts of mmWave communication.

A more in-depth survey on mmWave communication is
carried out in [211]. The authors conduct a comprehen-
sive analysis of mmWave communication including four
layers - physical layer, MAC layer, network layer and
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cross-layer. They provide several use-cases to demonstrate
that mmWave communication can satisfy the requirements
of future networks. In [212], the authors provide a com-
prehensive overview of mathematical models and analytical
methodology for mmWave cellular systems by taking into
account the different types of blockage models and massive
antenna arrays, the downlink SINR, and rate distribution were
generalized for system-level performance evaluation. This
study does also provide a detailed guideline and industrial
insights into the future network designation. Reference [213]
exploits tools of stochastic geometry in order to obtain a
mathematically tractable framework that identifies oper-
ating conditions in which mmWave network operates in
the inference-limited regime. Last but not least, in [201],
the authors present motivation for the deployment of
mmWave communication, hardware for mmWave commu-
nication measurements, and various types of measurement
results in 28 and 38 GHz frequencies in terms of directional
antennas at both BSs and end-user devices.

B. MASSIVE MIMO
MIMO is considered one of the key technologies of wireless
communication systems for almost a decade. It provides sig-
nificant increase in capacity and achieves high multiplexing
gain. The MIMO systems are divided into two major cate-
gories: Point to Point MIMO and Multiuser MIMO. In point
to point MIMO, both end-user and BS are equipped with
multiple antennas, however, only a single user is served in a
single time. In contrast, in multiuser MIMO, a BS is equipped
with an antenna array and there are many end-users expected
to be served. In order to further increase data throughput and
scale up multiplexing gain, the concept of massive MIMO
was introduced.

Massive MIMO was proposed for the first time by
Thomas Marzetta [214], and is considered as a breakthrough
in the 5G mobile communication. It is also known as
large-scale antenna systems, very large Multi-User MIMO
(MU-MIMO), hyper-MIMO, and full-dimension MIMO sys-
tems. Massive MIMO operates in Time-Division Duplex
(TDD), however, the downlink and uplink data transmission
take place in the same frequency range but in different time
domains. As illustrated in Fig. 20, the concept of massive
MIMO is to equip a BS with a large number of antennas,
which are utilized for transmitting of gigabit-level wireless
traffic in order to serve many active users in the same time-
frequency. With the deployment of a large number of anten-
nas in a single BS, the challenges of significant gain, high
complexity and high cost signal processing technique are
emerged. However, the authors in [214] prove that massive
MIMO technique is performed optimally. One of the key
advantages of the deployment of massiveMIMO is the ability
to focus the transmitted signal into short-range areas, which
leads to improve the performance of system capacity.Massive
MIMO does also improve energy efficiency, since tens of
antennas located in a BS helps focus energywith an extremely

FIGURE 20. The potential deployments of massive MIMO in 5G RAN.

narrow beam on small regions where hundreds of end-users
are located.

One of the key advantages of massive MIMO is its inte-
gration with other 5G key RATs such as mmWave, Non-
Orthogonal Multiple Access (NOMA), heterogeneous net-
works and D2D communication. Recently, researchers have
explored the combination of massive MIMO and NOMA
in [215]–[217]. These papers found that NOMA together with
massive MIMO improve the probability of network coverage
and increase sum rate along with fair radio resource alloca-
tion for each end-user. On the other hand, the integration of
massive MIMO in heterogeneous network increase through-
put by using beamforming technology [218]. The authors
in [219] believe that the integration of MIMO and mmWave
technologies improve data rates. The small wavelength and
high frequency characteristics of mmWave help to design
smaller antenna and to pack them together for a realistic
massive MIMO technique. Moreover, mmWave can also be
used with massive MIMO for point-to-point backhaul links
to achieve high throughput. Last but not least, the integration
of massive MIMO with D2D improves spectral efficiency.
The authors in [220], [221] propose different interference
management schemes and resource allocation mechanisms in
order to achieve higher performance gains. However, as for
the combination of massiveMIMO andD2D communication,
the trade-off between system complexity and performance
has to be taken into consideration.

Massive MIMO has been studied from various perspec-
tives. The authors in [222] explore the energy efficiency of
massiveMIMO and small cells. They investigate that massive
MIMO is more energy efficient if the number of small cells
is low, whereas it offers better performance if the number of
small cells is high. The authors in [223] explore the energy
efficiency optimization problem of downlink of a single cell
of massive MIMO systems, which consider both transmit
and circuit powers. Reference [224] optimizes data power
and user-specific pilot for a given QoS, while the authors
in [225] optimize the maximum/minimum spectral efficiency
and sum spectral efficiency. The authors in [226] propose
a joint power allocation and user association problem for
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massive MIMO downlink systems. They investigate to mini-
mize total transmit power consumption, when an end-user is
served by a subset of BSs. Last but not least, we recommend
two portals (http://massivemimo.eu and http://www.massive-
mimo.net/) to interested readers, which provide a list of
related technical/overview papers, highlight most recent lit-
erature, and share experimental/scientific results related to
massive MIMO.

C. DEVICE-TO-DEVICE COMMUNICATION
In D2D communication, the data traffic of closely located
devices is directly routed and is not necessarily needed to
traverse through RAN or CN. Recent studies have shown
that due to short distance among pair mobile devices and
direct communication, the D2D communication is expected
to enhance performance, increase energy efficiency, and
decrease delay in mobile network. An example of D2D com-
munication along with cellular communication is depicted in
a heterogeneous cellular layout in Fig. 21, where pair devices
directly communicate with each other, and the cellular com-
munication devices communicate with the eNB.

The D2D communication is categorized into in-band
and out-band. In the in-band D2D communication mode,
the direct communication among devices takes place in a
licensed spectrum allocated to the cellular operators. The in-
band D2D users access the licensed spectrum in two modes:
the dedicated mode (overlay or orthogonal mode) and the
sharedmode (underlay or a non-orthogonal mode). In the out-
band D2D communication mode, the direct communication
among devices takes place in unlicensed spectrum adopted
by other wireless technologies such as Wi-Fi or Bluetooth.

D2D communication has exclusively been studied from
various dimensions. So far, more than two hundred techni-
cal, overview and survey papers have been published related
to D2D communication. Reviewing of all these papers in
this subsection is not possible due to limited space and
considering main objectives of this survey paper. However,
we highlight only those survey papers, which review D2D
communication in 5G mobile networks from different per-
spectives. In this way, on the one hand we will thoroughly
address D2D communication in 5G systems, and on the other
hand, we will also give corresponding references to interested
readers to explore more about a specific dimension of D2D
communication in future networks.

Reference [227] provides a review of existing literature
on D2D communication from spectrum perspective. The
authors categorize available literature into two major classes
of D2D communication, the in-band D2D communication
and the out-band D2D communication. The paper further
explores open research challenges and future directions.
In [228], the authors review D2D communication from
protocols, resource allocation techniques, mobility manage-
ment, algorithms, and architecture perspectives. Existing
open issues and future research directions are also provided.
Reference [229] explores available literature related to
interference management, radio resource management and

FIGURE 21. The deployment of D2D communications in cellular networks.

optimization, performance evaluation, applications and ser-
vices, implementation, standardization activities, open issue,
and future research directions related toD2D communication.

With the deployment of D2D communication in the cellu-
lar network, the interferencemanagement betweenD2D users
and cellular users is one of the key challenges that needs to
be taken into account. In [230], the authors survey existing
literature on interference management of D2D communica-
tion in cellular network. The paper furthermore classifies and
compares all interference management techniques. The study
has shown that existing D2D techniques need to be further
optimized in order to fulfill the requirements of 5G mobile
communication system.

Routing in multi-hop cellular D2D networks is a critical
issue that needs to be carefully designed. Because, network
fragmentation, dynamic network topology, and nodemobility
are the main characteristics of multi-hop networks, which do
not exist in the traditional cellular network. Reference [231]
surveys this specific dimension of D2D communication. The
authors provide a comparative analysis of routing schemes
and discuss open research directions of routing in multi-hop
cellular D2D communication networks. In [232], the authors
explore applications and socially-unaware technical chal-
lenges of D2D communication. The paper surveys and cate-
gorizes literature related to socially-aware D2D communica-
tion, and subsequently, discuss existing open research chal-
lenges and future directions. Reference [233] surveys avail-
able literature of D2D communication in the context of 3GPP
LTE/LTE-A. To address several dimensions of D2D commu-
nications, the authors classify related papers into D2D man-
agement, D2D scenarios, and D2DRRM categories. In [234],
the authors provide a review of existing state-of-the-art solu-
tions for channel measurements and modeling.
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Security and privacy are important aspects in all types
of wireless communication, and especially when it comes
to the deployment of D2D communication in cellular net-
works. Both of these dimensions of D2D communication
have widely been surveyed in [235]–[238]. Reference [235]
classifies literature related to security of D2D communi-
cation in physical, MAC, network, and application layers.
The authors believe, layer-based security approach offers a
comprehensive understanding, which helps to improve secu-
rity and design the protocol of D2D communication. The
authors in [236] surveys state-of-the-art solutions related to
architecture and security of D2D communication. Despite
survey, the paper proposes an architecture, which is claimed
to overcome deployment challenges of D2D communication.
The authors furthermore propose a solution concept, which
is aimed to enhance security of D2D communication using
IP security. The paper does also survey different types of
security attacks that D2D faces with. In [237], the authors
investigate security architecture of D2D communication in
the context of 3GPP LTE framework. The paper does also
explore and survey potential security threats, security require-
ments, and existing security solutions in D2D communica-
tion. Reference [238] reviews state-of-the-art solutions for
enhancing privacy and security in D2D communication. The
authors categorize all proposed security solutions of D2D
based on cryptographic design, pairing and discovery, and
distributed algorithms. The paper further classifies state-of-
the-art related to privacy of D2D communication into two
categories: device privacy and network privacy. The device
privacy is covered from access control, privacy policy, appli-
cation analysis, data leakage, and mobile operating systems
perspective. However, the network privacy is surveyed from
anonymity, trust, access control, communication, storage
access, private proximity testing, and location privacy.

D. MASSIVE MACHINE TYPE COMMUNICATION
The scenario of mMTC is defined to concern emerging con-
cepts such as like sensor networks and IoT, which require
an ultra high traffic density and a huge number of connec-
tivities. In traditional telecommunication networks, the net-
work services were limited only to smart-phones, how-
ever, with the deployment of 5G, the network services are
going to be gradually introduce to various devices around us
such as smart watches, smart sunglasses, etc. Therefore, the
5G is also characterized with full interconnection of all
things, and the mMTC is widely accepted as an indispens-
able part of 5G. Through the Internet of Everything (IoE)
concept, the 5GPPP expects the 5G network to connect up
to trillions of IP-based ‘‘things’’ by 2020 [239], [240]. For
instance, the 5G network will be a systematic part of future
smart cities in which the services and applications of 5G will
have a huge impact on energy management, water manage-
ment, smart networked households, smart/intelligent vehi-
cles, tele medicine/surgery, public safety, education, traffic
management, time-critical applications that require an imme-
diate reaction, etc. As a result, this will make the planning,

management, andmaintenance of next generation of telecom-
munications networks expensive and complicated. In com-
parison to classical handheld Human-Type Communications
(HTC), the mMTC exhibits unique characteristics of [241]:
• Huge number of devices;
• Small data packet size, potentially down to a few Bytes;
• Uplink-dominated transmissions;
• Low user data rates;
• Sporadic user activity, including periodic and(or) syn-
chronized transmissions;

• Strong constrains on device complexity and power effi-
ciency.

So far, the mMTC has attracted significant attention from
both academia and industry. There are various survey and
review papers available, which provide detailed discussion
on the mMTC from different perspectives such as appli-
cation requirements along with their associated commu-
nication technologies in [242], access management tech-
niques in [243], radio resource management in [244], eco-
nomic considerations for facilitating the deployment of MTC
in [245], and surveys on mMTC in perspectives of ser-
vice requirements and technical challenges are available
in [246], [247].

The demand for dense radio access over shared medium
with low latency is a problem with long history. In case
of traffic congestions, frequent Random Access (RA) col-
lisions may lead to a significant delay over the RACH,
and therefore must be efficiently suppressed. A variety of
solutions for RA collision control have become available
since the early versions of LTE standard, including Access
Class Barring (ACB), Prioritized RA, MTC-Specified Back-
off, RACH Resource Separation, Dynamic RACH Alloca-
tion, Pull-Based RA, Self-Optimization Overload Control
RA, Code-Expanded RA, Spatial-Grouping, Guaranteed RA
and Non-Aloha-Based RA. These legacy methods have been
deeply reviewed in performance and implementation through
comparative studies [248], [249].

To cope with the new requirements of 5G mMTC scenario
where the UE density is significantly further increased, novel
methods have been reported. For example, it was proposed
in [248] to apply a reinforcement learning algorithm to cog-
nitively address UEs to different BSs so that the peak PRACH
load can be distributed over BSs. Since 2015, a new concept
has been arising to a recent popularity, which deploys D2D
technology to enable some UEs working as data aggregators
for other devices [250]–[253]. In such way, the RA request
density in mMTC scenario can be efficiently reduced, and
therefore so does the collision rate. Additionally, making use
of the UE context information including channel gain and
battery level, an optimized assignment of data aggregator
can lead to a significant improvement in UE energy effi-
ciency [254]. Another D2D-based approach, as an alternative
for MTC among local devices in the same area, relies on D2D
interfaces betweenUEs (such as PC5ah) to set up local ad-hoc
networks without any relay over BS, so that RAN congestions
can be avoided [255]–[257].
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E. MULTI-ACCESS EDGE COMPUTING
In order to cope with explosive growth of data traffic that
is associated with a wide plethora of emerging applications
and services, a new architecture, which is called the Multi-
access Edge Computing (MEC) was proposed. MEC is a
new paradigm, which provides cloud computing services
at the edge of the radio access network, offering an ultra-
low latency environment with high bandwidth and real-time
access to radio and analytic. MEC enables computationally
intensive and delay-sensitive applications to be executed in
close proximity to end-users, thereby enriching user’s sat-
isfaction, improving QoE, and utilizing more efficiently the
mobile backhaul and core networks. From business perspec-
tive, MEC introduces flexible and multi-tenant environment,
which allows authorized third-parties to make use of the
storage and processing capabilities.

Key technologies that enable edge computing are SDN,
NFV, Information Centric Networking (ICN) and network
slicing. The ETSI standard on MEC [258] plays an active
role by launching the MEC ISG. The objectives of ISG are to
accelerate the adoption of edge technology by developing set
of specifications in the form of deliverables, including service
scenarios, requirements, architecture and API specifications.

There are various promising scenarios and use-cases in
5G communication systems that benefit from the concept
of edge computing such as Computation offloading, IoT,
content delivery and caching, AR and VR, video streaming
and analysis, connected vehicles, and mobile big data.

Computation offloading is considered a significant use-
case of MEC, which improves energy efficiency and speeds
up the process of computation – especially the delay-
sensitive applications. Computation offloading techniques
have attracted extensive research efforts, which are reported
in [259]–[264]. For example, [259], [260], [262], [264]
exploit the computation offloading mechanism for enhancing
the capability of mobile devices, while improving energy
efficiency. However, papers such as [261], [263] study exe-
cution delay introduced by computation offloading. Besides,
an exclusive overview on computation offloading is pro-
vided in [265]. The authors describe three important design
challenges in computational offloading to MEC: offloading
decision, mobility management and computation resource
allocation.

The MEC can be utilized for IoT applications and services
by facilitating storage and computational related resources
close to the data sources [266]. For instance, the MEC can
be exploited to ensure that end-user’s requests are processed
faster or to reduce IoT data and signaling. The architecture
for edge IoT proposed in [267] suggests a hierarchy of edge
cloud platforms in order to process IoT data. The proposed
architecture does also collect and analyze raw IoT data, which
are subsequently delivered to the remote cloud server. The
results of a research in [268] investigates the freshness of
IoT data suggests that the load of the network can be sig-
nificantly reduced for highly requested data. The authors
in [269] explore VM placement and task distribution in edge

cloud considering end-user QoE and CAPEX. Moreover,
[270] elaborates a cloud-based controller known as IoT-Cloud
that enables the developers to create scalable sensor-centric
applications.

The responsibility of the edge network can be further
increased by allowing distributed caching with hosting Con-
tent Delivery Network (CDN) at the edge of the network.
MEC-CDN are capable of reducing stress from core net-
work [271]. The authors of [272], [273] do also confirm such
outcomes through the results of their research presented in
their work. Moreover, the research work presented in [271],
[274], [275] suggest various proposal related to the edge-
assisted distributed video caching and streaming to increase
the QoE of end-users and QoS of the 5G mobile network.

One of the promising applications of MEC is to sup-
port delay-sensitive computing such as AR and VR tech-
nologies [276]. The results found in [276]–[278] show that
the offloading of AR application tasks to the edge reduces
latency and improves energy efficiency. Reference [279] does
also present the performance evaluation of computing task
offloading to edge server for AR application. The results
show that energy consumption is reduced and the latency is
decreased due to the offloading of tasks to the edge.

In Sec. I and Sec. II, we discussed that nearly three fourths
of mobile data traffic of 5G communication system is video
traffic. The deployment of edge caching facilitates essential
operations of video stream analysis including the detection
of object, and the classification of wide-range of applications
such as face recognition, home security surveillance, and
vehicular license plate recognition [280], [281]. Considering
the fact that video analysis algorithms need high computation
resources, thus it is preferable to offload video analysis tasks
to the MEC in order to enhance energy efficiency (such as
increasing battery life) of the user devices, reduce latency and
provide higher data-rates. The performing of video analysis
close to the end-user devices (edge network) does not only
decrease energy consumption and reduce the latency, but also
avoids network congestion in the 5G mobile network caused
by video stream uploading [276], [280], [281].

MEC plays a significant role in the digitization of auto-
motive industry such as self-driving and autonomous cars.
It can also be exploited for Vehicle to Vehicle (V2V) and
Vehicle to Infrastructure (V2I) communication in order to
provide services for the applications that require ultra low-
latency. The deployment of MEC alongside the road sends
and receives crucial information that alleviates V2V and
V2I communication such as traffic jam, warning from other
vehicles, and the presences of pedestrians and bikers [282].
Therefore, the deployment of MEC in automotive industry
improves road safety due to the combination of cameras
mounted on the vehicles with MEC video analytics at the
edge of the network [282]. Recently, a study on the archi-
tecture of vehicles connectivity through edge-cloud platform
reports a number of V2V and V2I on-board services [282].
Moreover, the authors in [283] discuss that vehicles, which
are connected via the distributed edges collect, process, and

VOLUME 7, 2019 70403



M. A. Habibi et al.: A Comprehensive Survey of RAN Architectures Toward 5G Mobile Communication System

analyze real-time data from sensor devices that are installed
ubiquitously. Subsequently, the data is transferred to the cloud
data center for further processes.

The deployment of MEC close to the end-user facilitates
big data analytics and offers low latency services with higher
bandwidth [284] [285]. For example, in [284] a framework
is introduced to further exploit the collaborative processing
between edge and cloud computing for big data analytics.
In this context, the authors suggest that IoT data can be
collected in the edge of the network and after the analysis,
the result can be sent to the core network.

F. NETWORK FUNCTION VIRTUALIZATION
Most traditional mobile networks are filled with large amount
of network functions, which are coupled to dedicated hard-
wares. This mechanism brings many challenges to the net-
work such as difficulty in service provision and network
management. Moreover, deployment of dedicated hardware
and designing of protocols based on dedicated hardwares are
both expensive and time consuming. The NFV is consid-
ered as a key enabler that decouples network functions from
dedicated hardwares and realizes them in the form of soft-
ware, which is called Virtual Network Functions (VNFs). The
NFV introduces many advantages to the telecommunication
networks such as simplify network management, decrease
CAPEX/OPEX, reduce energy consumption, enhance flexi-
bility of service provision, and so on.

In October 2012, some of the world largest telecommu-
nication operators and vendors such as American Telephone
and Telegraph (AT&T), British Telecom (BT), Deutsche
Telekom (DT), NTT, DOCOMO, Telecom Italia, Telefonica,
and so on agreed to establish the first Industry Specification
Group (ISG) within ETSI in order to define NFV in telecom-
munication networks [286]. Since establishment of ISG on
NFV within ETSI, the number of members increased to more
than 300 including 40+ world largest telecommunication
service providers. All these members are closely working
together on deployment of NFV in telecommunication net-
works and development of standards for NFV.

The NFV architectural framework is illustrated in Fig. 22,
which is proposed by the ETSI [286]. The proposed archi-
tecture consists of three parts: the Network Functions
Virtualization Infrastructure (NFVI), Virtualized Network
Function (VNF), and NFV Management and Orchestration
(NFVM&O). The NFVI corresponds to the data plane, which
is used to provide virtual resources in order for the VNFs to
be executed. The VNF is the software implementation of a
network function and has the capability to run over the NFVI.
The VNF corresponds to the application plane and consists of
various types of VNFs, which are considered as applications.
The NFV M&O part of proposed architecture corresponds
to the control plane. It is responsible for the orchestration
and lifecycle management of hardware and software network
resources, which are used to support lifecycle management
and infrastructure virtualization. Moreover, the M&O has
responsibility to build connection among different VNFs

FIGURE 22. The NFV architectural framework.

and interacts with the OSS/BSS landscape. This feature of
M&O allows NFV in order to integrate with existing net-
work management landscape. The NFV system is driven by
a set of metadata that consists the requirements for service,
VNFs, and infrastructure in order for the NFV M&O to act
accordingly. All these descriptions, VNFs, infrastructure, and
services are provided by various industries.

The 5G communication network is filled with large amount
of functions. All of these functions are faced with functional
and architectural challenges. In order to effectively process
and adopt these function in the 5G network architecture,
the NFV is one of the key enablers to achieve this goal. The
NFV provides high flexibility to adopt to various scenarios,
requirements, and use-cases of 5G and beyond communica-
tion technology. In the 5GRAN architecture, there are several
functions related to user plane and control plane that need for
virtualization. The virtualization of functions in 5G and more
specifically in 5G RAN decreases energy consumption and
lowers footprint through its dynamic infrastructure resource
allocation and traffic balancing features.

There are many research papers available that investigate
the integration of NFV in different traditional telecommu-
nication networks. For example, the authors in [287], [288]
investigate possible deployment of NFV in optical commu-
nication networks. Papers such as [289]–[291] study the
deployment of NFV in different aspects of 5G mobile net-
work. Moreover, there are also some papers that study the
integration of NFV with SDN such as [292]–[294], which
attracts significant attention due to its high complementary
features. However, the integration of NFV with traditional
systems is not easy and requires more studies in order to solve
compatibility issues.

There are many survey and review papers available, which
explore various aspects of NFV such as [9], [295]–[300].
In [295], the authors provide an overview of NFV and also
discuss most popular algorithms related to VNF in terms of
scheduling, migration, VNF placement, chaining and multi-
cast. Moreover, existing open challenges and future research
directions are also highlighted. Reference [296] surveys state-
of-the-art that leverages NFV and SDN in the evolved packet
core network architecture. The authors categorized related
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literature in four categories, architectural approach, tech-
nology adoption, functional implementation, and deploy-
ment strategy, and discussed all these four dimensions of
NFV/SDN deployment in core network architecture. In [9],
the authors provide a comprehensive review of NFV and
furthermore explore the relationship of NFV with the SDN
and cloud computing. The paper also deals with standardiza-
tion activities, NFV related projects, deployment, potential
use-cases, and commercial products. Reference [297] surveys
radio resource allocation of NFV and furthermore presents
main research challenges related to resource allocation in the
NFV. Reference [298] investigates the deployment of NFV
in software-defined NFV architecture. The authors present
software-defined NFV architecture and describe the relation-
ship between SDN and NFV. In [299], the authors survey
recent papers on the deployment of NFV along with the
advantages and disadvantages of NFV and SDN. Last but
not least, [300] explores NFV and furthermore covers system
requirements and its framework. The author discuss potential
NFV use-cases and highlight open challenges and future
research directions.

G. SOFTWARE DEFINED NETWORKING
Legacy telecommunication networks are integrated verti-
cally, where control plane and data plane are paired together.
The existing integration approach of traditional IP networks
is complicated, difficult to manage and hard to configure. The
SDN is considered as a key enabler of 5G and beyond com-
munication technologies, which breaks traditional integra-
tion approach of telecommunication networks and decouples
control plane from the data plane. The SDN has the ability
to centrally partition network, change the traffic flow, and
provide application level quality of service. The decoupling
of data and control planes brings a number of advantages to
a communication network such as simplification of network
management, service management, control management, and
it become easy to program the applications. However, due to
some challenges such as budget constraints, fear of down-
time and so on, many telecommunication operators are not
willing to fully deploy SDN, instead, they are willing to
chose partially deployment of SDN for the design of their
networks. Themain idea behind partially deployment of SDN
is to place limited number of SDN related hardwares among
existing telecommunication network devices, which is also
called hybrid SDN network.

The SDN architecture is depicted in Fig. 23, which con-
sists of three layers: infrastructure layer, control layer and
application layer. The infrastructure layer is the bottom layer,
which is composed of all network devices and hardwares
related to SDN supported system. In contrast with traditional
network, devices in the SDNnetwork do not have control over
functions, and they act just as forwarding devices. As shown
in the architecture, the infrastructure layer interacts with con-
trol layer via control data plane interface. The control layer
is composed of multiple SDN controllers. All intelligence
related to the network is logically centralized in this layer.

FIGURE 23. Software Defined Networking architecture.

The SDN controllers are responsible to manage all virtual
and physical network resources. As illustrated in Fig. 23,
the SDN controllers have direct control over all elements
of data plane through Application Programming Interface
(API). The application layer is the upper layer, where ser-
vice providers, network operators and application developers
directly operate the network to meet their business demands
such as bandwidth, traffic, access control, QoS, energy
usage, etc.

The 5G mobile network infrastructure is based on SDN,
which is supposed to be managed dynamically and on the
real-time needs. This will help operators to provide effi-
cient communication between applications and services in
the cloud, and end-users. Moreover, the deployment of SDN
in 5G mobile network increases efficiency in allocation of
radio resources through centralization and seamless mobil-
ity over diverse radio access technologies. There are many
research papers and proposed solutions available, which dis-
cover SDN in the context of 5G network and more specifi-
cally in the 5G RAN such as [14], [301], [302]. In paper [14],
the authors model an architecture, in which SDN controller
adjusts bandwidth for each Radio Access Points (RAPs) and
BBU dynamically. In the proposed architecture, SDN con-
troller has the responsibility of management and selection of
routes for all RAN and CN connections. In [301], the authors
propose a novel architecture in order to leverage SDN in the
5G wireless network, which is called SoftAir. The paper dis-
cusses solutions and existing challenges regarding proposed
architecture. The authors in [302], propose a multi-tiered
cloud controller scheme and event processing mechanism for
Software Defined Wireless Network (SDWN) architecture
of 5G mobile communication.

Despite above discussed technical papers, there are sev-
eral survey papers available, which study SDN from dif-
ferent aspects such as [303]–[310]. In [303], the authors
provide a comprehensive survey on SDN infrastructure, net-
work programming languages, network applications, south-
bound and northbound APIs, and standardization activities.
Reference [304] surveys recent research papers on SDN,
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its features, and its potential benefits. The authors thor-
oughly describe all three layers of SDN network architec-
ture. The authors in [305], [306] investigate all those papers,
which are focusing on three layers of SDN network archi-
tecture. However, [305] surveys literature related to the inter-
faces between aforementioned three layers. Reference [307]
explores literature on SDN advancement over traditional
network, SDN technologies, functional architecture, Open-
Flow standards/protocols, and various activities that are going
on to standardize different aspects of SDN. The authors
in [308] explores design principle, architecture, application,
and potential driving forces of SDN deployment in the future.
In [309], the authors survey related literature on different
aspects of SDN. Moreover, the paper focuses on discovery of
network model from both architecture and protocol perspec-
tives. The authors discuss various available solutions, which
address scalability, elasticity, dependability, reliability, high
availability, resiliency, security, and performance concerns
related to the SDN. Paper [310] discusses literature related to
programmable networks, specifically the SDN. The authors
present the architecture of SDN supported system, Open-
Flow standard, and alternatives for deployment of SDN-based
protocols and services. It is worth noting that if interested
readers are looking for open issues, ongoing research efforts,
and future directions related to SDN, then we recommend
references such as [303], [304], [306], [310], where above
mentioned aspects of SDN are thoroughly discussed.

H. NETWORK SLICING
As discussed in Sec. I, the 5G communication system is
expected to provide services to various vertical industries
such as medical care, manufacturing, automotive, etc. Net-
work slicing is one of the appropriate 5G technologies to
meet the requirements of vertical industries. It allows operator
to partition network in a structured, elastic, scalable and
automated manner. Each of the use-cases and applications
demands its own network slice that consists of indepen-
dent functions, requirements and characteristics [311]. For
example, a slice may be dedicated to Critical-Machine Type
Communication (C-MTC) such as remote surgery, which is
typically characterized by high reliability, ultra-low latency
and high throughput. Another network slice may be specified
to support water meters reading, which requires a simple
radio access procedure, small payload volume and lowmobil-
ity. Furthermore, the eMBB services may require a separate
slice, which is characterized by a large amount of bandwidth
in order to support high data rate services such as HD video
streaming.

Deployment of network slicing enables the operation of
multiple logical networks over a single shared physical
infrastructure using SDN/NFV in order to reduce total cost,
decrease energy consumption and simplify network functions
in comparison to one network for different use-cases/business
scenarios. In a slice-based network, each slice is provided
with its own specific characteristics and will be considered as
a single logical network. In this way, infrastructure utilization

and resource allocation will be much more energy and cost
efficient in comparison to traditional network.

Implementation of network slicing over 5G communi-
cation system arises many technical challenges, which are
expected to be solved. There are also some business and
economic issues (e.g. total cost, revenue, etc.) that need for
significant optimization and re-designing in order to cope
with emerging network architecture. On the other hand,
the demand for broadband multimedia services has been
increasing explosively. With this ongoing trend, the revenue
of MNOs will soon be exceeded by CAPEX and OPEX
required to operate the infrastructure. Therefore, total cost,
expected revenue, and resource allocation in the context of
network slicing are seemed to be interesting research topics,
which need for further discovery.

Fig. 24 shows the system architecture of network slic-
ing [312]. The architecture consists of CN slices, RAN slices
and radio slices. Each slice in CN is built from a set of
Network Functions (NFs). Some NFs can be used across mul-
tiple slices while some are tailored to a specific slice. There
are at least two slice pairing functions, which connect all of
these slices together. The first pairing function is between
CN slices and RAN slices, and the second pairing function
is between RAN slices and radio slices. The paring function
routes communication between radio slice and its appropriate
CN slice. The pairing function between RAN and CN slices
can be static or semi-dynamic configuration in order to
achieve required network function and communication.

Network slicing has exclusively been studied in literature.
For instance, the authors in [313] explain a detailed end-
to-end framework of network slicing implementation in 5G
communication system. The paper deals with the deploy-
ment of vertical and horizontal slicing over the air-interface,
RAN and CN. It further focuses on how to horizontally
slice both computation and communication resources to/from
virtual computation platforms in order to improve scalability,
enhance device capability and increase end-user experience.

Moreover, [314]–[316] focus on the deployment of net-
work slicing in the RAN architecture. The authors in [314]
analyze network slicing in multi-cell RAN in order to sup-
port radio resource splitting among various slices. The paper
further proposes four types of RAN slicing approaches along
with their detailed comparison. However, the authors in [315]
explain how network slicing impacts various aspects of
design and functions of RAN architecture of 5G mobile
network. The paper thoroughly covers RAN requirements for
network slicing implementation. In [316], the authors pro-
vide a comprehensive discussion on deployment of network
slicing in H-CRAN aiming to improve throughput through
computation and communication resource sharing.

Furthermore, the authors in [317] address network slic-
ing related concepts, i.e., resource allocation, virtualization
technologies, orchestration process and isolation function.
The paper provides a comprehensive discussion on SDN
and NFV along with a deployment use-case (which consid-
ers network slicing using both NFV and SDN integration).
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FIGURE 24. Network slicing system architecture.

The authors further demonstrate existing challenges and
future research directions of network slicing implementation
in 5G communication system. Moreover, a comprehensive
survey on architecture and further research directions of net-
work slicing is also available in [318].

The Next Generation Mobile Networks (NGMN) intro-
duced Network Virtualization Substrate (NVS), which allows
infrastructure provider to control resource allocation of each
of the virtual instances of an enhanced Node B (eNB) before
customization of scheduling of each virtual operator within
allocated resource. On the other hand, a heuristic-based
admission control mechanism is introduced in [319], which
dynamically allocates network resource to various slices in
order to increase end-user satisfaction considering specific
requirements of each of the slice.

One of themain objectives of network slicing is to optimize
profit modeling of traditional telecommunication networks.
In order to increase overall revenue and decrease total net-
work expenditure, a comprehensive study of business and
economic dimensions of network slicing is required. The
authors in [320] analyze profit generated by different slices
over the same network infrastructure and furthermore model
network resource management. Meanwhile, [321] deals with
the designing of an algorithm that allocates requests of
network slices, which maximizes total revenue of network
infrastructure provider.

X. OPEN RESEARCH CHALLENGES AND FUTURE
DIRECTIONS
In this section, we explore several open research
challenges related to various 5G RAN architectures

(C-RAN, H-CRAN, V-CRAN, and F-RAN), key enabling
technologies for 5G systems (MEC, SDN, NFV, and network
slicing), RATs of 5G mobile network (mmWave, massive
MIMO, D2D communication, and mMTC), and transporta-
tion networks of 5G RAN architecture (Backhaul and Fron-
thaul).We further align existing challenges for future research
consideration.

A. MAJOR RESEARCH CHALLENGES OF C-RAN
• Security: Existing security frameworks cannot defend
all possible treats and attacks against the C-RAN. There-
fore, a universal security framework is essential to fulfill
the requirements of 5G C-RAN. Among others, pri-
vacy preservation, trust management, security of spectrum
resource management and physical layer security are con-
sidered to be the most crucial challenges. Based on these
four major research challenges, we believe, there is a num-
ber of potential research directions including the design of:
an efficient and secure authentication mechanism, a com-
prehensive security framework, a mechanism to allow vari-
ous operators in order to share their resources among each
other in a trustworthy way, a privacy preservation mecha-
nism, a system that builds trust among end-users and service
provider, and a secure virtualized mechanism for virtualized
BBU pool.
• SDN Deployment: The deployment of SDN in

C-RANbrings a number of advantages to 5Gmobile network.
However, it does also lead to two major research challenges:
First, the placement of centralized controller needs optimiza-
tion, because, the location of the controller play crucial role
in latency, QoS, and other network performance parameters.
Second, network operators are faced with the scalability chal-
lenge in the C-RAN, which is limited by service capability of
SDN controller.
• Cooperation among BBUs: All BBUs, which are

located in the same pool, require cooperation among each
other in order to share end-users’ related data, scheduling
and channel feedback collection. In 5G mobile network,
C-RAN architecture will be equipped with a huge num-
ber of BBUs that are expected to be located in the same
pool requires high cooperation. Despite many advantages
that cooperation among BBU brings to the 5G C-RAN,
there is also a number of challenges including end-user pri-
vacy, high bandwidth and low latency; which need to be
tackled.
•Cells Clustering andBBUsAssigning:Efficient assign-

ment of BBU pool and optimal clustering of cells in an effec-
tive way to minimize overhead and maximize gain are still
open research challenges. There could be a scenario, where,
one BBU pool may achieve a high number of channels,
meanwhile, it may reduce fronthaul delay. However, there
may be another BBU pool, which supports many distributed
geographical locations in different places in order to consol-
idate them with a single BBU. Therefore, we need to find an
efficient mechanism in order to cluster cells and assign BBU
in 5G C-RAN.
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B. MAJOR RESEARCH CHALLENGES OF H-CRAN
• Energy Consumption: Ultra dense deployment of RRHs
and micro BSs in H-CRAN, on one hand improves capac-
ity, on the other hand consumes too much energy. Existing
literature related to the optimization of energy efficiency
assumes that transmission power of every node/network is
fixed or slightly increases/decreases. Therefore, energy har-
vesting in the H-CRAN is one of the promising research chal-
lenges that needs further study into many directions including
the adaptation of transmission power of node/network to the
packet traffic, radio channel fading, the QoS of users, etc.
• Backhaul Links: Both intra-CoMPs and intercell

CoMPs need a large amount of signaling over backhaul links
in order to mitigate interference amongmacro andmicro BSs.
This leads to increase the capacity of the backhaul links.
Therefore, the H-CRAN requires low latency and extremely
high capacity backhaul network to overcome existing capac-
ity challenge.
• Allocation of Workload between Smallcells and

Macrocells: The RRHs and small cells are usually deployed
indoor and in hot traffic zones in order to provide enhanced
quality and reliable communication to the end-users
of H-CRAN. This will increase the amount of data to be
transmitted between RRHs/smallcells and the macrocells.
Therefore, an efficient mechanism to allocate workload
between RRHs/smallcells and macrocells is needed to be
researched in order to take a large amount of traffic demands
into consideration.

C. MAJOR RESEARCH CHALLENGES OF V-CRAN
• Overhead and Latency: Network functions are exe-
cuted on top of a hypervisor in NFV system architec-
ture, this characteristic of network virtualization introduces
additional overhead in V-CRAN, which leads to network
performance degradation. Therefore, optimization of legacy
hypervisors and deployment of new virtualization technolo-
gies are needed in order to minimize overhead and latency.
• Network Isolation: With the introduction of NFV and

SDN in V-CRAN, network is isolated. Thus, both physical
and virtual resources are shared among different operators.
Different types and levels of configuration, customization,
and deployment in the topology of virtual network should
not affect and interfere in any part and service of coexisted
operators. Network isolation is a challenging task in wireless
networks due to the broadcast nature of wireless communica-
tion and propagation of radio waves. For instance, a small
change in a cell configuration may introduce a high level
of interference to its neighboring cells. Therefore, special
attention should be paid during configuration, customization
and deployment of both physical and virtual resources.
• Resource Allocation: Efficient resource allocation and

utilization is another crucial challenge of V-CRAN. Some of
the characteristics of wireless communication network such
as the availability of spectrum, roaming, device mobility, and
the differentiation of uplink and downlink channels make the
resource allocation more complicated in comparison to wired

networks. Therefore, researchers are expected to propose effi-
cient resource utilization mechanisms for V-CRAN in order
to maximize the profit of mobile network and increase the
QoS of end-users.
• Network Slice Management: Network slice manage-

ment is a major research challenge in V-CRAN. Every single
network slice should be created and scaled dynamically based
on its QoS requirements. Those algorithms that are utilized
for the allocation of network resources should adopt differ-
ent strategies depending on the QoS requirements, size, and
application of network slice. Therefore, dynamic characteris-
tics of 5G network slice need to be taken into account while
designing and deployment of network resource allocation
algorithms in V-CRAN.

D. MAJOR RESEARCH CHALLENGES OF F-RAN
• Integration of SDN: The F-RAN decouples control and
user planes. The data forwarding flow in SDN is mainly at IP
layer. It is still not straightforward that how to combine MAC
and physical layers’ functions for edge devices in F-RAN.
On the other hand, SDN is based on centralizedmanner, while
F-RAN is based on distrusted manner. Thus, it is still a major
challenge that how to achieve SDN ideas in 5G F-RAN. Both
of these major research challenges are nontrivial and must be
coped for the successful deployment of F-RANwith SDN for
5G systems.
• Edge Caching: Edge caching is a key component, which

improves the performance of F-RAN by relaxing traffic bur-
den at cloud server, and providing fast content access and
retrieval at F-UEs. In F-RAN, the caching space at each F-AP
and F-UE is small in comparison to centralized caching
mechanism. The edge caching policies, deciding what to
cache and when to release cashes in various edge devices
are crucial for improving the overall performance of caching
in F-RAN. The traditional caching policies in wireless net-
works, such as first-in first-out, least recently used, and least
frequently used, should be evolved to appropriately improve
cashe hit ratio in F-RAN.
•TheVirtualization of SDNController: In F-RAN,NFV

virtualizes SDN controller in order to run cloud server, which
is migrated to fit locations according to the needs of network.
However, it is still indistinct due to the distribution character-
istic in edge devices that how to virtualize the SDN controller
in F-RAN architecture for 5G.Moreover, security, computing
performance, portability, VNF interconnection, compatible
operation and management with legacy RAN architectures,
etc., are still open research challenges.

E. MAJOR RESEARCH CHALLENGES OF TRANSPORT
NETWORK IN THE 5G RAN
•Higher-capacity Backhaul Network: To carry anticipated
huge traffic in future 5G network, it is necessary to employ
a backhaul network with enough capacity to connect RAN to
the subsequent part of network. According to the literature,
5G backhaul requires ten times higher capacity than legacy
LTE network.Massive traffic generated in the 5GRANbrings
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many challenges to the backhaul including the network pro-
tocols for wireless links, which are needed to be optimized
in order to fulfill capacity requirement of massive backhaul
traffic.
• Ultra-low Latency Requirements: One of the major

challenges that remains along with the backhaul is to provide
ultra-low latency services for 5G systems. For the time being,
mmWave and direct optical fiber are two key enablers for
ultra-low latency services, however, it is expected that more
options are going to be available in the future. The mmWave
faces with propagation challenge and the direct optical fiber
is not often cumbersome to lay; therefore, these limitations
are required to be solved in order to fulfill ultra-low latency
requirement of 5G mobile communication.
•Elasticity and Flexibility in Backhaul Network: Future

backhaul network requires high flexibility and elasticity.
To use the precious resources effectively, joint operation of
backhaul and access has to be implemented. To support joint
operation, backhaul network has to be flexible in order to
ensure the best usage of resources. Backhaul resources should
be assigned according to the traffic requirements and unused
resources have to be available to be used by other traffic
flows, where more resources are required. Hence, proper
cooperative, flexible and elastic usage of backhaul resources
is unavoidable.
•Backhaul Syncrhonization: To benefit from the central-

ization gains proposed by C-RAN, proper synchronization
in the backhaul network is crucial. Literature suggests that
LTE level synchronization does not fulfill the requirements
of 5G communication systems; therefore, enhanced synchro-
nization is required.
• Virtualization of Cable Technologies: In fronthaul,

optical fiber is usually preferred to be used due to its high
transmission capacity. Meanwhile, other wired transmission
media such as coax, twisted pair telephone lines, and power
lines can also be deployed as an alternative fronthaul links.
So far, there has not been much research attention to the virtu-
alization of cable technologies. In order to fulfill the demand
of future heterogeneous mobile networks, we need to change
the existing network paradigm from being hardware-centric
to software driven. This requires further investigation in terms
of both virtualization of network functions and softwarization
of cable technologies.
•Higher-capacity and Lower-latency Fronthaul Links:

The fronthaul link will ask for hundreds of Gbps through-
put, which is impractical with current backhaul/fronthaul
options. Moreover, more centralization of functions in central
unit puts stringent requirement on backhaul latency. Thus,
5G C-RAN will ask for ultra low latency and high data rate
in the fronthaul link.

F. MAJOR RESEARCH CHALLENGES OF MMWAVE
COMMUNICATION SYSTEM
• LOS Probability Function: Obstacles in the environment
affect wireless communication channels owing to reflection,
diffraction, scattering, absorption, and refraction. From the

FIGURE 25. Line-of-Sight and Non-Line-of-Sight links.

measurement implemented by New York University, it was
observed that reliable communication links can only be estab-
lished within the range of 200m [201], which is because the
millimeter wave signal is sensitive to blockages (buildings,
human bodies, etc). Thus, most of the links in mmWave
cellular systems are in LOS. The LOS and Non-Line-Of-
Sight (NLOS) are illustrated in Fig. 25. The 3GPP standards
suggest modeling building blockages by differentiating the
LOS and NLOS links using a stochastic model, which is for-
mulated as a probability function of link distance from BS to
the typical mobile user in (2). Even though the proposed base-
line model is limited to some scenarios with 2-dimensional
network models. Most importantly, by plugging the compli-
cated probability function inside SINR model, the tractable
analytical model cannot be obtained to evaluate the system
performance. Therefore, the most important research chal-
lenge in mmWave cellular networks is to propose a suitable
LOS probability function in order to capture the property of
urban cellular networks and make the obtained performance
metrics analytically tractable or mathematically computable:

PLOS (r) = min
(
18
r
, 1
)(

1− e−
r
63

)
+ e−

r
63 (2)

• Path-loss Model: Due to the above mentioned blockage
effects, where most of the reliable links will be established in
LOS, it is necessary to design the small cell networks or ultra-
dense networks. The objective of using such deployment is
to make mobile users close to the BSs in order to avoid
the impact of building blockages. Now with the small cell
networks in mmWave system, the conventional unbounded
path-loss model will lose its accuracy. Let us explain it as fol-
lows. With the conventional power-decaying path-loss model
L(r) = rβ , where β is the path-loss slope, the received power
is given by

Pr =
Pt |h|2

rβ
(3)

where |h|2 is the channel fading power. Now in the small cell
networks where users are quite close to the BSs, there will be
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the following singularity issue:

r → 0⇒ Pr =
Pt |h|2

rβ
⇒∞ (4)

This is practically impossible. Thus, the research challenge
is to propose a novel path-loss model to avoid such issue and
obtain the further insightful guidelines in small cell network
designation.
• Performance Metrics: In most of the literatures or text-

books, the small-scale fading in wireless channels is
assumed to be Rayleigh distributed, which is proved to be
invalid for mmWave channels from the measurement results.
In mmWave channels, compared with small-scale fading,
the impact of shadowing behaves as a significant component
in impairing the link reliability due to the large scale building
blockage effects. Statistically, the shadowing is modeled as
a log-normal distributed random variable with the following
Probability Density Function (PDF):

fx(x) =
10

ln(10)
1

√
2πσx

exp

− (10logx−µ10 )
2

2σ 2

 (5)

where its mean equals to µ and standard deviation equals
to σ . The major research challenge by taking into account the
impact of shadowing is that how to formulate the performance
metrics in a tractable way with the complicated log-normal
distribution.
• Designing of Directional Antenna Array: Thanks to

the small wavelength, mmWave cellular networks are capable
of exploiting directional beamforming for compensating of
increased path-loss at mmWave frequencies and for over-
coming of additional noise due to the large transmission
bandwidth. As a desirable bonus, directional beamforming
provides interference isolation, which reduces the impact of
other-cell interference. However, how to design a directional
antenna array to mitigate such effect is still a key research
challenge.

G. MAJOR RESEARCH CHALLENGES OF MASSIVE MIMO
•Reciprocity Calibration:As discussed in previous section,
massive MIMO operates in TDD. The TDD requires reci-
procity calibration. There is a need for further investigation
to figure out how often the calibration should be done? What
is appropriate mechanism to do calibration? And what would
be the cost - in terms of time, frequency, resources, and
additional hardware components - to do calibration? All these
key technical challenges need further comprehensive study.
• Power Consumption: One of the advantages of mas-

sive MIMO is to offer significantly low radiated power
(1000 times) and to simultaneously increase data rates. How-
ever, in the real world, total radiated power should be taken
into account, including the cost for the processing of base-
band signal. In order to reduce internal power consump-
tion, further study is needed for baseband signal processing
hardware.

• Processing of Baseband Data: The antenna arrays of
massive MIMO generate a large amount of baseband data.
This data needs to be processed in real time. The process-
ing of the real time baseband data should be as simple as
possible - it specifically means that it should be either lin-
ear or close to linear. In order to simplify the processing of
real time baseband data, further study is needed to be carried
out to design optimized algorithms and their deployment in
real world.
• Pilot Contamination: In massive MIMO systems, every

terminal is assignedwith an orthogonal uplink pilot sequence.
When the pilot sequence of a cell is reused in another cell,
the effect of its reusing and other associated with negative
consequences are called pilot contamination. The pilot con-
tamination puts a lot of limitations on the deployment of
massiveMIMO systems in contrast to legacyMIMO systems.
Therefore, the pilot contamination needs further investigation
in order to find appropriate solutions for existing challenges.
• Performance Evaluation: When utilizing massive

MIMO instead of conventional MIMO, additional charac-
teristics for channel needed to be considered. Therefore, for
realistic performance evaluation ofmassiveMIMO, advanced
and sophisticated channel models are required. These models
are not necessarily expected to be correct in detailed; how-
ever, they should have the fundamental behavior of a channel.
• Low-cost Hardware: With the deployment of massive

MIMO, the challenge of low-cost hardware also rises. Build-
ing tens of Analog-to-Digital (A/D) and Digital-to-Analog
(D/A) converters, RF chains, and other components need
large amount of CAPEX. Thus, further research is needed to
design a system with low CAPEX/OPEX.

H. MAJOR RESEARCH CHALLENGES OF DEVICE TO
DEVICE COMMUNICATION
• Resource Allocation: In the case of in-band D2D commu-
nication, the licensed spectrum allocated to the cellular oper-
ators is used by D2D users to communicate with each other.
The D2D communication users can reuse uplink/downlink
radio resources of the same cell. Therefore, designing of
an efficient mechanism of resource allocation for D2D is
crucial to avoid interference between D2D users and cellular
users. It is worth noting that if D2D communication users
are allocated with the resource blocks that are not located
nearby to the resource blocks allocated to cellular devices,
then, it will significantly reduce interference.
• Transmission Power of User-devices: The interference

occurs due to inefficient allocation of transmission power.
We discussed in previous section that in the case of out-
band D2D communication, the unlicensed spectrum adopted
by other wireless technologies are used to support direct
communication between devices such as WiFi or Bluetooth.
Therefore, power allocation in out-band D2D communication
seems irrelevant and is not a major concern. However, when
it comes to in-band D2D communication, the transmission
power of user devices should be allocated properly in order
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for the D2D transmitters to not interfere the communication
of cellular user devices.
• Energy Consumption: One of the main advantages

of D2D communication is to improve energy efficiency of
user devices. The energy efficiency highly depends on the
designing of protocol dedicated for device discovery and
D2D communication. For instance, if the protocol is designed
in a way to force the user devices to listen for pairing request
often or transmit the discovery messages frequently, then,
the battery life of user device reduces significantly. Therefore,
the trade-off between power consumption of user devices and
discovery speed of the user devices needs further studies.
• System Architecture: There is a little contribution in

terms of designing of a comprehensive architecture to support
D2D communication in cellular networks. Therefore, further
research seems to be crucial to design a required architecture,
which is capable of device discovery, connection setup, inter-
ference control, privacy, security, resource allocation, etc.,
in an efficient way.
• Application of D2D Communication: The main pur-

pose of D2D was to assist mobile communication by acting
as a relay. However, researchers have proposed various use-
cases of D2D in cellular networks such as peer-to-peer com-
munication, multicasting, video dissemination, machine to
machine communication and cellular offloading. We believe
that D2D concept can be applicable in many other aspects of
wireless communication systems such as social networking,
vehicular networks, etc. Therefore, further study is required
to figure out potential application of D2D communication.
• Channel Information: Accurate channel information

rooted in efficient interferencemanagement, power allocation
and radio resource assignment. Traditional cellular networks
receive only downlink channel information from user devices,
and the uplink channel information is processed at the BS.
However, when it comes to D2D communication, we need
three types of channel information: the channel gain between
D2D pairs, channel between D2D transmitter and cellular
user device, and channel gain between cellular transmitter
and D2D receiver. The exchange of such a large amount of
channel information results in a large overhead to the system,
if the system needs instantaneous CSI feedback. The trade-off
between accuracy of CSI and its resulting overhead therefore
needs further study.
• Security: Security and privacy in D2D communications

have been widely studied by industry, academia and standard-
ization organizations. However, there are still some concerns,
which exist to the application requirements and use-cases of
D2D communication. We believe user incentive, requirement
gap and conflict, quantification and evaluation tools, and
legal and regulation concerns are main aspects of privacy and
security of D2D communication that need further studies.

I. MAJOR RESEARCH CHALLENGES OF MASSIVE
MACHINE TYPE COMMUNICATION
• Reducing Random Access Collisions: The huge amount
of devices that share the same radio access can easily overload

the Physical Random Access Channel (PRACH) provided
by the legacy LTE-A systems; therefore, reliable PHY/MAC
solutions to reduce random access collisions are needed.
• Spectral Efficiency: Despite of the tiny size of payload

transmitted in typical mMTC scenarios, current LTE systems
require connected devices to keep exchanging messages with
the eNodeB control plane packets that can be significantly
larger than the payload, leading to a waste of spectral effi-
ciency.
• Energy Efficiency: mMTC use-cases such as IoT and

sensor networks deploy massive number of low cost devices
that are expected to work over ten years without charg-
ing or changing batteries. This asks for solutions of both
network access and data transmission with excellent power
efficiency.
• Resource Allocation: Concerning the coexistence of

mMTC with other highly heterogeneous 5G services such
as URLLC and eMBB, 5G needs flexible designs of radio
resource frames and control channels, in addition to robust
waveforms, in order to support a flexible resource allocation
among different services.
• Intra-cell/Inter-cell Interference: Interference from

other devices in both neighbor cells and local cell reduce
access rate while increasing power consumption of a user
device, especially in case of contentions. Such phenomena
emerge in the mMTC scenario as both the number of inter-
ference sources and contention risk are high. System-level
enhancements of protocol design and power management
mechanism are therefore needed to mitigate both intra-cell
and inter-cell interference.

J. MAJOR RESEARCH CHALLENGES OF MOBILE EDGE
COMPUTING
• Mobility Management and VM Migration: Frequent
mobility of end-users increases handovers among the edge
servers, which affects the QoS. Therefore, efficient mobility
management techniques should be designed in order for the
end-users to access edge servers seamlessly [285]. Another
major challenge is the efficient handling of VM migra-
tion procedure when an application is offloaded to sev-
eral computing nodes. This challenge can be overcome
by developing new advanced techniques enabling fast
VM migration [265].
•BusinessModel:Edge computing technology introduces

a number of potential business opportunities, which requires
sustainable business model. Legacy business model cannot
fulfill the requirements of edge computing, therefore new
business model is expected to support accounting and moni-
toring for different granularity.
• Security: Due to exploitation of mobile device infor-

mation, the deployment of MEC raises major security con-
cerns to service provider and among end-users. Therefore,
MEC requires more stringent security policies since the edge
of the network is expected to be handled by the third-party
partners.
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K. MAJOR RESEARCH CHALLENGES OF NETWORK
FUNCTION VIRTUALIZATION
• Management and Orchestration: The deployment of
NFV in telecommunication network has significant impact on
network management systems. It brings major changes in the
deployment, operation and management of networks. These
changes are required not because of providing of efficient
network and services, but also for the sake of exploiting of
dynamism and flexibility across the network. It is believed
that in such cases, network functions that provide a specific
service to a given end-user are going to scattered throughout
various server pools in the network. The main challenge is to
provide an acceptable level of orchestration for on-demand
network functions. Moreover, it also requires efficient man-
agement of network functions. Therefore, further studies are
required for the management and orchestration of NFV in
telecommunication networks.
• Energy Consumption: One of the main advantages

of NFV deployment in telecommunication networks is to
reduce energy consumption. The main reason behind this
is the flexibility and ability to scale network resource
allocation up and down. Moreover, operators could sig-
nificantly reduce hardware and physical nodes, therefore,
it leads to reduce energy consumption. We believe that
energy efficiency of NFV will attract significant attention
in telecommunication community. Therefore, further inves-
tigations are needed to make sure that there is a balance
between performance of function and energy efficiency in
the NFV.
• Resource Allocation: Before deployment of NFV,

the design of physical resource allocation should be consid-
ered in order to decrease CAPEX/OPEX, balance load, save
energy and recover failures. However, it leads to a new chal-
lenge of proposing of efficient algorithms in order to deter-
mine which network functions should be placed on which
physical resources or which function should be moved from
which physical resource to another one. Therefore, to allocate
network resources and deploy NFV efficiently, further inves-
tigations are required in order to figure out how and based on
which mechanisms/algorithms physical resources are needed
to be shared among VNFs.
• Security Threats: Security is one of the important

aspects of NFV supported systems. With the deployment
of NFV, new security concerns are emerged such as
performance isolation, topology validation and enforce-
ment, availability of management support infrastructure, user
authentication, authorization and accounting, etc. Thus, fur-
ther research is required to provide efficient solutions for
existing security threats. The ETSI has established a Security
Expert Group (SEG), which is responsible to identify and
furthermore resolve existing security threats related to NFV.
So far, the SEG has identified many security problems and
proposed possible solutions. The SEG has also published
NFV security and trust guidance, which plays significant

role in the development of NFV, system architecture and
operation.

L. MAJOR RESEARCH CHALLENGES OF SOFTWARE
DEFINED NETWORKING
• Deployment: SDN attracts significant attention to be
deployed in different networks such as optical, home, cellular,
wireless, etc. Every network has its own specific require-
ments and characteristics. The deployment of SDN in these
networks creates many challenges. The first challenge is
that existing network components should have compatibil-
ity with SDN-enabled components. The second challenge is
to figure out which existing switches or routers should be
upgraded. The third challenge is related to logically central-
ized SDN control. In multiple SDN networks, logically cen-
tralized control may not be appropriate, because controls are
driven independently by their own controllers. All these three
major challenges are caused due to the deployment of SDN in
each network, which should be addressed independently for
every network in future studies.
• Data Plane Programmability: Due to early vision for

the SDN-supported system, so far many researches have been
carried out to study control plane. However, the data plane
programmability also requires investigation. It enriches SDN
applications including looking inside the packet, realization
in-network caching, compression, and efficient encryption.
Without data plane programmability, the flow might be for-
warded to the controller, which takes some time and causes
inefficiency in the SDN-supported network. Considering the
importance of data plane programmability, further researches
are required on both data and control planes in parallel in
order to deploy innovative applications and services.
• Performance Evaluation Technique: SDN implemen-

tation in cellular network has raised performance and scal-
ability challenges. So far, few studies have explored per-
formance of SDN-supported systems, however, performance
evaluation techniques are mostly wide used ones. Therefore,
further work is required to design efficient evaluation tech-
niques in order to avoid long simulation time.
• API: The SDN APIs are mainly designed to be used

directly by service providers and network operators. How-
ever, some APIs are designed to be used by end-users. The
APIs dedicated to end-users can be utilized to offer on-
demand services. With user-defined controlling, a number
of new challenges is raised including the maintenance of
baseline fairness and security, elimination the conflict among
different end-users, etc.
• Performance Evaluation Metrics: Controller plat-

form is considered as a significant component in the
SDN-supported system architecture. However, there is still
a number of open research challenges including perfor-
mance, scalability, distribution, modularity, fault-tolerance,
load-balance, consistency and synchronization, and highly
available programmer-friendly software.
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M. MAJOR RESEARCH CHALLENGES OF NETWORK
SLICING
• Service Level Agreement: The integration of various
network slices and partnership between several operators
through infrastructure sharing lead to create new chal-
lenges for total network investment such as service level
agreements between service provider and tenant, expected
generating revenue, etc. Considering such an integrated
business-oriented approach, new economic strategies and
profit modeling should be analyzed and developed in order to
meet 5G network requirements. To achieve this goal, a com-
prehensive study of existing telecom regulatory framework
has to be conducted. Moreover, new innovative ways of
pricing, cost of infrastructure sharing, service level agree-
ments between the service provider and tenant, and expected
generating revenue should be addressed and furthermore
standardized.
• Security Framework: Existing open interfaces, which

support network programmability lead to bring new potential
security threats and attacks to softwarized networks. These
concerns are raising major barriers on the way to deploy 5G
network slicing. Therefore, it calls for an extensive study of
multi-level security framework consists of both policies and
mechanisms, dynamic threat detection, user authentication,
accounting management, and remote attestation.
• Management and Orchestration: Despite efficient

dynamicity and higher scalability that network slicing brings
to 5G system, network management and orchestration in
multi-tenant scenarios are still major concerns. In order to
dynamically assign network resources to different slices,
the optimization policy that manages resource orchestra-
tor should deal with situations where demands are vary.
To accomplish this goal, i) an effective cooperation between
slice-specific management functional block and resource
orchestrator is required, ii) all policies are needed to be
automatically validated, and iii) computationally design all
resource allocation algorithms and conflict resolution mech-
anisms at each abstraction layer.
• Performance Measurement: When network slices are

deployed, network performance analysis and QoS measure-
ment become challenging and complicated tasks. There-
fore, an intensive study is required to provide solutions for
dynamic performance measurement and network analysis
considering both time and cost.
• Standardization: The standardization process of net-

work slicing is still at the initial phase. The current status
of network slicing standardization is dealing with concept,
system architecture, requirements at different network
subsections, security, and the impact of slicing on
5G network architecture. Among other standardization orga-
nizations, 3GPP is spending significant efforts to develop
comprehensive network slice related standards in various
working groups such as S1, S2, S3 and S5 in both Rel.
15 and Rel. 16. However, further efforts are required to
develop comprehensive global standards of network slicing in
5G communication system.

• Network Slicing in the RAN: Network slicing in CN
has already been investigated. There is a huge number of
research papers that focuses on efficient CN slicing. However,
one of the main challenges for further network virtualization
lies on the RAN of 5G mobile system. As 5G network is
composed of multiple RATs, therefore, it is essential for RAN
virtualization solutions to be able to accommodate various 5G
use-cases. This presents an additional challenge on the RAN,
since it is unclear so far, whether multiple access technologies
can be multiplexed over the same hardware or each will need
its own dedicated hardware.

XI. CONCLUSIONS
With the dramatically increasing end-user amount, the mas-
sive connectivity, the voluminous data, and the new require-
ments for extremely low latency and higher data rate –
5G claims for a deep rethink on the design of mobile net-
work architecture, more specifically, on its RAN architec-
ture. Motivated by this, we have surveyed existing litera-
ture related to RAN architectures for 5G mobile network,
namely C-RAN, H-CRAN, V-CRAN and F-RAN. We have
also compared them from various perspectives such as energy
consumption, operations expenditure, resource allocation,
spectrum efficiency, system architecture, and network per-
formance. As a supplement, we have also investigated the
key enabling technologies for 5G systems such as MEC,
NFV, SDN, and network slicing; and major 5G RATs such
as mmWave, massive MIMO, D2D communication, and
mMTC. All these technologies play a crucial role in the
design of an efficient 5G RAN architecture. Last but not least,
we have highlighted some major research challenges in the
field of RAN and RATs in 5G systems, and identified several
future research directions.
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