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A computer model is presented of a neural circuit that replicates amplitude-modulation (AM) 
sensitivity of cells in the central nucleus of the inferior colliculus (ICC}. The ICC cell is 

modeled as a point neuron whose input consists of spike trains from a number of simulated 
ventral cochlear nucleus (VCN) chopper cells. Input to the VCN chopper cells is provided by 

simulated spike trains from a model of the auditory periphery [Hewitt et al., J. Acoust. Soc. Am. 
91, 2096-2109 (1992)]. The performance of the model at the output of the auditory nerve, the 

cochlear nucleus and ICC simulations in response to amplitude-modulated stimuli is described. 
The results are presented in terms of both temporal and rate modulation transfer functions 

(MTFs) and compared with data from physiological studies in the literature. Qualitative 
matches were obtained to the following main empirical findings: (a) Auditory nerve 

temporal-MTFs are low pass, (b) VCN chopper temporal-MTFs are low pass at low signal 
levels and bandpass at moderate and high signal levels, (c) ICC unit temporal-MTFs are low 
pass at low signal levels and broadly tuned bandpass at moderate and high signal levels, and (d) 
ICC unit rate-MTFs are sharply tuned bandpass at low and moderate signal levels and fiat at 
high levels. VCN and ICC units preferentially sensitive to different rates of modulation are 

presented. The model supports the hypothesis that cells in the ICC decode temporal information 
into a rate code [Langner and Schreiner, J. Neurophysiol. 60, 1799-1822 (1988)], and provides 
a candidate wiring diagram of how this may be achieved. 

PACS numbers: 43.64.Qh, 43.64. Bt 

INTRODUCTION 

The inferior eolliculus (IC) has been described as the 

nexus of the mammalian auditory system (Aitkin, 1986). 

The nucleus receives input from numerous brain-stem nu- 

clei and, in turn, tonotopically projects neurons towards 
the auditory cortex via the roedial geniculate body of the 

thalamus. It is thought that IC processing is performed 

within highly parallel streams, where each stream codes a 

perceptually relevant feature of a complex sound source. 

One common feature of many complex and natural 
sounds is the repetition rate of amplitude fluctuations. Pe- 

riodic amplitude modulations characterize voiced speech 

sounds and engender the perception of pitch. The pitch of 

a sound source is a powerful cue in helping us to attend to 

one speaker in the presence of other, competing voices 
(e.g., Assmann and Summerfield, 1989). In this paper we 
address the role of certain eelIs in the central nucleus of the 

inferior eolliculus (ICC) that are preferentially sensitive to 
particular rates of amplitude modulation (AM). 

It has been hypothesized that cells in the ICC form 

part of a neural periodicity detection system (Langner and 
Schreiner, 1988; Langner, 1992). The theory is based on 

physiological data which suggest that the ICC has a peri- 
odoropic organization which lies roughly orthogonal to its 
tonotopic axis. The temporal selectivity along the period- 
otopic axis is most strongly represented by a rate code. 
Examples of this temporal selectivity are reproduced in 
Fig. I which shows the responses of cat ICC neurons to a 

range of amplitude-modulated tones. Similar data have 
been presented for rat and guinea pig ICC units by Rees 

and his colleagues (Rees and Moller, 1983; Rees and 
Palmer, 1989). 

Neuronal responses at the lower levels of the ascend- 
ing auditory system appear only to represent signal peri- 
odicity by a temporally based (phase-locked) code. For 

example, ventral cochlear nucleus chopper cells selectively 
amplify signal modulation and show sharply tuned band- 

pass temporal modulation transfer functions, but the selec- 
tivity is not manifest in a rate representation (Frisina et al., 

1990; Kim et al., 1990). It is likely that the transformation 

from a temporal-based periodicity code to a rate-based one 

first occurs within the ICC. Given that neural synchroni- 

zation at higher levels of the auditory system is poor { Rees 

and Moller, 1983; Eggermont, 1991), then this process 

may be considered as crucial if information about signal 

periodicity is to be passed to higher auditory centers. 

The purpose of this paper is to present and evaluate a 
computer model of a neural circuit that transforms a 

temporal-based periodicity code in to a rate-based one. The 

circuit we propose comprises an ICC unit that receives 

input from many cochlear nucleus chopper cells which, in 
turn, receive input from many auditory-nerve fibers. The 

cooblear nucleus units serve to selectively enhance period- 
icities present in the signal. At this stage the output spike 

rate is the same for all AM rates; it is only the pattern of 
timing of the spikes which changes. We speculate that the 

ICC unit fnnctions as a coincidence detector taking input 
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FIG. 1. Normalized rate modulation transfer functions (rate-MTFs) of 

typical bandpass units of cat Ice. Redrawn from Langner and Schreiner 
(1988, Fig. 3). 

from a number of similar cochlear nucleus chopper cells. 

The coincidence unit fires only when it receives a number 

of synchronous cochlear nucleus inputs. The circuit is suf- 
ficient to encode signal periodicity as a rate-based code. 

The implementation of the circuit builds upon previ- 
ous modeling studies that described AM-sensitivity in ven- 
tral cochlear nucleus chopper units (Hewill et al., 1992). 
The chopper model was based on a simplified model of 
spike generation preceded by a stage that simulated den- 
dritic low-pass filtering. Input to the model was in the form 
of simulated auditory-nerve spikes produced by a model of 
the auditory periphery. In the work reported here, we have 
modeled an ICC unit using the same chopper model as 

previously described but with parameter changes. Input to 

the model ICC unit is taken from a number of simulated 

cochlear nucleus chopper cells all of which have the same 
intrinsic membrane properties. 

We show that the model ICe unit has a number of 

emergent response properties which are characteristic of 
neural AM-sensitive units. Model data are quantified and 

compared to neural data collected by Rees and his col- 
leagues (Rees and MolleL 1983, 1987; Rees and Palmer, 
1989) and Langner and Schreiner (1988). Additionally, 
model data collected from the auditory nerve and cochlear 

nucleus simulations are presented and compared to corre- 

sponding neural data from the literature. 

I. METHODS 

A. Model description 

The model comprises four main stages. A diagram- 
matic representation of the model is shown in Fig. 2. The 
first two stages represent cochlear filtering and inner-hair 
cell transduction of the peripheral auditory system. The 

third stage models the chopper cells of the ventral cochlear 
nucleus. These stages have been described in previous pub- 

lications (e.g., Meddis and Hewill, 1991; Hewill etaL, 
1992), but are briefly summarized below. 

1. Cochlear mechanical filtering 

Simulation of the mechanical filtering action and fre- 

quency selectivity of the basilar membrane was achieved 
using a single, linear, bandpass, digital filter based on the 
gamma-tone function (Patterson etal., 1988). The re- 
quired filter is specified by its center frequency. Unless 
stated otherwise, the center frequency of the filter was 5 
kHz. The 3-dB bandwidth of the 5-kHz filter is 577 Hz. 

Figure 3 shows the output of a gamma-tone filter ("filtered 
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FIG. 2. Diagrammatic representation of the four stage model (see text for details). 
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FIG. 3. Model output in response to a pure tone amplitude modulated at 
50 Hz, carrier frequency: 5 kHz, 35% AM, input level 30 dB above 
threshold. The last 200 ms of a 400-ms signal are shown. The AN firing 
probability represents the output of the Meddis hair cell model. "AN 
spikes" represents the instantaneous summation of all inputs (max=60) 
to the cell. The input to the cell is low-pass filtered to simulate dendritic 
processing, before being passed to the model soma. 

waveform") centered on 5 kHz in response to a 5-kHz tone 

35% modulated at 50 Hz. In this example, the sideband 

frequencies of the AM stimulus are within the passband of 

the filter. At higher modulation frequencies the energy of 

the sideband components will increasingly move outside 
the passband of the filter. This leads to a reduction in the 

synchrony of auditory-nerve firing to the signal's modula- 
tion frequency (see Sec. lI A). 

lief work (Hewitt et al., 1992). The initial development of 
the model was constrained by the known anatomy of VCN 

stellate cells. Such cells generally show a chopper poststim- 
ulus time histogram response pattern to characteristic- 

frequency (CF) pure-tone stimulation (e.g., Smith and 
Rhode, 1989). 

The model comprises two stages. First, the train of 
incoming auditory-nerve spikes is low-pass filtered to sim- 
ulate dendritic filtering of the cochlear nucleus stellate 
cells. The filter was implemented as a first-order low-pass 

digital filter to give 6-dB attenuation per octave. The main 

consequence of low-pass filtering is that the auditory-nerve 

input is smeared over time. The effects of a spike are not 
simply instantaneous, but continue to influence the cell 
membrane for some time after ("dendritic current," Fig. 
3). Such effects are observed empirically (e.g., Ocrtel, 

1985; Ocrtel et al., 1988). 

The second stage of the chopper model simulates spike 

generation at stellate cell somata. This was achieved using 

a simplified model of the Hodgkin and Huxley (1952) 
equations of spike generation (MacGregor, 1987). The 

model has a number of properties characteristic of VCN 

stellate cell somata including a linear current/voltage 

curve (Hewitt et al., 1992). The differential equations de- 

scribing the model are presented in the Appendix. Figure 3 
shows the time-varying cell membrane potential of a model 

unit in response to a CF tone modulated at 50 Hz. 

2. Inner-hair cell/auditory nerve 

Simulation of the mechanical to neural transduction 

process at the inner hair cell/auditory nerve synapse was 
implemented using the computer model proposed by Med- 
dis (1986, 1988; Meddis et al., 1990}. The output of the 
hair cell is expressed as the probability of occurrence of a 
spike in z.n auditory-nerve (AN) fiber of the 5-kHz chan- 

nel ("AN firing probability," Fig. 3). 

The parameters of the hair-cell model were set to sim- 
ulate a fiber with a spontaneous rate of about 35 spikes/s, 
a saturated rate of about 150 spikes/s and a limited (30 
dB) dynamic range (Hewitt et al., 1992). 

Refractory suppression of firing of the auditory nerve 
was computed as an adjustment to the hair cell firing prob- 
ability as a function of time since it last generated a spike 
(see Meddis and Hewitt, 1991 for details). Individual AN 

spikes were generated from the hair-cell firing probability 
using pseudorandom number techniques (e.g., Hastings 
and Peacock, 1975, p. 41 ). Due to the probabilistic nature 
of the technique, a different pattern of auditory-nerve 
spikes is generated with each stimulus presentation. Unless 
stated otherwise, 60 auditory-nerve fiber inputs, all with 

the same center frequency, were simulated. The output of 
this stage represents the number of active (spiking) 
auditory-nerve fibers per time unit simulated ("AN 
spikes," Fig. 3), and forms the input to the ventral co- 
chlear nucleus chopper model. 

3. Ventral cochlear nucleus chopper cell 

The sustained-chopper units of the ventral cochlear 
nucleus were implemented exactly as described in our ear- 

4. ICC model 

The novel aspect of the research reported here con- 
cerns processing at the ICC level. In the simulations re- 
ported below, the output spikes of a number of VCN chop- 

per cells formed the input to a single ICC unit. The model 

chopper cells all had the same parameters, but their out- 
puts differed because of the stochastic nature of their 

auditory-nerve inputs. The ICC unit was modeled by the 

same two-stage simulation used for the VCN chopper cell 

but with parameter changes. These changes are indicated 
in the Appendix (Table AI) and represent a neuron with a 
relatively high threshold with relatively fast time constants 

of prespike integration and postspike recovery. Examples 
of output from this stage of the model are presented later in 
the paper (Fig. 18). 

We have previously used the VCN chopper model to 

replicate the preferential sensitivity of chopper units to dif- 

ferent rates of amplitude modulation (Hewitt et al., 1992 ). 

The sensitivity is manifest in an increase in the synchrony 

of the timing of spike output to the peaks of the amplitude 
envelope of the driving signal. Such output may be quan- 

tified using the modulation gain metric (defined below). 

When modulation gain is plotted as a function of modula- 
tion frequency, a bandpass function often results. The fre- 
quency at which the peak modulation gain is found is com- 
monly referred to as the best-modulation frequency 
(BMF). The work showed that the BMF of a given unit 
was equal to the reciprocal of the uniVs interspike interval. 

The interspike interval could be manipulated by changing 
a single parameter of the chopper cell soma model (ran, 
the time constant of potassium conductance). Hence it is 
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possible to create a number of neurons each with different 
interspike intervals and consequently different best- 
modulation frequencies. This arrangement is shown dia- 
grammatically in Fig. 2. Each population of chopper cells 
feeds a single model ICC cell. The output of each model 

ICC cell displays a rate sensitivity to amplitude modula- 
tion; the frequency of maximum response is governed by 
the BMF of the input chopper cells. Examples of model 
VCN chopper and ICC units with different BMFs are pre- 

sented in Sec. II of the paper. 

B. Analysm of model output 

The physiological study of neural responses to periodic 

stimuli is often expressed using modulation transfer func- 
tions (MTFs). These are defined as the amount of neural 

activity evoked by amplitude-modulated best-frequency 
tones as a function of modulation frequency. 

The amount of neural activity can be quantified in 

different ways. First, it can be expressed as a neuron's firing 
rate. Second, a period histogram can be constructed and 

the degree of synchrony of the evoked activity to the stim- 

ulus envelope can be measured using the vector strength 
metric (Goldberg and Brown, 1969). Vector strength (r) 
is calculated as 

x/[X0r-•Rk cos 2,r(k/K)]2+ [X0•-•Rk sin 2rr(k/K)]2 
r -- X0 K_ iRk , 

(1) 

where K=the number of bins in the period histogram, and 

Rt,=the magnitude of the kth bin. 
A third metric may also be used which combines both 

rate and synchrony information. This involves measuring 

the magnitude of the Fourier component at the modulation 

frequency and gives the neural firing rate (in spikes/s) 
synchronized to the modulation waveform. This can be 

calculated directly using the expression 2rm where r is the 
vector strength [Eq. (1)] and m is the mean firing rate to 
the modulated stimulus. 

Using these different metrics three types of MTF can 
be constructed. First, the rate-MTF which shows the firing 

rate of a neuron at a given signal level plotted as a function 
of modulation frequency. Second, the temporal-MTF 
which shows the modulation gain of a neuron at a given 

signal level plotted as a function of modulation frequency. 
Modulation gain (in dB) is calculated as follows: 

modulation gain = 20 log 20 (200r/%modulation 

depth of the stimulus), (2) 

where r=the vector strength [Eq. (1)] of the response 
period histogram. 

Finally the third metric, which combines both rate and 
synchrony information (i.e., the magnitude of the 

modulation-frequency response component), can be plot- 
ted as a function of modulation frequency. Following the 
terminology of Rees and Palmer (1989) this will be re- 
ferred to as the modulation-frequency magnitude function 
(MFMF). 

Pure-tone stimuli 35% (or 50%) amplitude modu- 
lated were used. The frequency of modulation varied be- 
tween 5 and 1000 Hz. The duration of the stimuli was 

either 200 or 600 ms. We applied the analysis techniques 
described above to the output of the model at the level of 

the auditory nerve, the cochlear nucleus chopper cell, and 

the ICC unit. Additional analysis of the properties of the 
ICC unit is presented at the end of the section. All of the 

results are compared to the corresponding neural data. 
All simulations were programmed in FORTRAN 77 on 

a Masscomp 5450 computer. The step integration size (dt) 

was 20 ps (50-kHz sample rate). 

II. MODEL EVALUATION 

A. Auditory nerve 

A number of investigators have studied the responses 

of single auditory-nerve fibers to sinusoidally amplitude 
modulated tones (e.g., Mailer, 1976; Javel, 1980; Palmer, 
1982; Frisina et al., 1990; Kim et al., 1990; Khanna and 

Teich, 1989; Joris and Yin, 1992). For a given signal level 
the average firing rate of auditory-nerve fibers appears to 
be independent of modulation frequency. In contrast, the 
degree of synchronization varies with modulation fre- 

quency. Typical temporal modulation transfer functions 
are low-pass in shape with cutoff frequencies below 1 kHz 
(dependent on CF of fiber, see Palmer, 1982). Some devi- 

ations from this pattern are observed at high signal levels 

where a rudimentary peak (also below 1 kHz) may exist in 
the transfer function (Kim et al., 1990). 

Figure 4 shows AN data from the study of Joris and 
Yin (1992) together with data from the output of the AN 
model used in this study. The main qualitative aspects of 
the neural data, namely a fiat rate-MTF and a low-pass 

temporal-MTF, are replicated by the model. The decrease 

in the phase-locked response at AM frequencies above 1 
kHz is attributed to the movement of the energy of the 

stimulus sidebands out of the response area of the fiber as 

the modulation frequency is increased (Javel, 1980; 
Palmer, 1982). 

B. Cochlear nucleus 

1. Single-unit tuning to amplitude modulation 

Following the pioneering work of Mailer (1972, 1973, 
1976) other investigators have shown that the amplitude- 

modulation characteristics of a signal are enhanced by cer- 
tain cells in the cooblear nucleus (Frisina et al., 1990; Kim 

et al., 1990). 

Frisina et al. (1990) examined the enhancement of re- 

sponses to amplitude modulation in single neurons of the 

gerbil ventral cooblear nucleus. The majority of units in 
Frisina's study were classified as sustained chopper units. 

To quantify the enhancement of amplitude modulation, 
Frisina calculated the modulation gain for each neuron in 

response to characteristic-frequency tones amplitude mod- 
ulated over a range of low frequencies (25-1000 Hz). 

Temporal modulation transfer functions are low pass 
for stimulus levels below about 20 dB (re: threshold) and 

narrowly tuned bandpass functions for levels above this 
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FIG. 4. Temporal and rate modulation transfer functions. (a) and (c) from AN fiber recordings (redrawn from $oris and Yin, 1992, Fig. 10). CF of 
fiber=21 kHz. (b) and (d) from AN model. Stimulus Icyel 20 dB above threshold. 

[Fig. 5(a), redrawn from Frisina et al., 1990, Fig. 12, unit 
131]. Frisina et al. (1990} noted that the peak-modulation 

gain was maximal at 30 dB then decreased on average by 
about 5 dB for stimulus-input levels between 30 and 50 dB. 

Figure 5(b) shows MTFs derived from chopper-cell 

model responses to a 5-kHz tone which was amplitude 

modulated over a range of frequencies for three different 
input levels. The model replicates the main qualitative fea- 
tures of the neural temporal MTFs, namely; a low-pass 
function at low stimulus levels, bandpass functions at mod- 

erate and high stimulus levels, and a reduction in the peak 

modulation gain as input level increases. 
Kim and his colleagues (Kim et al., 1990} presented 

temporal-MTFs, rate-MTFs and modulation-frequency 

magnitude functions (response to f0 as a function of mod- 

ulation frequency} from chopper neurons located in the 
PVCN and DCN of cat. They found that neurons with 

bandpass temporal-MTFs (as above) had fiat rate-MTFs, 

and bandpass modulation-frequency magnitude functions 
[see Fig. 6(a)]. 

Figure 6(b) shows that the model's response compo- 
nent to the fundamental frequency of the stimulus varied 

systematically with modulation frequency in a manner 
consistent with the neural data. The average response rate 

is independent of modulation frequency also in accordance 
with neural data. That is, in common with the neural data 

the model achieves an enhancement of modulation by an 

increase in the synchronization of firing to the f0 compo- 
nent of the stimulus. 

Further details and discussion of the properties of the 
eochlear nucleus chopper cell model are documented in 
Hewitt etal. (1992} and Hewitt and Meddis (1993}. 

Other models of cochlear nucleus cells are presented by 
Arle and Kim (1991) and Banks and Sachs (1991). 

Ghoshal et al. (1992) have also presented a model of the 

AM encoding properties of cochlear nucleus cells. 
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2. Modeling populations of VCN chopper cells 

Physiological studies of cochlear nucleus chopper cells 
(e.g., Frisina et al., 1990; Kim et al., 1990) suggest that for 
each characteristic frequency there exists an array of neu- 
rons which are systematically tuned to different rates of 
amplitude modulation. The sensitivity to modulation rate 
across the array ranges from about 50 to 400 Hz. 

The sensitivity to modulation rate by the model chop- 

per cell used in this and a previous study (Hewitt et al., 
1992) can be manipulated by changing certain parameters 

of the point-neuron model (MacGregor, 1987). The pa- 
rameter •'6• (the time constant of potassium conductance) 
is particularly useful in this respect. In the case of Fig. 5 
above, where •'6k was set at 1.0 ms, the peak modulation 
gain was at about 150 Hz. 

Figure 7 shows the best modulation frequency (re: 30 

dB above threshold) of the model as a function of %k. The 

parameter •',n (the membrane time constant) also influ- 

enced the best modulation frequency of the model. The 

combined effect on model best modulation frequency for 

different values of rm and •'o• is also shown in Fig. 7. The 

figure demonstrates that a suitable range (e.g., 50-400 Hz) 

of best modulation frequencies can be generated by the 
model. • 

Figure 8 shows bandpass temporal modulation trans- 
fer functions of three model units (BMFs of 100, 200, and 

400 Hz) all with a characteristic frequency of 5 kHz. These 
will be referred to in Sec. II C 2 below. 

Model data 

1000 10 

10o 

10 

(ms) 

0.1 1 10 

•Gk (ms) 

FIG. 7. Position of model VCN chopper best-modulation frequency as a 
function of model parameter %k and for different values of ½,•. (Straight 
lines fitted by eye.) 
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•'ok=3 ms. Open circles: BMF=200 Hz, %k=0.5 ms. Filled triangles: 
BMF=400 Hz, ½ak=0.3 ms, Trn = 1 ms. 
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C. Inferior colliculus 

1. Single-unit tuning to amplitude modulation 

Responses from units in the central nucleus of the in- 

ferior eolliculus show a bandpass sensitivity to AM rate, 
i.e., the response is smaller at modulation rates on either 
side of some best rate. The bandpass sensitivity is manifest 
in terms of both rate and synchrony measures (Rees and 

Moller, 1983, 1987; Langner and Schreiner, 1988; Rees 

and Palmer, 1989). Other studies of AM processing in the 
mammalian inferior colliculus have been reported by Batra 
et al. (1989), Lesser et al. (1990), and Mfiller-Preuss et aL 
(1988). 

One of the most comprehensive studies is that of Rees 

and Palmer (1989). They studied the temporal response 

patterns of cells in guinea pig ICC in response to 
amplitude-modulated signals over a range of stimulus lev- 
els. Nearly all (97%) of the 89 units they studied re- 

sponded with a temporal modulation of their neural dis- 

charge at one or more modulation frequencies. Data were 

presented in the form of temporal and rate modulation 

transfer functions as well as modulation-frequency magni- 

tude functions (response to f0 as a function of modulation 

frequency). 

The model data presented in this section are compared 

to data from Rees and Palmer's exemplar ICC unit. The 

unit responded preferentially to modulation frequencies of 

about 50 Hz. In Sec. IIB 1 of this article we qualitatively 

compared model cochlear nucleus chopper cell data to 

neural data of Frisina et al. (1990). To facilitate compar- 
ison with Frisina's cochlear nucleus data, the model was 

tuned to respond preferentially to a modulation rate of 
about 150 Hz. To generate model chopper cells with best 

modulation frequencies of 50 Hz we simply adjusted a sin- 

gle parameter (ran) of the point neuron model as described 
in Sec. IIB 2. The results presented below show that the 

best modulation frequency of a model ICC unit corre- 

sponds to that of the model chopper cells that provide its 

input. In the simulations reported below, the output of 60 
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HG. 11. Mean firing rates to a modulated tone at low modulation frequency (closed circles) and peak modulation frequency (open squares). (a) Neural 
data from Rees and Palmer [1989, derived from Fig. 5(a)l, CF=5.S kHz. (b) Model data from Fig. 10(b). CF=5.0 kHz. 

model VCN chopper cells formed the input to the model 

ICe unit; the best modulation frequency of the cells is 50 
Hz. 

(a} Temporal modulation transfer functionx Rees and 
Palmer (1989) showed that ICC unit temporal-MTFs are 

signal level dependent. In common with VCN chopper 
cells, the functions are low pass at low stimulus levels and 

bandpass at moderate and high stimulus levels. Figure 9 

shows model ICC data compared to data from the neural 
exemplar. The main qualitative features of the neural data 
are reproduced by the model. One discrepancy concerns 

the fall in model modulation gain at 50-Hz modulation 

frequency as signal level increases; between 40 and 70 dB 

modulation gain falls by about 10 dB. The corresponding 
neural data fall by only 2-3 riB. 

(b) Rate modulation transfer functions. Rate-MTFs 
collected by Rees and Palmer for the same unit as above 

are shown in Fig. 10(a). There are a number of aspects to 
the data. First, for a given signal level the rate response of 

the cell varies with modulation frequency. The cell fires 

maximally in response to a tone amplitude modulated at a 

rate of 52 Hz (for all but the highest signal level used). 
However, the response to a 52-Hz modulation frequency is 
a nonmonotonic function of signal level; within 20 dB of 
the unit's threshold the firing rate increases with increasing 

signal level, but thereafter decreases with increasing signal 

level. In contrast, at very low and relatively high modula- 

tion frequencies (i.e., < 10 Hz and > 200 Hz) the firing 
rate increases with increasing signal level, but saturates at 

the most intense signal levels used. These relationships are 

more clearly observable in Fig. 11 (a) which shows mean 

rate responses to tones modulated at 5.2 and 52 Hz as a 
function of stimulus level. 

Model ICC rate-MTFs are shown in Fig. 10(b). The 

main qualitative features of the neural data are replicated 

by the model namely, bandpass MTFs and a peak modu- 

lation frequency response which has a nonmonotonic de- 
pendence on signal level. Additionally, signal levels that 

10. 

(a) Neural.data 
1ooo 

(b) Model data 
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FIG. 12. Modulation frequency magnitude functions at different stimulus levels. (a) Neural ICC data redrawn from Rees and Palmer ( 1989, Fig. 6). 
CF=5.5 kHz. (b} Model data. CF= L0 kHz, 30 stimulus repetitions per datum, 600-ms duration, 50% AM. 
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FIG. 13. The influence of stimulus level on the frequency position of the 
MTF peak. (a) Neural data. Five units from Rees and MoLler ( 1987, Fig. 
3). (b) Model data from three units. 

give low-pass temporal-MTFs give rise to clear bandpass 
rate-MTFs. 

Figure 11(b) shows model mean rate responses to 
tones modulated at 5 and 50 Hz as a function of stimulus 

level. The data compare favorably to the corresponding 
neural data of Fig. 11 (a). 

Finally, when comparing the neural temporal-MTFs 
and rate-MTFs of the same ICC unit two features are no- 

table. First, the peak firing rate of the rate-MTFs occurs at 
the same modulation frequency that produced the largest 

modulations gains on the temporal-MTFs. Second, signal 
levels of 10 and 20 dB above threshold produced bandpass 
rate-MTFs and low-pass temporal-MTFs. These features 

are replicated by the model. 

(c) Modulation frequency magnitude functions. Rees 

and Palmer also calculated the magnitude of ICC unit re- 
sponses to the fundamental frequency of AM stimuli. The 

metric gives the neural firing rate (in spikes/s) synchro- 
nized to the modulation frequency. Data from their exem- 

plar unit are shown in Fig. 12(a) and are compared to 
model data. The neural functions show similar level and 

modulation-rate dependencies as the rate-MTFs. However, 

the functions are more sharply tuned and, in contrast to 

the rate-MTFs, remain bandpass at the highest signal lev- 
els used (60 and 70 dB above threshold). The model func- 

tions [Fig. 12(b)] show all of these qualitative features. 
(d) Stimulus level. Rees and Meller (1987) noted 

that the peak response of a neuron's rate modulation trans- 
fer function varied with stimulus level. The effect was ob- 

served in the majority of the units studied. Typically, the 

peak shifted to higher modulation frequencies over the first 
10-30 dB increase in stimulus level and then showed no 

further increase with increases in level thereafter [Fig. 
13(a)]. This phenomenon was observable in the model 

ICC rate-MTFs and examples are shown in Fig. 13(b). A 

similar level-dependent effect has been noted with the 

temporal-MTFs of cochlear nucleus chopper cells (Kim 
et al., 1990). The effect was also noted in the model VCN 

chopper cell [Hewitt eta!., 1992, Fig. 8(b)] used in this 
study, and is the source of the level-dependent changes 
seen in the rate-MTFs of the model ICC units presented 
here. 

(e) Responses to pure-tone stimuli. Rees and Palmer 
(1989) measured the pure-tone rate-level function of their 

exemplar unit. The function increased almost monotoni- 

cally over a 30-dB range and then saturated. They noted 

that the function was qualitatively similar to the rate-level 

function derived from the responses to a pure tone modu- 
lated at a low frequency (i.e., g 10 Hz). This relationship is 
shown in Fig. 14(a). The same qualitative relationship was 
found in the model data as shown in Fig. 14(b). The 
highly nonlinear relationship between stimulus level and 

firing rate in response to tones modulated at the unit's 

preferred rate (i.e., 50 Hz, see Fig. 11 ) is not apparent in 

the pure tone response. The mechanism that generates 

these nonintuitive model responses is described in Sec. IV 
of the paper. 

2. Modeling populations of ICC units 

On the basis of physiological studies, Langner and 
Schreiner (1988) have suggested that for each character- 

(a) Neural data (b) Model dala 
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FIG. 14. Mean firing rates to a modulated tone at low-modulation frequency (closed circles) and to an unmodulateA CF tone (open squares). (a) 
Neural data from Rees and Palmer [1989, from Figs. 5(a) and 8(a)], CF=5.5 kHz. (b) Model data, CF=5.0 kHz. 
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FIG. 15. Model ICC unit rate modulation transfer functions. Stimulus 

parameters as Fig. 8. Filled squares: BMF= 100 Hz, 30 VCN chopper 
inputs. Open circles: BMF--200 Hz, 18 VCN chopper inputs. Filled 
triangles: BMF=400 Hz, 11 VCN chopper inputs. Parameters for VCN 
model chopper units as Fig. 8. 

istic frequency there exists an array of neurons sensitive to 

a range of modulation frequencies. The sensitivity is man- 

ifest in the firing rate of individual neurons. The majority 
of ICC neurons studied by Langner and Schreiner revealed 

best modulation frequencies between 30 and 100 Hz, other 

units were preferentially sensitive to higher modulation 
rates, some as high as 500 Hz. 

In Sec. II B 2 above, we modeled populations of VCN 

chopper cells each with different best modulation frequen- 
cies (Fig. 8). The same arrangement can be replicated with 

the model ICC units. The results are shown in Fig. 15 
which shows the output of three model ICC units with 

peak firing rate responses at 100, 200, and 400 Hz ampli- 
tude modulation. The modulation frequency that generates 

the highest rate response in the model ICC units corre- 
sponds to the best-modulation frequency of the VCN chop- 
per cells that provide their input. 

IlL EFFECTS OF VARYING MODEL PARAMETERS 

The number of VCN chopper units innervating each 
ICe unit influences the model's output. To generate the 

bandpass rate-MTFs of Fig. 15 we needed to reduce the 
number of VCN chopper units to each model ICC unit as 

best-modulation frequency increased. For example, the 

model ICC unit with a BMF of 100 Hz received input from 
30 VCN chopper cells, the unit with a BMF of 200 Hz 
received 18 inputs and the unit with a BMF with 400 Hz 
received 11 inputs. In the latter example, the model seemed 
highly sensitive to a small increase in the number of inputs. 
The result of "too many" inputs was a loss of preferential 
sensitivity to 400-Hz modulation shown by a fiat rate-MTF 
[Fig. 16(a)]. 

2.5O 

(a) 
VCN inputs 

IOO 

Modulation frequency (Hz) 

100 

80 

•, 20 

(b) 

•30VCN inputs 

1o 1oo lOOO 

Modulation frequency (Hz) 

FIG. 16. Effect of changing the number of VCN chopper inputs to the 
model ICC unit. (a) A 400-Hz BMF unit which shows a bandpass rate- 

MTF with 11 model VCN chopper units becomes fiat as the number of 
inputs increases. (b} A 100-Hz BMF unit which shows a bandpass rate- 
MTF with 30 model VCN chopper units remains bandpass as the number 

of inputs decreases. 

Conversely, the effect of varying the number of VCN 

inputs to model units with low BMFs had a less marked 
influence. Figure 16(b) shows model rate-MTFs for an 

ICC unit with differing number of inputs. The BMF of the 

unit is 100 Hz. Although the peak firing rate decreases 
with smaller numbers of inputs, the bandpass nature of the 
functions is preserved in all cases. 

These data allow us to speculate on an important issue 
raised in the literature. The issue concerns the ranges and 

distributions of BMFs in the VCN and ICC. Although the 

range of BMFs is similar for the VCN and ICC, the dis- 
tribution of BMFs is shifted to lower AM frequencies in the 
ICC relative to the VCN (see Langner, 1992, Table I). The 

model provides us with a candidate explanation for this 
finding. Assume a population of model ICC units where 
the number of VCN inputs was drawn from a sample nor- 

really distributed around a mean number, for example 30. 

Given the data in Fig. 16 then we would expect to find only 
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FIG. 17. Effect of changing •'ok on model ICC rate-MTFs. 

a few model ICC units with high BMFs [because bandpass 
units with high BMFs only result with a small number of 
inputs, Fig. 16(a)], but many units with low BMFs [be- 
cause bandpass units with low BMFs result both with a 
small number of inputs as well as with many inputs, Fig. 
16(b)]. 

The post-spike recovery time is an important determi- 
nant of the response characteristics of the model VCN 
chopper cell used in this study. The recovery time is largely 
determined by the parameter rGk. Figure 17 shows a typ- 
ical result of changing rok on the model ICe unit. The 
example chosen shows a peak firing rate to a modulation 
frequency of 400 Hz. The effect of increasing ;'Gk is to 
decrease the rate of firing across the range of modulation 
frequencies, with the largest reduction in rate at 400-Hz 
modulation frequency. Thus it appears that •-ak simply lim- 
its the peak rate response of the ICC unit; it has no effect 
on the tuning of the unit to 400-Hz modulation frequency. 

IV. DISCUSSION 

We have described and evaluated a computer model of 

a neural circuit that can replicate the AM sensitivity of 
units within the auditory system at the level of the auditory 
nerve, the eochlear nucleus and inferior collieulus. 

The main finding of this study is that a computer sim- 
ulation of the neural circuit outlined in Fig. 2 can qualita- 

tively replicate a number of complex response behaviors of 
cells in the auditory brain stem. The most striking example 
of this is seen in the rate modulation transfer functions of 

the ICC model (Fig. 10}. In common with neural data, the 
model shows a peak of firing to a particular modulation 
frequency. The rate of firing, however, does not necessarily 
imply a particular rate of signal amplitude modulation. In 
fact, the rate of firing at a unit's preferred amplitude mod- 

ulation frequency is a nonmonotonic function of signal 
level; first the firing rate increases with signal level reach- 
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FIG. 18. Model output in response to a 50-Hz AM tone. (a) 30 dB above 
threshold. (b) 50 dB above threshold. 

ing a maximum at about 20-30 dB above unit threshold, 
followed by a decrease in rate for increases in stimulus level 
thereafter. 

A. Mechanism 

The responses of the cochlear nucleus chopper cells 
provide the basis of an explanation for this complex behav- 
ior. Frisina etal. (1990) found that certain units in the 

VCN showed bandpass temporal-MTFs for stimuli at 
moderate and high stimulus levels. They also noted that 
the peak modulation gain decreased with increases in stim- 
ulus level. The decrease in gain was on average 5 dB over 

a 20-dB range (i.e., 30-50 dB above threshold) but could 
be as high as 10 dB. The effect is replicated in the 
temporal-MTFs of the model chopper cell presented here 
(see Fig. 5). The reduction in modulation gain reflects a 
tendency for the output spikes to become more distributed 
across the positive half of the waveform envelope. 

This effect can be observed in Fig. 18 which shows 

output from model chopper cells in response to AM stimuli 
presented at two different levels. At 30 dB above unit 
threshold, action potentials are only generated during a 
limited portion of the signal's modulation envelope, 
namely at the peak of the envelope. In contrast, at 50 dB 
above threshold action potentials are generated over a rel- 
atively wider portion of the signal's envelope. The rela- 
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tively wide distribution of spikes is due to two factors. 
First, a high signal level means that a greater portion of the 
signal's amplitude envelope is sufficiently high to produce 
action potentials from the cell. Second, the response at the 
peak of the amplitude envelope is limited by the cell's sat- 
uration threshold such that increases in stimulus level 

above the threshold do not engender further increases in 
spike rate. This means that as the stimulus level increases 
over moderate and high signal levels the spike rate remains 
relatively constant but the timing of the spikes relative to 

the modulation envelope changes. 
In the model presented here, the spike trains from the 

cochlear nucleus cells form the input to the model ICC 

coincidence detector. In Fig. 18(a) the output spikes are 

highly coincidental because they are locked to the ampli- 
tude envelope of the same signal. Hence, the output rate of 
the model ICC unit will be relatively high. In Fig. 18(b) 

the output from the chopper cells occur relatively asyn- 
ehronously, and there are less coincidences to drive the 
ICC unit. As the synchrony of spikes of the model VCN 
unit decreases with increases in stimulus level then so does 

the output rate of the coincidence detector (e.g., Fig. 10). 
A complete explanation of the model ICC responses 

requires consideration of two factors. The first is the level- 
dependent change in the temporal output of the VCN unit 
and the second is the level-dependent change in overall 
spike rate of the VCN unit. In the first ease the degree of 
synchrony decreases with increases in stimulus level (Fig. 
5), and in the second case the firing rate increases with 
increases in stimulus level (not shown). For AM stimuli at 

peak modulation frequency the changes in synchrony ap- 
pear to dominate the response of the ICC unit. That is, the 
firing rate of the ICC unit falls as the synchrony of the 
VCN unit falls. The influence of the rising VCN output 
rate is not apparent in the response of the ICC rate. At 
very low modulation frequencies and high modulation fre- 

quencies (e.g., 10 and 500 Hz) the situation is reversed. 
Here, the synchrony of the VCN unit falls with increasing 
level (down to less tkan - 10-dB modulation gain) but the 
rate of the ICC unit increases with level. In this case the 

synchrony is too low to influence the response of the ICC 
unit and the response is dominated by the rise in VCN 
firing rate. 

B. Anatomical and physiological basis of the model 

It is useful to review the known anatomy and physiol- 

ogy upon which the model is based. First, it has been 
shown that axons of ventral cochlear nucleus chopper cells 

do project to the ICC (Roth et al., 1978; Adams, 1979). 
Smith and Rhode (1989) examined the terminals of VCN 

chopper cell axon collaterals to find small round vesicles 
which are indicative of an excitatory synapse. Thus the 

evidence to date on VCN/ICC pathways does not contra- 
dict the existence of an ascending excitatory circuit be- 
tween cells of the two nuclei. Alternatively, fusiform units 

from the dorsal CN (DCN) may provide the input to the 
ICC unit. Fusiform cell axons leave the DCN via the dor- 

sal acoustic stria and terminate in the ICC and also have 

presumed excitatory endings (Ryugo and Willard, 1985; 

Smith and Rhode, 1985). These cells generally show a 

pauser/build-up type post-stimulus time histogram in re- 

sponse to pure tones presented at CF (Godfrey et al., 1975; 

Rhode et al., 1983; Smith and Rhode, 1985; Rhode and 

Smith, 1986). Kim et al. (1990) have shown that DCN/ 

PVCN fusiform cells also show bandpass temporal-MTFs 

similar to those presented here from the model chopper 

cell. Onset cells in the VCN also show bandpass temporal- 

MTFs with high modulation gains (Frisina et al., 1990). 

To our knowledge there are no data concerning possi- 

ble synaptic arrangements (i.e., number of inputs, den- 

dritic or somatic input) between CN stellate (or fusiform) 

cells and ICC cells which may support the configuration 

we have proposed here. These remain predictions of the 
model. In addition, there are no relevant data on the mem- 

brane properties of ICC cells. 

Langner (e.g., 1981; see Langner, 1992 for details and 

references) has proposed an alternative model which ac- 

counts for some of the response properties of ICC units in 

response to amplitude-modulated stimuli. The model was 

proposed to explain aspects of human pitch perception on 
the basis of verifiable physiological findings. 

Langner's model, in common with the one presented 

here, is a coincidence model, but the inputs to the final 
coincidence detector unit arrive from two different sources 

and not one as proposed here. Moreover, the two inputs to 

the coincidence unit each require preproeessing by an ad- 

ditional circuit element before the input is directed to the 

ICC unit. The single source of input to the coincidence 

model presented here does not require any such prepro- 

cessing. The model proposed here benefits from its relative 
simplicity. However, Langner's model is more consistent 

with the gross architecture of the ICC where a single 

frequency/coehlear representation consists of converging 
afferent inputs from multiple brainstem sources (Irvine, 
1986). 

Other differences between the models concern the na- 

ture of implementation. The model presented here consists 
of realistic simulations of known neural elements that are 

present at the level of the auditory nerve, the coehlear 
nucleus and the inferior colliculus. In contrast, Langner's 

model is more phenomenologically based and uses ele- 

ments such as trigger units, oscillators, reducer circuits and 

coincidence detection, although Langner has attempted to 

make correspondences between these elements and the 

properties of neurons located in the eochlear nucleus and 
inferior colliculus (Langner et al., 1987). 

Given these differences and intricacies of the models it 

is difficult to predict their behavior to novel stimuli without 

resorting to full-scale simulation. However, given that both 
models produce predictions which cannot be tested by ref- 
erence to data already in the literature we may postpone 

detailed, full-scale evaluations for the time being. Ideally, 

future empirical investigations will address some of the 
predictions made by the models and will be able to provide 
evidence for the success or otherwise of each one. 
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TABLE AI. VCN chopper and. ICC model parameters (ranges given in parentheses). 

VCN chopper 

Parameter Description cell ICC cell 

Ek Equilibrium potential for potassium -10 mV 
r,, Post-synapl:ic membrane time constant (1-3 ms) 

rok Potassium ,conductance time constant (0.3-6 ms) 

b Spike-induced potassium conductance 0.08 
rzh Threshold time constant 20 ms 

c Voltage induced rate of threshold change 0.1 
Th 0 Resting threshold 15 mV 

-- 10 mV 

1.0 ms 

0.6 ms 

0.017 

20 ms 

0.1 

20 mV 

C. Modeling populations of units 

Langner and Schreiner ( 1988; Schreiner and Langner, 
1988) have presented data for the existence of a modula- 

tion map in the ICC. They propose that fi)r each charac- 

teristic frequency there exists a secondary ;axis comprising 
neurons systematically arranged to encode perceptually 
relevant signal modulations. In the results presented here 
we have successfully modeled this arrangement at a single 
characteristic frequency. Future work will extend the 

model presented here to replicate the encoding of modula- 
tion at other characteristic frequencies as demonstrated 
neurally. The following issues will be addressed. 

Hewitt et al. (1992) reported that the number of au- 
ditory nerve inputs to the VCN chopper unit influenced the 
shape of its temporal modulation transfer function; a small 
number of inputs (e.g., 5) gave rise to a lowpass transfer 
function while many inputs (e.g., 60) gave a sharply tuned 
bandpass function. As a consequence for the work reported 
here we modeled 60 auditory nerve inputs to each VCN 
chopper cell. All of the early testing of the ]nodel ICC unit 
was performed by modeling 60 VCN chopper inputs to 
each ICC cell. The best-modulation frequency of the VCN 
and ICC units was tuned to 50 Hz. Later, we noted that 

with higher best-modulation frequencies the functioning of 
the model ICC unit only continued in a manner consistent 

with the physiology if the number of VCN chopper inputs 
was reduced. A detailed examination of thiis behavior will 

be made. 

A second issue concerns the upper limit of best- 
modulation frequencies. Rees and Moller (1983) reported 
that the most effective modulation rates in their sample of 
ICC units were between 20 and 40 Hz; none of the units 

responded to modulation frequencies greater than 80 Hz. 
Langner and Schreiner (1988) reported that 50% of their 
ICC recordings revealed best-modulation frequencies of 
between 30 and 100 Hz, but 20%-30% of units had BMFs 

greater than 100 Hz, some as high as 500 Hz. The discrep- 
ancy between the findings of Langner and Rees has been 
raised in the literature; levels of anaesthesia and sampling 
density have been proposed to account for tlhe difference in 
the range of BMFs reported by the two studies. 

In the model presented here we have produced a range 
of units with BMFs between 50 and 400 Hz. Langner and 
Schreiner (1988), however, also reported that the upper 
limit of ICC BMFs was dependent upon characteristic fre- 
quency. For a given CF below 4 kHz, no units were found 

that had BMFs above the quotient CF/4. Future work will 
address this issue using a multichannel (CF) version of the 
model presented above. 

V. CONCLUSIONS 

We have presented and evaluated a computer model of 
a neural circuit that replicates amplitude-modulation sen- 
sitivity of cells in the central nucleus of the inferior colli- 

culus (ICC). The circuit we propose comprises an ICC 
unit which receives input from many cochlear nucleus 

chopper cells which, in turn, receive input from many 
auditory-nerve fibers. We speculate that the ICC unit func- 
tions as a coincidence detector taking input from a number 
of similar cochlear nucleus cells. The coincidence unit only 
fires when it receives a number of synchronous cochlear 

nucleus inputs. The circuit is sufficient to encode signal 
periodicity as a rate-based code. 
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APPENDIX 

Point neuron model (MacGregor, 1987, p. 458). 
The model is activated by a single input function 

which represents the stimulating current from an experi- 
mentally applied electrode. The model is characterized by 
four variables: ( 1 ) The transmembrane potential measureel 
as a deviation from the cell resting potential; (2) a potas.- 
sium conductance; (3) the time-varying threshold; and (4) 
an all-or-nothing spiking variable. Changes in these vari.. 
ables are governed by four differential equations. The first: 
describes the change in the transmembrane potential in 
response to input current: 

dE(t) 

dt -- (--E(t) + ( [I(t)/G] 

+ Gk(t)/G[Ek--E(t) ] })lr•, (A1) 
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where E(t)= instantaneous cell-membrane potential above 
resting level, ER, E(0)=0, Gk( t) =instantaneous cell po- 

tassium conductance. Gt,(0)=0, G=total resting conduc- 
tance of soma, T m=membrane time constant, 

/i•,=equilibrium potential of potassium conductance rela- 
tive to cell resting level, and I(t)=current at the soma. 

The equation describing the change in potassium con- 
ductanee is as follows 

dGk(t) [-Gk(t)+(b.s)] 
-- -- , (A2) 

dt •an 

where b=delayed rectifier potassium conductance 

strength, s=spiking variable (0 or 1), s=0 if E(t) 

<Th(t), s=l if E(t)>Th(t). ran=time constant of po- 
tassium conductance decay. 

Here, Gk rises following an action potential but, oth- 
erwise, is continually reducing to zero. The model includes 

a term for accommodation whereby a eell's firing threshold 
varies as a function of stimulation. The equation describing 
the change in threshold is as follows 

dTh(t) {--[Th(t)--ThO]+cE(t)} 
-- -- , (A3) 

dt •'Th 

where Th(t)=time-varying threshold of the cell, Th0 
=resting threshold of the cell, c=aceommodation con- 

stunt, r•h = time constant of threshold. 
The main output function, p(t), is a combination of 

the transmembrane potential and the spiking variable and 
represents the record that would be measured with an in- 
tracellular microelectrode: 

p(t) =E(t) +s[Eb--E(t) ], (A4) 

where Eb=constant representing spike height (50 mV), 
s=spiking variable (see above). A spike is counted when 
s= 1. See Table AI. 

IMost of the early testing of the model used r,,=3 ms. Later, with r•= 1 
ms a complete range of BMFs (50-400 Hz) could be generated by 
manipulation of a single model parameter, namely rok. 
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