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CHAPTER I

INTRODUCTION

Numerous pairwise comparison procedures are ava ilab le to deter

mine i f  any differences are present among the population means 

^1 5 * * * * ^ comm°n approach taken is to determine which pairs of

means are not equal. For th is  approach the hypothesis is

tested fo r each of the k ( k - l) /2  pairs of means from y15 . . . ,

y^. In each case the a lte rn a tive  hypothesis is H ^ ry ^y j. With any 

p articu lar pairwise comparison procedure, i f  the absolute value of 

the difference between two sample means is greater than the product of 

the appropriate c r i t ic a l  value and the corresponding standard error of 

the difference between means, the two corresponding population means 

are declared to be d iffe re n t;  otherwise, the null hypothesis of no 

difference between the population means is not rejected. C r itic a l  

value is the value of a s ta t is t ic  that corresponds to a given s ig n if i 

cance level as determined from its  sampling d is tribu tion  and standard 

error of the difference between means is the standard deviation of the 

sampling d istrib u tio n  of the difference of the two involved population 

means. Because the size of the c r it ic a l  values and the standard errors 

of the difference between means varies among procedures, results ob

tained from the application of several d iffe re n t procedures to a given 

set of data w ill often d if fe r .

In testing each null hypothesis ^ r y ^ y ^ , a correct or an incorrect

1
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2

decision may be made. I f  an incorrect decision is made, one of two 

types o f errors is committed. A Type I error occurs when the null hy

pothesis Hg is fa ls e ly  rejected. The significance level a is the 

probab ility  of committing a Type I error. The second error one may 

make is a Type I I  e rro r, which occurs when one fa i ls  to re je c t the Hg 

when i t  is fa ls e . The probability  of making a Type I I  error is desig

nated by 3 ; whereas, 1-3 is defined as power, which is the p robability  

of accepting a true a lte rn ate  hypothesis.

The l ite ra tu re  contains several computer simulation studies com

paring pairwise comparison procedures. Usually these studies have 

examined which of the numerous pairwise comparison procedures best con

tro l fo r Type I error ra te .

The conceptual unit used fo r the Type I error ra te  in these 

studies is called the experimentwise error ra te . Kirk (1968) defines 

the experimentwise error rate (EER) as the probab ility  that one or more 

Type I errors concerning the en tire  class of k (k - l ) /2  pairwise compari

sons of means w ill  be made in a given experiment involving the k popu

la tion  means.

number of experiments with at least one 
EER- statement fa ls e ly  declared s ig n ific a n t ^  -j \

to ta l number of experiments

This error ra te  is used to guard against making any erroneous s ta te 

ments concerning the pairwise means in an experiment and is based on 

the premise that i t  is as serious to make one erroneous statement in

an experiment as i t  is to make, say, four erroneous statements.

I t  may help to understand the meaning of the experimentwise error

rate with an example. Suppose that there are 1,000 experiments, each

R eproduced  with perm ission of the copyright ow ner. Further reproduction prohibited w ithout perm ission.



3
with 10 statements of s ignificance, 10,000 statements in a l l .  Of these 

statements, 90 are actually  fa ls e , and these fa lse  statements are d is

tributed  among 70 of the experiments. Then the experimentwise error 

rate is equal to 70/1000 = .07.

One of the most comprehensive simulation studies fo r equal sample 

size was conducted and reported by Carmer and Swanson (1973). In this  

study ten pairwise comparison procedures were compared as to th e ir  ex

perimentwise Type I error rates and power.

The ten compared by Carmer and Swanson were: Fisher's (1949) least

significance difference procedure, Scheffe's (1953) S procedure, Tukey's 

(1953) T procedure, two Waller-Duncan Bayesian procedures established by 

Waller and Duncan (1969), Newman-Keuls procedure f i r s t  proposed by 

Newman (1939), and three protected least significance difference proce

dures established by Fisher (1949). As a resu lt of th is  study, one of 

the protected least significance difference (PLSD) was recommended.

The recommended PLSD is a two stage procedure. The f i r s t  stage 

consists of performing an overall tes t of the null hypothesis 

Hq : = . . . y^ by means of the F ra tio  in a one way analysis of variance.

I f  the F ra tio  is s ig n ific a n t, the second stage consists of a procedure 

analogous to the t  tes t and is used to make a ll k (k - l) /2  pairwise com

parisons of means (y^, y j)  from y - j , . . . , ^  at the same nominal s ig n i

ficance level as that fo r the F ra t io . However, i f  the F ra tio  is not 

s ig n ific a n t, no pairwise comparisons of means are made, thus elim inating  

the p o s s ib ility  o f committing Type I errors.

One of the most recent and involved simulation studies with un

equal sample sizes has been conducted by Keselman and Rogan (1978). In
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4
th is  study, Kramer's (1956) K procedure, Scheffe''s (1953) S procedure, 

Spj0tvoll and S to lin e 's  (1973) T 1 procedure, Hochberg's (1976) T" 

procedure, and Games and Howell's (1976) GH procedure were compared.

These procedures were compared as to th e ir  experimentwise Type I error 

rates and power to varying degrees of sample sizes and variance 

heterogeneity. The sampling fo r th is  study was from both normal and 

skewed d is tribu tions . As a resu lt of th is  study, the GH procedure was 

recommended.

The GH is a single stage procedure in which the hypothesis 

H0 :yi =yj  1^ ’ tested fo r eac  ̂ °'fr the k (k - l ) /2  pairs of means (u ^ y j)  

from u1,...,M |^ . The standard error of the difference between means 

fo r the GH procedure uses the variances and sample sizes of the samples 

involved in the contrast. The ordinary studentized ranges are used in 

calculating the c r i t ic a l  values fo r  the GH procedure. This procedure is 

discussed in greater deta il in Chapter I I .

A serious weakness of the Keselman and Rogan study was that i t  did 

not include the PLSD procedure. This procedure was recommended by 

Carmer and Swanson with equal sample size. However, the PLSD procedure 

can be leg itim ate ly  used with unequal sample sizes. Thus a comprehen

sive comparison of a ll  potential useful pairwise comparison procedures 

has not been accomplished with unequal sample sizes.

In order to correct th is omission, th is  study u tiliz e s  computer 

simulation techniques in order to study experimentwise Type I error 

rates fo r seven pairwise comparison procedures. The procedures are: 

protected least significance d ifference (PLSD) procedure, protected 

Welch (PW) procedure which is proposed in th is  study, Spjtftvoll and 

S to lin e 's  T' procedure, Hochberg's T" procedure, Kramer's K procedure,
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Games and Howell's GH procedure, and Tamhane's (1977) TH procedure. 

Specifications fo r these pairwise comparison procedures are contained 

in Chapter I I .
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CHAPTER I I  

RELATED LITERATURE

The lite ra tu re  contains numerous pairwise comparison procedures. 

These procedures are designed fo r testing the null hypothesis 

H0 :yi =yj '  This c*iaPte r  f i rs t contains the specifications of the 

pairwise comparison procedures that are used in th is  study. The 

next three sections review single stage procedures fo r both equal and 

unequal sample s izes, review two stage procedures, and discuss re 

lated simulation studies that compare these procedures. F in a lly , a 

summary to th is  chapter is presented.

Specifications of the Pairwise 
Comparison Procedures being Studied

This section presents the defin itions to the seven pairwise 

comparison procedures along with each of th e ir  c r i t ic a l  values and 

standard error of the difference between means. The next two sections, 

immediately following the present section, compares and categorizes 

the seven pairwise comparison procedures along with several other 

comparison procedures.

Let represent the ith  observation in the jth  group, where 

i = l , . . . , n j  and j = i , . . . , k .  The X^. 's are independent normal variates  

with expected value and constant population variance a2. The 

estimate of y  ̂ is the sample mean

(2J)
The j th  sample variance is

6
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which estimates a2.

For the pairwise comparison procedures that use a pooled estimate of 

the population variance, the estimate is called the mean square within  

and is

MSW=£ £  (X1j-JXJ ) 2/(N -k )  (2 .3 )

j  i

where N = 5 In ..
3 J

Of the seven pairwise comparison procedures being compared in th is  

study, the PLSD and PW are two stage procedures and the remaining five  

are single stage procedures. For the two stage procedures, a pre lim i

nary significance test is based on the observed F ra tio  of the mean 

square between divided by the mean square w ith in . This F ra tio  is 

used to tes t the null hypothesis HQ:y  ̂= . . .=P|<. The mean square 

between is

M SB=^nj (Xj - X . . ) 2/ ( k - l )  (2 .4 )
j

where

*X. . = £  n j X j / N  ( 2 . 5 )

3

is the grand mean.

The test of the null hypothesis is made by comparing the obtained F 

ra tio  with a value F^ _̂-j obtained from an F table with k-1 and 

N-k degrees of freedom, which is the value exceeded by 100a percent 

of a l l  F ratios obtained under the assumption that the null hypothesis 

is tru e. I f  the obtained F ra tio  does not exceed the tabled value
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F(a k-1 M_k^, then the null hypothesis is not rejected and hence no 

pairwise comparisons of means are made. However, i f  the obtained F 

ra tio  exceeds the tabled value, then the null hypothesis is rejected  

and attention is directed to each of the k ( k - l) /2  pairs of means 

from p p . . . , u k in order to attempt to find the p articu lar  

unequal pairs o f means that caused the null hypothesis to be re

jected.

The f iv e  single stage and the second stage of the PLSD and PW

procedures d if fe r  e ith er in th e ir  standard error of the difference

between the two sample means, and/or th e ir  c r it ic a l values. I f

|X\ -  Xj| is greater than the product of the standard error of the

difference between means and the corresponding c r i t ic a l value, then

the null hypothesis Hn:y.=y. is re jected. The standard error of the 
J i  J

difference between means and c r i t ic a l  value fo r these procedures in

this study are described next.

Spjjfltvoll and S to lin e 's  T 1 procedure

In the T' procedure the standard error of the difference between 

means is

MSw’5[m ax((l/n i ) \ ( l / n j ) >i) ]  (2 .6 )

and the c r i t ic a l value is q * ^  k ^_k  ̂ which represents the value

exceeded by 100a percent of the studentized augmented range d is trib u 

tio n , computed by Stoline (1978), with degrees of freedom k and N-k.

Kramer's K procedure

In the K procedure the standard error of the difference between

R eproduced  with perm ission of the copyright ow ner. Further reproduction prohibited w ithout perm ission.



9
means is

(MSW/2)35( l / n i + l/n j )35 (2 .7 )

and the c r it ic a l value is k which represents the value exceeded 

by 100a percent of the ordinary studentized range d istrib u tio n  with

degrees of freedom k and N-k.

Hochberg's T1' procedure

In the T" procedure the standard error of the difference between 

means is

max (5 i /n i 3j,sJ./n J.Jj) (2 .8 )

and the c r i t ic a l value is q * ^  k which represents the value exceeded 

by 100a percent of the studentized augmented range d is tribu tion  with

degrees of freedom k and g=min(n.j-l) fo r i = l , . . . , k .

Games and Howell's GH procedure

In the GH procedure the standard error of the difference between 

means is

( l / 2 ) ‘i (s?/n1+s |/n j )'5 (2 .9 )

and the c r i t ic a l  value is q ^  k which represents the value exceeded

by 100a percent of the ordinary studentized range d is tribu tion  with

degrees of freedom k and Welch's (1948) approximate estimate fo r the 

degrees of freedom

h =(sf/n1.+s2/nj ) /[ (s ? /n 1) 2/ ( n 1- l)+ (s 2 /n ;j) 2/ (n J- l ) 3 .  (2 .10)

Tamhane's TH procedure

In the TH procedure the standard error of the difference between
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and the c r i t ic a l  value is t ^ j  ^  which represents the value exceeded 

by 100a1 percent of the student's t  d is tribu tion  with

and Welch's approximate estimate fo r the degrees of freedom h as de

fined in equation (2 .1 0 ).

PLSD procedure

In the PLSD procedure the standard error of the difference between 

means is

only i f  the F ra t io  is s ig n ifican t at level a and the c r i t ic a l  value is 

t (a / 2  1̂ )  which represents the value exceeded by 100(a/2) percent of 

the Student's t  d is trib u tio n  with degrees of freedom N-k.

PW procedure

In the PW procedure the standard error of the d ifference between 

means is

only i f  the F ra tio  is s ig n ifican t at level a and the c r i t ic a l  value 

is which represents the value exceeded by 100(a/2) percent of

the student's t  d is trib u tio n  with Welch's approximate estimate fo r the 

degrees of freedom h as defined in equation (2 .1 0 ).

The K and PLSD procedures use a common estimate of the error 

variance and the sample sizes involved in the contrast; they d if fe r

( 2 . 12)

[MSW(l/n1+ l/n J) ] ‘i (2 .1 3 )

(2 .1 4 )
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in th e ir  c r i t ic a l  values and in the fa c t that K is a single stage pro

cedure and the PLSD is a two stage procedure. The T' procedure also 

uses a pooled estimate of variance but substitutes the smaller of the 

two sample sizes fo r each n^. The GH, TH, and PW procedures do not 

use a pooled estimate of variance. They use the variances and sample 

sizes involved in the contrast. The GH and TH are both single stage 

procedures, while PW is a two stage procedure. The single stage 

procedure T" also uses the variances and sample sizes of the groups 

involved in the contrast, but substitutes the larger of the two 

standard error estimates of and X̂ ..

This completes the section that specifies the standard errors 

and the c r i t ic a l values fo r each of the seven procedures included in 

th is  study. The next two sections contain a fu rther discussion of 

these seven pairwise comparison procedures along with other frequently  

mentioned comparison procedures.

Single Stage Pairwise Comparison Procedures

Single stage procedures determine which pairs of population means 

are d iffe re n t without f i r s t  using an over a l l  tes t of significance.

F irs t ,  single stage procedures that require equal sample sizes are 

discussed and secondly, single stage procedures that do not require 

equal sample sizes are discussed.

Equal sample size

The following m ultip le comparison procedures are those most common

ly  used in the case of equal sample s ize . Each of these procedures
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u t i l iz e  the studentized range d is trib u tio n . The f i r s t  procedure 

discussed is Tukey's T procedure. This procedure is designed fo r  

testing a ll  k ( k - l) /2  null hypotheses among the pairwise differences of 

the k population means. C ritic a l values fo r th is  procedure are based 

upon the ordinary studentized range d is trib u tio n . The assumptions of 

normality and homogeneity o f variance are required fo r the T procedure.

A somewhat d iffe re n t approach to pairwise comparisons is adopted 

with the Newman-Keuls procedure. This procedure is based on a step

wise approach. The c r it ic a l values used fo r differences between means 

fo r th is  procedure vary depending on the number of means observed be

tween the two means under consideration. Another procedure, which is 

sim ilar to the Newman-Keuls procedure is the Duncan (1955) procedure. 

Duncan's significance level is dependent on the number of means under 

consideration. Special studentized ranges tabulated by Duncan (1955) 

are used fo r th is  procedure; whereas, the ordinary studentized range 

tables are used fo r the Newman-Keuls procedure.

The exact use of these three procedures is lim ited to those cases 

with an equal number of observations fo r  each sample. The next section 

reviews procedures that do not require equal sample sizes.

Unequal sample sizes

Each of these procedures are fo r  the most part based on Tukey's T 

procedure. These procedures are divided into two types. The two types 

are approximate procedures and conservative procedures.

Approximate procedures. Each of these pairwise comparison proce

dures is an approximation of the T procedure and may be used fo r the
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case of unequal sample sizes. No mathematical ju s tif ic a tio n  is pre

sented by the authors of these procedures.

One of these procedures is Kramer's K procedure. The K procedure 

replaces the common sample size in the formula fo r the T procedure 

with the harmonic mean of the two sample sizes of the specific  means 

involved in the comparison. Another approximation is due to Winer 

(1969). Winer's procedure uses the harmonic mean of a l l  k samples fo r  

a ll  the pairwise comparisons. M ille r  (1966) also has an approximation. 

This procedure uses the mean value of the sample sizes. Each of these 

procedures u tiliz e s  the ordinary studentized range d is tribu tion  as the 

c r it ic a l  value.

Two additional approximations are the GH and TH procedures. The 

GH procedure uses the studentized range d is trib u tio n , whereas the TH 

procedure uses the student t  d is trib u tio n  in determining c r it ic a l  

values. Both the GH and TH procedures use Welch's approximate e s t i

mate fo r degrees of freedom.

Conservative procedures. The T' and T" procedures are extensions 

of Tukey's procedure to the unequal sample size cases. The S proce

dure is designed to make a l l  possible, not only pairwise, comparisons 

among the population means and is based on the F d is trib u tio n . I t  can 

be proven that each of these three procedures is conservative fo r p a ir

wise comparisons. A procedure is conservative when the Type I error 

rate is less than the nominal a le v e l.

Both the T' and T" procedures u t i l iz e  the studentized augmented 

range d is tribu tion  in calculating th e ir  c r i t ic a l  values. The 

studentized augmented range d is trib u tio n  is tabulated by Stoline (1978).
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Stoline claims that Tukey's approximation of the upper a points of the 

studentized augmented range with the corresponding upper a point of 

ordinary studentized range fo r k^3 and a ,<.05 holds as w e ll, i f  not 

b ette r, fo r those cases where k ^4 and a <:.20.

In summary, the T, Newman-Keuls, and Duncan procedures are single  

stage procedures that require equal sample s ize . In contrast, the 

single stage procedures that do not require equal sample sizes include 

the eight procedures of K, Winer, M il le r ,  GH, TH, S, T 1, and T". The 

next section is a review of two stage procedures, opposed to the 

aforementioned single stage procedures. The two stage procedures 

discussed here do not require equal sample sizes.

Two Stage Comparison Procedures

The two stage pairwise comparison procedures of PLSD and PW are 

discussed in th is  section. Each of these procedures u t i l iz e  the F 

ra tio  in a one way analysis of variance as the f i r s t  stage.

For the PLSD procedure, i f  the F ra tio  is s ig n ifican t at a pre

determined a le v e l, the appropriate t  tes t is used to make each single 

pairwise comparisons among the k population means. The comparisons 

are made at the predetermined a level with N-k degrees of freedom.

All k (k - l) /2  pairwise comparisons can be tested at the second 

stage, fo r the PLSD procedure, i f  the f i r s t  stage is s ig n ifican t. 

According to M ille r  (1966), i t  can happen that the F test gives a sig

n ifican t value fo r the f i r s t  stage, but none of the pairwise 

differences at the second stage are s ig n ific a n t.

A second two stage procedure s im ilar to the PLSD procedure is being
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proposed in th is study. The proposed procedure is referred to as the 

protected Welch (PW). I f  the F ra t io  is s ig n ifican t at a predetermined 

a le v e l, a ll pairwise comparisons among the k means are performed. The 

c r it ic a l value fo r the second stage is read from the student's t  d is t r i 

bution at level a w ith Welch's approximate estimate fo r the degrees of 

freedom. Welch's estimate is dependent on the size and variances fo r  

each of the two samples being compared.

The ju s t if ic a tio n  fo r proposing the PW procedure is based upon 

Scheffe* (1959) and Lee and Gurland (1975). Scheffe reports that the F 

tes t and t  tes t are robust with respect to unequal variances i f  one has 

equal sample size or a small amount of imbalance among sample sizes. 

However, these tests are not robust with respect to unequal variances 

i f  one has a large amount of imbalance among sample sizes. Lee and 

Gurland reported that the t  tes t with Welch's approximate estimate fo r  

degrees of freedom is more robust than several other approximate 2 

sample tests with respect to unequal variances.

This completes the discussion of the single and two stage proce

dures. The following section describes various simulation studies 

that compare experimentwise Type I error rates and power of some of 

these discussed procedures.

Simulation Studies

As was previously mentioned, Carmer and Swanson conducted a com

prehensive simulation study in which a ll  samples were equal in s ize .

This study compared ten pairwise compairson procedures as to th e ir  

experimentwise Type I error rates and power. As a recommended proce

dure, Carmer and Swanson proposed the PLSD procedure.
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Supporting evidence fo r th is  recommendation is given in Carmer and 

Swanson, in the form of experimentwise Type I error rates based on 4000 

simulations fo r  k=5, 10, and 20 means fo r the null hypothesis 

Hg;p.| = . . Tabl e 1 presents part of th is  evidence a t the 5 percent 

significance le v e l .

TABLE 1

Carmer and Swanson (1973, p. 70) Observed Experimentwise 
Type I Error Rates in Percentages

Procedures
Number of Treatments

k = 5 k = 10 k = 20

Scheffe' 2.4 .3 .00

Tukey 5.0 4.8 4.7
Newman-Keuls 5.7 5.0 4.8

Duncan 18.2 37.3 62.6
PLSD 4.8 5.4 5.2

Scheffe's procedure is too conservative (Type I error rate is less 

than the nominal a le v e l) and Duncan's procedure is too lib e ra l (Type I 

error rate is greater than the nominal a leve l) fo r k=5, 10 and 20. 

Carmer and Swanson recommended that Scheffe's procedure be used only 

fo r nonpairwise comparisons. C learly , the Tukey, Newman-Keuls, and 

PLSD procedures have the most stable 5 percent Type I error rates. In 

addition, the power studies in Carmer and Swanson indicated that the 

PLSD procedure produced comparable, i f  not greater power fo r more cases 

than did the Tukey and Newman-Keuls procedure.

Smith (1971) compared the approximate procedures of K, M ille r ,  and 

Winer. These procedures were compared using unequal sample sizes whose 

ratios were of the order of up to 3:1 , while assuming homogeneous
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population variances. This study showed that Kramer's procedure con

s is ten tly  provided actual experimentwise Type I error rates in close 

agreement with the corresponding nominal p ro b a b ilities .

Smith's work was extended by Keselman, Murray, and Rogan (1976), 

who compared the Winer and Kramer procedures fo r unequal sample sizes 

of various ratios fo r  varying numbers of treatment leve ls . The ob

served experimentwise Type I error rates rare ly  exceeded th e ir  nomi

nal significance levels by more than a percentage point, even when 

group sizes d iffe red  by a ra tio  of 40:1. Typ ica lly , the Winer ob

served experimentwise Type I error rates were larger than the nominal 

levels of s ign ificance, whereas the Kramer estimates were found to be 

less than the nominal significance leve ls . Keselman e t a l . also 

recommended Kramer's procedure due to its  conservative experimentwise 

Type I error co n tro l.

Games and Howell (1976) examined the robustness of the Winer pro

cedure when unequal samples were combined with various patterns of 

heterogeneous variances. Their simulated experimentwise Type I error 

rates were less than the nominal value when the smallest sample was 

paired with the smallest variance, but exceeded the nominal value 

when the smallest sample was combined with the largest variance.

As was previously mentioned, a study by Keselman and Rogan (1978) 

compared the S, K, T ',  GH, and T" procedures. As a resu lt of th is  

study, the S, T ',  and K procedures were not recommended. I t  was 

concluded that these three procedures were often adversely affected  

by combining unequal sample sizes with certain  heterogeneous variances. 

Only the T" and GH procedures maintained simulated significance levels
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close to the nominal level when unequal sample sizes and unequal 

variances were inversely paired. However, Keselman and Rogan recommend

ed the GH procedure opposed to the T" procedure because i t  maintained 

simulated significance levels closer to the nominal level than the T" 

values. The T" values were consistently less than the nominal values.

Based on the aforementioned review of l i te ra tu re ,  there is no 

complete consensus as to which procedure should be used fo r pairwise 

comparison between means. According to the Carmer and Swanson study, 

the PLSD procedure is one of the best pairwise comparison procedures 

fo r  contro lling  experimentwise Type I error in the equal sample size 

case. As fa r  as the Tukey type procedures, the K and GH approximation 

procedures seem to perform better than the somewhat conservative pro

cedures T' and T". The S procedure is extremely conservative fo r p a ir

wise comparison of means. F in a lly , no simulation study which includes 

the PLSD procedure fo r unequal sample sizes ex is ts .

Summary

Chapter I I  included the specifications fo r  the seven procedures 

being compared in th is  study, reviewed several additional comparison 

procedures, and discussed several simulation studies that compared some 

of these procedures. I t  is unclear from these studies as to which of 

these procedure(s) should be used in the unequal sample size case under 

the assumption of normality and equal variance. This uncertainty is 

due in p art, to the fac t that a ll  these procedures have not been com

pared in a single study. Chapter I I I  describes the preliminary work 

that is needed to be accomplished prio r to th is  study.
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CHAPTER I I I

PRELIMINARY WORK

This chapter focuses on the prelim inary procedures that were nec

essary fo r th is  simulation study. S p ec ifica lly  discussed in th is chap

te r  is the testing of random number generators, the testing and the 

selection of an optimal method fo r transforming generated random d ig its  

into normal variab les, and f in a lly  in order to add confirmatory ev i

dence to the selected data sim ulator, a p artia l rep lica tion  of the 

Carmer and Swanson study is discussed.

Introduction

The computer is admirably suited to the exploratory problem 

solving technique of simulation. M illions of t r ia ls  may be generated 

with reasonable speed, and the computer may be used to c lass ify  and 

count results as i t  generates them.

An important element in th is  simulation study is the generation 

of random numbers. A random number generator is a procedure fo r pro

ducing, by use of a computer, a sequence of numbers U-jjUgjUg... which 

is to represent a sequence of independent random numbers. There are 

many computer methods fo r generating such numbers, but a ll  have in 

common the generation of a s t r ic t ly  determ inistic sequence of d ig its ,  

which are therefore more properly called "pseudo-random" numbers. That 

is ,  the d ig it  strings that are produced are not tru ly  random, since the 

same strings are reproducible each time the generation routine is used.

19
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In order fo r th is  simulation study to have c re d ib i li ty ,  the 

accuracy of the computer program in generating random numbers is inves

tigated . The next section investigates two such random number gener

ators.

Testing of Random Number Generators

The simulation studies of Carmer and Swanson and Keselman and 

Rogan used the M arsaglia, MacLaren, and Bray (1964) procedure to obtain 

random numbers. MacLaren and Marsaglia (1965) conducted a study, using 

s ta t is t ic a l tests described below, comparing the M arsaglia, MacLaren, 

and Bray procedure with seven other random number generators. On the 

basis of th is aforementioned study, the authors recommended the 

Marsaglia, MacLaren, and Bray procedure fo r generating random numbers.

Western Michigan University Computer Center operates a time sharing 

computer system. The Dec-System Program Data Processing-10 Computer 

(PDP-10) is u t il iz e d  in the Computer Center. The PDP-10 random number 

generator is based on a method by Payne, Rabring, and Bogyo (1969).

A Fortran computer program (see Appendix A) was w ritten  fo r the 

random number generator described by Marsaglia, MacLaren, and Bray. 

Ad ditionally , a Fortran computer program (see Appendix B) was w ritten  

to tes t the aforementioned two random number generators using the sta

t is t ic a l  procedures mentioned in MacLaren and Marsaglia.

The s ta t is t ic a l tests used fo r both methods were x2 tests applied 

to the d istribu tions of the random numbers, pairs of random numbers, 

tr ip le s  of random numbers, and various simple functions of several 

random numbers. These x2 tests were used prim arily  to determine i f  the
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generated numbers were indeed random.

All the tests had the same general form. A sequence of n varia 

bles X ^ ,. . . ,X n was computed from the sequence of uniform numbers. I f  

the uniform numbers were actually  independent uniform random variables, 

the X^'s would be independent id e n tic a lly  d istributed random variab le .

The range of the X̂. ‘ s was divided into m ce lls  of equal probability  

p=l/m and the number of occurences in each ce ll counted. The Chi 

Square s ta t is t ic

m
x2 = £ ( k , - n p )  /np (3 .1 )

1
was f i r s t  computed, and then was converted to a percentage which re

presented the probability  that a random sample would give a larger value 

of x2 than that observed.

A ll tests were made simultaneously, using the same sequence U^,U2 ,

. . .  As a programming convenience, the uniform numbers were taken in 

sets of ten. From a set of ten, f iv e  pairs were obtained fo r the pairs 

te s t,  three tr ip le s  fo r the tr ip le s  te s t, and one each of the various 

one-dimensional variables. Thus, from a set of ten uniform numbers, 

only one pair was used fo r the tes t of the maximum of two uniforms, one 

t r ip le  fo r the maximum of three, etc . Successive tests s ta rt at the 

point in the generated sequence where previous tests finished.

S ta tis tic a l tests

There are f iv e  s ta t is t ic a l tests used to compare the random number 

generators. The deta ils  of each tes t are described below.

Uniform ity. This was included fo r the sake of completeness. The 

unit in terval was divided into 100 equal c e lls . For each run 10,000
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numbers were used, the exact sequence being U-j ,11^ ,11^ , . . .  # The 

occurences in each ce ll were counted, and the x2 s ta t is t ic  computed, 

which was used to te s t the null hypothesis that the generated d ig its  

were "uniformly" distributed  along the unit in terval (0 ,1 ) .

P a irs . Successive pairs of uniform numbers were taken as the 

coordinates of a point in the unit square. The unit square was divided 

into 100 equal squares. For each run a to ta l of 50,000 pairs was gen

erated. A x2 s ta t is t ic  was computed which was used to tes t the null 

hypothesis that the pairs of d ig its  were "uniformly" d istributed  in a 

unit plane.

T r ip le s . Successive tr ip le s  of uniform numbers were taken as the 

coordinates of a point in the unit cube. However, every tenth uniform 

number was skipped. The cube was divided into 100 equal c e lls . For 

each run a to ta l of 30,000 tr ip le s  was generated. A x2 s ta t is t ic  was 

computed which was used to tes t the null hypothesis that the tr ip le s  

of d ig its  were "uniformly" distributed  in a unit cube.

Maximum of n. Let V^,V2 , . . . ,  Vn be independent uniform variates  

from the unit in terval (0 ,1 ) ,  then W=max(V^, . . . ,Vn) should have the 

d is trib u tio n  P(W<a) = F(a) = a11 fo r 0<a<l, and hence F(W) = [max (V-j, 

• • • ,V n) ] n should be uniformly distributed  over (0 ,1 ) .  This assertion 

was proved in Hogg and Craig (1970). The x2 test was obtained by 

divid ing the unit in terval into 100 equal subintervals with samples of 

10,000 U's. The f i r s t  n-tuple was obtained from the f i r s t  10 U 's, the 

second n-tuple from the second 10 U 's, and so on. Thus, 100,000 U's 

were generated fo r each of the tests with n=2,3,4,10. This x2 s ta t is t ic  

was used to tes t the hypothesis that the "maximum of n" d is trib u tio n
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function was "uniformly" d is tribu ted  on the unit in te rv a l.

Minimum of n. This te s t was the same as that fo r the maximum of n 

except that the minimum of n -tu p les , W=min (V ^ , .. .V n) ,  was taken and 

the corresponding d is trib u tio n  function G(W)=[min(V.|, . .  .Vn) ] n was used. 

Again 100,000 U's were generated fo r each of the x2 tests with n=2 ,3 ,4 , 

10. The x2 s ta t is t ic  obtained was used to tes t the hypothesis that the 

"minimum of n" d istrib u tio n  function was "uniformly" d istributed on the 

unit in te rv a l, as i t  should be i f  the data generated was genuinely 

random and independent.

Test results

Table 2 contains the results of 33 tests conducted fo r each of the 

two generators. The tabled value is the p ro b a b ility , expressed as a 

percentage, that the Chi Square varia te  w ill  exceed the observed tes t  

value, assuming the data is uniformly distributed  and independently 

generated. Thus, the 33 values fo r each generator should behave some

what l ik e  a set of 33 numbers chosen uniformly from the unit in te rv a l.  

There may be occasional small or large values. Any preponderance of 

such values would be suspect.

On the basis o f these te s ts , which may be viewed as prelim inary, 

but certa in ly  in d ica tive , both generators behave well on these te s ts , 

except fo r the MacLaren, Marsaglia, and Bray generator under the uni

form te s t. For example, under the uniform test the percentages fo r  

the MacLaren, Marsaglia, and Bray generator are 2, 8, and 33. Conse

quently, as a resu lt of these tests the PDP-10 generator looked at 

least as good as the MacLaren, Marsaglia, and Bray generator, the
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TABLE 2

Summary of Tests on the Two 
Random Number Generators in Percentages

Tests

Run

PDP-■10 Generator
MacLaren, Marsaglia 

& Bray Generator

1 2 3 1 2 3

Uniformity 80 92 73 02 08 33

Pairs 56 09 55 32 73 71

Triples 09 79 76 11 49 46

Maximum of 2 60 17 54 21 47 29

Maximum of 3 22 76 77 88 50 70

Maximum of 5 90 38 51 99 15 33

Maximum of 10 96 43 70 85 50 70

Minimum of 2 35 64 44 68 17 70

Minimum of 3 25 16 72 99 22 65

Minimum of 5 83 27 30 16 32 14

Minimum of 10 67 03 25 19 22 31

R eproduced  with perm ission of the copyright ow ner. Further reproduction prohibited w ithout perm ission.



25

generator recommended by MacLaren and M arsaglia, and used by Carmer 

and Swanson and Keselman and Rogan. I f  one had to choose a generator 

based on these tests alone, the PDP-10 generator would probably be 

chosen. However, fu rther testing was conducted prio r to the selection  

of the generator.

In order to conduct the pairwise comparison simulation studies, 

the generated random numbers need to be converted into deviates that 

sa tis fy  certain  d istrib u tio n  assumptions. This p artic u la r simulation 

study was conducted under the basic analysis of variance assumptions 

of norm ality, independent random samples, and constant variance for  

the populations.

Box and Muller (1958) developed a method of generating normal 

deviates from independent random numbers. This method uses an 

algebraic transformation technique. Let U-j, U2 be independent random 

variables from the same rectangular density function on the unit 

in terval (0 ,1 ) .  Then

represents a pair of independent random variables from the same normal 

d is trib u tio n  with mean zero, and variance one. This has been proved 

in Box and M uller.

This section described the Box and M uller method of generating 

normal data from random numbers. The next section describes the re

sults of the testing that was conducted in order to select the

Generation of Normal Deviates

X1=[-21oge(U1) I icos(2TTU2)

X2=[-21oge(U1) ] lssin(2TrU2)

(3 .2 )

(3 .3 )
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Generator Selection

In th is  section one of the two a lte rn ate  methods of generating 

normal deviates with mean of zero and standard deviation of one is 

selected. The f i r s t  method is the combination of the PDP-10 generator 

with Box and Mueller (DBM), the second method is the combination of 

the MacLaren, Marsaglia, Bray generator with Box and Mueller (MMBM).

A Fortran computer program (see Appendix C) was w ritten  to tes t 

the two aforementioned methods. A sequence of n normal deviates 

X - | , . . . ,X n were generated by the two generator methods DBM and MMBM.

I f  these deviates were actu a lly  d istributed  as normal variables with 

mean zero and standard deviation one, they should possess the pro

perties of the normal d is trib u tio n . To test th is hypothesis, the real 

lin e  was divided into 16 d is jo in t lin e  segments (L^,L .+i ) i = l , . . . , 1 6 ,  

where the probability  p..=Pr[L.<z<L..+.|] , i = l , . . . , 1 6 ,  was known and the 

number of occurences in each was counted. These 16 segments were 

selected in order to examine a reasonable range of normal deviates.

Test results

Table 3 contains the results of the DBM and MMBM methods of 

generating normal deviates. The table contains six columns. The f i r s t  

column id en tifies  each of the 16 lin e  segments with a corresponding 

number. The second column id e n tif ie s  the specific lin e  segments. The 

f i r s t  two lin e  segments represent .68 and - .6 8  standard deviations 

from zero, respectively. This pattern continues through the 16 seg-
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merits, where the 15 and 16 segments represent 3.0 to a positive

TABLE 3

Summary of Tests on Generating Normal Deviates

Interval
Number

Line
Segments

Chi Square
P robability  of x2 

Expressed as Percentages

DBM MMBM DBM MMBM

1 (0 , .68) .38 2.36 100 100

2 (- .6 8 ,0 ) 1.23 1.69 100 100

3 (.6 8 ,1 .2 8 ) .94 17.58 100 29

4 ( -1 .2 8 ,- .6 8 ) .49 2.25 100 100

5 (1 .2 8 ,1 .65 ) .81 13.49 100 57

6 (-1 .6 5 ,-1 .2 8 ) 2.10 15.86 100 39

7 (1 .6 5 ,1 .96 ) 1.22 42.82 100 0

8 (-1 .9 6 ,-1 .6 5 ) .25 39.64 100 0

9 (1 .9 6 ,2 .33 ) .03 105.86 100 0

10 (-2 .3 3 ,-1 .9 6 ) 2.58 116.49 100 0

11 (2 .3 3 ,2 .58 ) .00 1.75 100 100

12 (-2 .5 8 ,-2 .3 3 ) .21 7.14 100 95

13 (2 .5 8 ,3 .0 ) .50 3553.10 100 0

14 (-3 .0 ,-2 .5 8 ) .03 3575.70 100 0

15 (3.0,+°°) 5.32 1456.00 99 0

16 (-°°,-3 .00 ) .06 1456.00 100 0
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in f in i ty  and -3 .0  to a negative in f in i ty  standard deviations from zero, 

respectively. Columns three and four contain the Chi Square s ta tis tic s  

that were computed fo r each in te rv a l. F in a lly , the entries in columns 

f iv e  and six are the p ro b a b ilities , expressed as a percentage, for  

the observed Chi Square values fo r the two methods.

On the basis of these Chi Square tests i t  is concluded that the 

DBM method of generating normal deviates is superior to the MMBM 

method. The MMBM method becomes in fe r io r  to the DBM method when the 

l in e  segments are about 1.65 standard deviations from zero. The only 

exception to th is  is fo r the two in te rva ls  11 and 12. Based on these 

te s ts , the PDP-10 random number generator followed by the trans

formation of uniform random numbers to normal deviates by using the 

Box and Muller method was selected as the data simulator fo r th is  

simulation study. In the next section of th is  chapter, th is data 

simulator was used to rep lica te  a portion of the Carmer and Swanson 

study.

Replication of Portions of the Carmer Swanson Study

In order to gather evidence about the accuracy of the DBM data 

sim ulator, a Fortran program was w ritten  (see Appendix C) in an 

attempt to rep lica te  portions of the Carmer and Swanson study. The 

procedures used were the Scheffe, Tukey, and PLSD under the equal 

sample size case. The DBM method was used to generate normal deviates.

An ou tline  of th is simulation study is as follow s. F irs t ,  the s ign i

ficance level of 5 percent was selected because i t  was used by Carmer 

and Swanson. A d ditionally , the significance levels of .1 , .5 , 1 .0 ,
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10.0, and 20.0 percent were selected to fu rther examine the DBM data 

simulator over a wider range of possible a levels . Second, Carmer and 

Swanson's number of treatments of 5, 10, and 20 were used. Third, 

sample size values of 4, 6 , 8 , and 14 were selected. These were 

selected in order to examine a reasonable range of sample sizes.

Carmer and Swanson used sample size values ranging from 5 to 15.

Fourth, fo r each combination of number of treatments and sample s ize ,

1000 replications of the experiment were performed. This number was 

selected since Carmer and Swanson used 1000 rep lica tions.

Test results

Table 4 contains the results of th is simulation study fo r the 

experimentwise Type I error ra tes , assuming the null hypothesis that 

the 5, 10, or 20 population means are a ll  equal, respectively. For a ll  

three groups of treatments, the single stage Tukey procedure and two 

stage PLSD procedure have observed experimentwise error rates in 

close agreement with the nominal leve ls . For example, at the nominal 

10 percent significance level with k=5, 10, and 20, the observed 

experimentwise error rates fo r Tukey and PLSD are (11 .1 , 9 .8 , 10.1) 

and (10 .9 , 9 .9 , 10 .0 ), respectively. For the Scheffe1̂ procedure, the 

observed experimentwise error rates are not in close agreement with 

the nominal levels . At the nominal 10 percent significance level with 

k=5, 10, and 20, Scheffe^'s observed experimentwise error rates are 

4 .7 , .80, and .00. respectively.
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TABLE 4

Observed Experimentwise Type I 
Error Rates in Percentages

Procedures
Significance Levels

201 10% 51 

k = 5

1%

Treatments

.5% .1%

Tukey 21.3 11.1 5.1 .90 .31 .08

Scheffe* 12.2 4.7 2.2 .30 .10 .02

PLSD 21.9 10.9 5.2  

k = 10

.95

Treatments

.48 .10

Tukey 20.4 9.8 4.7 .90 .45 .05

Scheffe 2.4 .80 .28 .30 .00 .00

PLSD 20.0 9.9 4.7  

k = 20

.95

Treatments

.48 .02

Tukey 20.2 10.1 4.9 .85 .28 .08

Scheffe .08 .00 .00 .00 .00 .00

PLSD 20.1 10.1 5.0 1.2 .52 .12
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Table 5 contains the observed experimentwise error rates at the 5 

percent significance level fo r a portion of the Carmer and Swanson

study and th is  rep lica tion  study. The values obtained in th is study

are consistent with and do not diverge widely from the Carmer and

Swanson data. Four values are below and f iv e  values are above or equal

to the 5 percent values obtained by Carmer and Swanson.

TABLE 5

Observed Experimentwise Type I 
Error Rates Obtained by Carmer 
and Swanson (1973, P. 70) and 
th is  Replication Study at the 
5 Percent Significance Level

Treatments
r i uucuur t;b

k=5 k=10 k=20

Tukey 5.1 4.7 4.9
(5.0) (4 .8 ) (4.7)

PLSD 5.2 4.7 5.0
(4.8) (5 .4 ) (5.2)

Scheffe 2.2 .28 .00
(2.4) (.30) (.00 )

(Parenthensized values are the results obtained by Carmer and Swanson.)

This simulation study has rep lica ted  a portion of the Carmer and 

Swanson study. This is an important feature because i t  adds confirma

tory evidence to the choice of the PDP-10 random number generator 

followed by the use of the Box and M uller procedure to obtain normal 

deviates fo r the simulation study reported in the remainder of this

R eproduced  with perm ission of the copyright ow ner. Further reproduction prohibited w ithout perm ission.



dissertation .

This chapter described the preliminary work that was performed 

prio r to the simulation study i t s e l f .  Chapter IV contains a report 

and discussion of the simulation study.
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CHAPTER IV

SIMULATION STUDY RESULTS AND DISCUSSION

Chapter IV is organized as follows: F irs t ,  the parameters fo r the

simulation study are presented; second, the results of the study are re

ported and discussed; and th ird , areas of fu rth e r study are discussed.

Parameters fo r the Simulation Study

Under the null hypothesis Hg:y^=.. .=uk , the experimentwise Type I 

error rate was investigated fo r each of the seven pairwise comparison 

procedures. The parameters of the simulation study are:

1. The error rate levels of 1, 5, 10, and 20 percent were 
selected in order to examine a reasonably wide range of 
a levels which would cover most levels commonly used in 
practice.

2. The k values of 3, 5, and 10 were used as the number of 
treatments in th is study. These values were selected 
because i t  was f e l t  the range of k=3 to 10 covered most 
situations arising in practice, a t least those arising  
in the educational and social science areas.

3. There were four categories of sample sizes used in th is  
simulation study. These categories were formed as 
follow s. Let v=max(n-|, . . .  ,n, ) /m in (n ,, . . .  ,n. ) ,  where
n , , . . . , n .  represent the sample sizes fo r each of the 
k values 3, 5, and 10, respectively. The f i r s t  cate
gory was of equal sample size (v = l);  the second cate
gory was of small imbalance (l<v<2); the th ird  cate
gory was of moderate imbalance (2sv<2.5); and the fourth 
category was of large imbalance (v=5). Table 6 l is ts  
the specific  sample sizes selected fo r each o f the four 
categories fo r each of the k values. For example, for  
the moderately imbalanced category with k=5, the four 
sample sizes were (6 ,6 ,6 ,1 5 ,1 5 ), (6 ,6 ,1 5 ,1 5 ,1 5 ), 
(15 ,15 ,3 0 ,3 0 ,30 ), and (6 ,1 5 ,1 5 ,1 5 ,1 5 ).

A Fortran program, with the aforementioned parameters, was 

w ritten  (see Appendix D) fo r the simulation of data generated from the 

33
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one way fixed effects analysis of variance model,

xi j  '  e + ei j  ; 1=1 nj> J- l  —  .k t4 - ’ )
where the e^. are independent normal random errors with mean zero and 

constant variance. The DBM method was u tiliz e d  to obtain these inde

pendent normal random errors e^ ..

For each experiment (involving k=3, 5, and 10 and a specific  sample 

in each of the categories) 1000 replications were performed. For 

example, with k=3 under the equal sample size case, 1000 replications  

were performed fo r (6 ,6 ,6 ) ,  (15 ,15 ,1 5 ), and (30 ,30 ,30). The observed 

experimentwise Type I error rate equals the number of replications with 

at least one pairwise comparison declared s ig n ifican t at level a 

divided by 1000.

Simulation Results

This section contains the results of the simulation study. The 

results are reported in a series of f iv e  tables. The f i r s t  four tables 

contain the observed experimentwise Type I error rates fo r the four 

imbalanced cases. The las t table reports the ranges fo r these error 

rates fo r only the PLSD, PW, K, and GH procedures.

Type I observed error rates: balanced case

Table 7 contains the observed experimentwise Type I error rates 

fo r the equal sample size case. Under the equal sample size case the 

PLSD, T ' ,  K, GH, and PW procedures a ll  exhibited experimentwise Type I 

error rates close to the nominal significance levels o f 1, 5, 10, and 

20 percent with the empirical estimates of the T' and K procedures
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deviating least from the nominal significance levels . The T" and TH 

procedures yielded conservative experimentwise error rates. The degree 

of conservativeness varied somewhat as a function of the number of 

treatments. For instance, at the nominal 5 percent significance level 

with k=3,5, and 10 the observed error rates of T" and TH are (2 .3 , 1 .6 , 

1.5) and (3 .7 , 3 .7 , 3 .0 ) ,  respectively.

Type I observed error rates: small imbalanced cases

Observed experimentwise Type I error rates are presented in Table 

8 fo r the small imbalanced case. This table shows that the PLSD, K,

GH, and PW procedures have observed experimentwise error rates close to 

the nominal significance levels of 1, 5, 10, and 20 percent. However, 

as the number o f treatments increase from k=3 to k=10 the GH observed 

error rates tend to become somewhat lib e ra l.  For example, at the nomi

nal 20 percent significance le v e l, the experimentwise error rates for  

GH extend from about 19 percent to 26 percent. The T ' , T", and TH 

procedures are somewhat conservative in the small imbalanced cases.

For instance, at the nominal 10 percent significance level the observed 

experimentwise error rates fo r T' and TH are about 7 percent and for  

T" about 3 percent.

Type I observed error rates: moderate and large imbalanced cases

Tables 9 and 10 contain the observed experimentwise Type I error  

rates fo r the moderate and large imbalanced cases, respectively, The 

results in both o f these cases are s im ilar. Very low experimentwise 

error rates are found fo r the T" procedure fo r a l l  the nominal s ign i-
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TABLE 8

Observed Experimentwise Type I Error Rates 
in Percents: Small Imbalance in Sample Size

Treatments

Procedures k=3 k==5 k==20

Significance Levels

1% 5% 10% 20% 1% 5% 10% 20% 1% 5% 10% 20%

PLSD .86 5.0 9.7 19.4 1.1 4.9 10.2 20.2 .97 4.8 9.7 20.1

T' .54 3.7 7.6 16.1 .50 3.6 7.7 16.4 .68 3.8 7.5 16.4

T" .08 .90 3.2 10.6 .05 .87 3.1 10.1 .02 .58 2.4 9.1

K .86 4.9 9.7 9.5 .80 5.0 10.3 19.8 .95 4.9 9.1 20.1

GH .78 4.7 9.8 19.4 .95 5.5 11.3 21.6 1.1 6.3 12.7 26.1

TH .64 3.9 7.8 15.4 .60 3.8 7.3 14.1 .43 3.1 6.1 11.7

PW .68 4.8 9.6 19.4 1.0 4.9 10.2 20.2 .93 4.8 9.7 20.1
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TABLE 9

Observed Experimentwise Type I Error Rates 
in Percents: Moderate Imbalance in Sample Size

Procedures

Treatments

k=3 k==5 k==20

Significance Levels

1% 5% 10% 20% 1% 5% 10% 20% 1% 5% 10% 20%

PLSD .90 4.8 10.1 21.4 .86 5.0 9.9 20.7 1.1 5.8 10.6 21.5

T' .40 2.8 6.3 15.0 .60 3.0 6.4 14.2 .43 3.1 6.9 14.1

T" .10 1.4 4.5 12.3 .04 1.1 3.1 9.6 .07 .80 3.2 10.1

K .90 4.8 9.9 21.2 .94 4.9 9.6 19.9 .90 5.3 10.6 20.3

GH 1.1 5.5 10.7 21.4 1.2 5.5 10.8 22.0 1.6 7.5 13.9 26.5

TH .90 4.7 8.9 17.2 .92 4.0 7.5 14.7 1.0 4.4 8.1 14.0

PW .82 4.5 10.0 21.3 .80 4.9 9.9 20.7 1.1 5.8 10.6 21.5
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TABLE 10

Observed Experimentwise Type I Error Rates 
in Percents: Large Imbalance in Sample Size

Treatments

Procedures k=3 k:=5 k==20

Significance Levels

1% 5% 10% 20% 1% 5% 10% 20% 1% 5% 10% 20%

PLSD 1.2 5.6 11.0 21.5 1.1 5.2 10.7 21.2 .93 5.4 10.3 20.0

T' .33 2.5 5.4 12.7 .50 3.1 6.5 13.9 .75 3.3 6.9 14.7

T" .1 1.5 4.1 10.6 .02 .68 2.9 9.1 .00 .63 2.0 7.2

K 1.1 5.2 10.8 21.0 .90 5.2 10.1 20.1 .93 4.4 8.9 18.7

GH 1.9 6.3 11.8 22.4 1.5 6.5 11.6 22.6 1.6 6.6 12.2 24.8

TH 1.6 5.5 9.6 18.5 1.2 4.7 8.3 14.5 1.2 3.9 7.0 12.0

PW .80 4.8 10.3 21.2 .82 5.1 10.6 21.2 .90 5.3 10.3 20.0
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cance leve ls . For instance, at the nominal 5 percent significance  

level the observed experimentwise error rates fo r both cases are about 

1 percent. The error rates fo r T' and TH are also low. However, 

these are not generally as low as the T" rates. Rates fo r  the GH pro

cedure tend to be somewhat high. For instance, a t the nominal 5 per

cent significance level with k=10, the GH observed experimentwise error 

rates fo r  the moderate and large imbalanced cases are about 7 percent. 

F in a lly , the PLSD, K, and PW procedures quite consistently maintain 

th e ir  experimentwise error rates close to the nominal significance  

levels fo r both of these rather imbalanced cases.

Ranges fo r error rates

Table 11 contains the ranges fo r the observed error rates fo r the 

PLSD, PW, K, and GH procedures. Only these four procedures are in 

cluded in th is  tab le because they most consistently maintain the 

experimentwise Type I error rates at or close to nominal significance  

levels over a l l  four sample size cases; although, the GH procedure 

yields some lib e ra l error rates as k becomes large.

The ranges of the error rates fo r the PLSD and PW procedures are 

sim ilar over a ll  levels of treatment s ize . They usually vary from 

about .3 to 2 .0 . The ranges fo r a ll  four of these procedures are not 

as s im ilar as the ranges fo r the PLSD and PW; however, none of the 

procedures have ranges that are consistently lower or higher than the 

other procedures. The only real exception to th is  is fo r the GH 

procedure with k=10 and nominal significance level of 20 percent. The 

GH ranges in th is case are a ll  about 5; whereas, the ranges fo r the
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table n

Ranges fo r  the Observed Experimentwise 
Type I Error Rates fo r  the 

PLSD, PW, K, and GH Procedures

Procedures Equal

Sample Imbalance 

Small Moderate Large

1% 5% 10% 20% 1% 5%

Significance Levels 

10% 20% 1% 5% 10% 20% 1% 5% 10% 20%

k = 3 Treatments

PLSD .3 .9 2.3 2.6 .7 2.0 2.4 2.6 .3 1.4 1.2 1.9 .5 .4 .5 3.8

PW .3 .9 2.3 2.6 .4 1.5 2.3 2.6 .1 1.0 1.0 1.9 .5 .5 .6 3.9

K .4 .3 1.4 2.7 .9 1.3 2.4 2.0 .6 1.2 1.7 1.8 .5 .3 1.9 3.5

GH .3 1.2 1.7 2.7 .4 3.2 2.0 3.1 .7 2.1 

k = 5 Treatments

1.5 2.4 .6 1.4 1.1 3.3

PLSD .4 1.5 2.0 2.6 1.2 2.9 2.1 3.4 .8 .5 2.6 3.6 .6 1.5 1.9 3.5

PW .4 1.5 2.0 2.6 .7 2.9 2.1 3.4 .8 .5 2.6 3.6 1.0 1.4 1.9 3.6

K .5 1.0 2.0 1.8 .7 2.8 2.4 4.5 1.1 1.8 2.1 3.5 .8 1.4 2.7 3.1

GH .6 1.7 1.9 4.1 1.1 2.5 3.2 4.2 .5 1.8 

k = 10 Treatments

2.4 3.6 1.4 1.3 2.1 1.5

PLSD .2 1.4 .9 .3 1.1 2.7 3.8 3.9 .5 1.3 1.0 1.4 .1 1.8 1.9 1.5

PW .2 1.4 .9 .3 1.0 2.7 3.8 3.9 .5 1.3 1.0 1.4 .2 1.8 1.9 1.5

K .8 1.2 .3 1.4 .9 2.6 3.6 3.3 .5 1.6 .7 1.7 .8 1.4 2.3 2.9

GH .6 .4 2.3 4.6 .8 2.1 3.5 6.3 .5 1.5 2.4 3.2 1.8 1.4 1.1 4.2



other three procedures are usually less than 2.0 .

43

Concluding remarks

The underlying basis of the work reported here is on examination 

of the appropriateness o f the seven aforementioned pairwise comparison 

procedures under the assumption of equal variances. The examination 

is based upon the control of experimentwise Type I errors fo r the 

equal sample size case and the three imbalanced sample size cases.

For the equal sample size case, the T' and K procedures have very 

stable observed experimentwise Type I error rates that are close to 

th e ir  nominal values. The PLSD, GH, and PW procedures are close 

second choices. The two remaining procedures T" and TH are too 

conservative.

For the three imbalanced cases, T" and TH are again too conserva

t iv e . In add ition, the T 1 procedure is also too conservative fo r these 

imbalanced cases. The optimal choices fo r controlling Type I error  

with unequal sample sizes are the PLSD, K, and PW procedures, with the 

GH procedure a second choice. Consequently, i f  one agrees with the 

notion that an experimenter should want to use a procedure having the 

most stable experimentwise Type I a leve l; then, based on th is study 

i t  is recommended the PLSD, PW, or K procedures be used fo r pairwise 

comparisons.

The PLSD, PW, and K procedures are recommended under the assumption 

that the person performing the pairwise comparison has homogeneity of 

population variances. However, the experimenter may not have homo

geneity of population variances, and consequently the recommended pro
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cedures may be adversely affected by combining unequal sample sizes 

with unequal variances. In the Keselman and Rogan study, the K proce

dure is not robust with respect to unequal variances when one has im

balanced sample s izes. As to the two remaining recommended procedures, 

there exist no emperical data as to th e ir  robustness with respect to 

unequal variances under the imbalanced case. Although, as is discussed 

in Chapter I I ,  the PW may be more robust than the PLSD procedure with 

respect to unequal variances especially as the models become more im

balanced. Consequently, additional work needs to be done comparing 

these pairwise comparison procedures in imbalanced cases with unequal 

variances.

Areas fo r Further Study

An extension of th is  study would be a comparison of the PLSD, PW,

K, GH procedures and possibly a few other procedures where the assump

tion of the homogeneity of variance has been relaxed under the im

balanced cases.

The factors that may be varied in such a study are degree of sample 

size imbalance, degree of variance heterogeneity, and pattern of 

variance heterogeneity. I t  is evident that such a study is more wide 

ranging than when the homogeneity of variance assumption is s a tis fie d . 

The reason fo r th is  is that there exists a very wide varie ty  of combina

tions of the levels of the factors described above.

For example, suppose that three sets of unequal sample sizes are 

selected, corresponding to a small, medium, and large sample size  

imbalance. Also, suppose sm all, medium, and large degrees of variance
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heterogeneity are selected. In addition, suppose that fo r each of the 

three variance heterogeneity cases, two patterns of heterogeneous 

variances are selected; one pattern in which a l l  variances are unequal 

and one pattern where a ll  but one of the variances are equal. This 

study would then contain 18 (18=3*3*2) combinations of unequal variance 

cases to be analyzed fo r each pairwise comparison procedure included 

in the study.

The above example illu s tra te s  that a study involving heterogeneity 

of variance under the imbalanced case may be very involved. However, 

such a study is c lea rly  called fo r.
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  *      *    .
c
C R A N DO m . F O R
C DATE! OCTOBER 1977
C
C THIS RIAL FUNCTION CALCULATES A RANDOM NUMBER# X#
C SUCH THAT 0<*X< 1 ,
c
C THIS r o u t i n e  IS  BASED ON THE AH l IC L t
C UNIFORM RANDOM NUMBER GENERATORS
C M, DONALD MACLAREN AND GEORGE MARSAGLIA
c j o u r n a l  of t h e  acm, v o l .  1 2 , n o . i  ( J a n , i 9 6 5 )  p p .8 3 - 8 9
c      .....

REAL FUNCTION RANUCM(ISEED1,1SF:EC2»IFLAG)
DIMENSION TABLE( 0 /1 2 7 1  
EUU1VALENCE ( I N t .FLCAT)

c
C SUPPRESS e rror m e s s a g e s  for i n t e g e r  ove rfl ow
c

CALL E'RRSt 1 10 )
c
C IF  f l a g  IS  NOT SET THEN IN I T I A L I Z E  THE TABLE
c

I F ( I F L A G . N E . 0 )  GO TO 1016 
IFLAGsl
DO 1004 3=0 ,1 2 7  
IS EE D 1* 12 »» 17 *3) *1 SE E D1  
ISEED1»1SEEU1,AND."37 77 77 77 77 77  
CALL S H l F T ( l S E E D l i « 8 # l N T )
IN T i I nT , O R , " 20 00 00 00 00 00  
TABLE(I )«FLUAT  

1004 CONTINUE
c
C CALCULATE RANDOM NUMBER FROM 2ND GENERATOR
C
1016 I S E E D 2 M 2 « *7  + 1 )# ISEED2+1

ISEED2»1SEEU2.AND,"37777  7 777777  
CALL SHIFT (1SEF:d 2 # - 2 8 ,  INDEX)
RANDOMb TABLE( INDEX)

c
C RESET TABLE VALUE WITH 1ST GENERATOR
C

I S E E D l o ( 2 # * 1 7 + 3 ) * I S E E D l  
ISEED1»1SEEU1,AND."37 77 77 77 77 77  
CALL S H I F IU S E E D 1 # - 8 # 1 N T )
I N T * I  N T .O R ." 20 00 00 00 00 00  

1020 TABLE(INDeX)=FLOAT
c
C RESET ERROR MESSAGES
C

CALL ERRSET(23
re t ur n
end
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PEAL FUNCI1UN PANDCMdSUl# JSD2) 
DATA IFLAO/K) /

C
IF C IF L A G. EU .U )  CALL S t T R A M I S D l )
iFLAGsl
PAND0M>PAN (k))
RETURN
END
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RANTST, P OK

DATE| OCTOBER 1977

THIS PROGRAM TESTS A RANDOM NUMBER GENERATCH IN THE MANNER 
DESCRIBEE IN

UNIFORM RANDOM NUMBER GENERATORS 
M, DONALD MACLAREN AND GEORGE MARSAGLIA
JOURNAL OE THE ACM, VOL, 12 , NO, 1 (JAN, 1965)  PP .8 3 - B 9

DIMENSION UNTEC 1 0 0 ) ,  FAIR ( 1 0 0 ) , T R I P (  1000 J, T ITLE ( l b )
DIMENSION N M A M 2 / 1 0 ) , N M 1 N C 2 / 1 0 ) , N S U M ( 2 /1 0 )
REAL CMA X (2 /1B ) , C M1 N (2 /1 B) ,C SU M 12 /1B )
REAL C P M A X ( 2 /1 0 ) ,C P M IN ( 2 /T 0 ) , C P S U M ( 2 /1 0 )
REAL MAX( 2 / 1 0 ,  l 0 0 ) , M I N ( 2 / i e ,  1 0 0 ) , SUM( 2 / 1 0 ,  1 0 0 ) , 1 EMPC100)
REAL R (1 0 )
d o u b l e  p r e c i s i o n  p i l e
DATA I 0 U T / 1 /

GET OUTPUT PILE AND T ITLE  

TYPE 1000
FOHMATC e n t e r  OUTPUT F I L E i ' , 6 )
ACCEPT 1 0 0 1 , FILE*
FORMAT(AlB)
0PEN (U N IT= 10 U 1,D EV IC E» 'D SK ' .ACCESS*'SEQOUT' , F I  LEap' ILE)
TYPE 1002
FORMATC ENTER T I T L E ' )
ACCEPT 10 0 J ,T IT L E  
FORMATt16A5 )

INPUT PROGRAM PARAMETERS 

TYPE 1004
FORMATC ENTER THE NUMBER OF TESTS '10 HE R U N l ' / S )
ACCEPT 1005 / N'l ESTS 
FORMATC )
TYPE 1006
FORMATC ENTER THE NUMBER OF SETS OP 10 TO BE U S E D l ' . S )
ACCEPT 1005 , NSF.TS 
TYPE 1007
FORMATC ENTER THE SEED FOR THE 1ST RANDOM NUMBER GENERATOR!'  
ACCEPT 1 0 0 5 , ISEED1 
TYPE 1008
FORMATC ENTER THE SEED FOR THE 2ND RANDOM NUMBER GENERATOR!'  
ACCEPT 1 0 0 5 , ISEED2 
TYPE 1009
FORMATC DO YOU WANT ONLY THE SUMMARY CY OR N ) ? ' , $ )
ACCEPT 1 0 1 0 , ANS 
FORMATCAl)
ISUMMC0
I F ( A N S , E O , ' Y ' )  1SUMM*1 
ISO 1 * ISEED1 
IS D2 - I SEE D 2
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c
C NTESTS PEK HUN, NSETS Op 10 PER RUN,
c

UO 2600  NTESTa1 , NTESTS
ISEED1=TSU1
ISEED2»1SD2

c
C ZERO COUNTERS
c

NUNlFaK
NPAlRaK
NTRIPaK
DO 1012 1 = 2 , IK
n m a x ( I ) =u
NMIN(I)=0 
NSUM( I  ) = 0

1012 CONTINUE
DO 1013 1 = 1 , IKK
U N I M l J s e
PA 1R( I ) =K

1013 CONTINUE
DO 10131 1 = 1,1000 
TRIPCI )»0 

10131 CONTINUE
DO 1015 1= 2 ,1 0  
DO 1014 J = 1 , IKK 
MAX ( I , J ) = K  
M I N ( I , J ) » 0  
SUM( I , J )  = K

1014 CONTINUE
1015 CONTINUE
c

DO 1050 NSE1 «1 ,nSETS
c
C CALCULATE SETS of  10 RANDOM NUMBERS,
c

DU 101b 1= 1 ,1 0RII)°RANU0M(1SU!,1SC2,IF L(i)
1016 CONTINUE 
C
C u n i f o r m i t y  t e s t
c

ICELLb R 11 ) # 100 + 1
I K I C E L L . L T ,  1 ,CR, K E L L . C T ,  100)  00  TO 1016
NUNIFaNUNTF+1
U N IK IC E L L )» U M F C IC E L L )  + 1

C
C PAIRS TES1
c
1016 DO 1020 1=1 ,5

ICELLaRC U - l ) « 2  + l ) « 1 0 + 1  
JCELLbR I ( 1 - 1 ) « 2 + 2 ) « 1 0 + l  
1ND EX«( ICELL-1) *10+JCELL
I F U N D E X . L T . l ,  OR. TNDEX, CT. 100)  00  TO 1020 
PA IR ( I N DE X)  = PA1R( INDEX)+ l  
NPAlRaNPAlR+l  

1020 CONTINUE
c
C TRIPLES t e s t
C
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1022 00 1024 1=1*3
l C E L L a R U l - n « 3  + l l * i e + l  
J C E L L s R ( ( l - l ) « 3  + 2J * l ( i  + l 
KCELLsRU W ) « 3  + 3 m 0  + l  
IN D E X a d C E L b - l  ) # 1 00 +( JC E LL -1 ) * 1 0* K C EL L  
I F d N D E X . L T . l , O R , I N D E X , G T , 10 00)  GO 10 102b  
TR IP ( IN D E X ) aX H lp ( I N D E X )  + l 
NTRIPaNTRlP+1 

1024 CONTINUE
c
C MAXIMUM CF 2-1 0
c
1026 00 1032 1= 2 ,1 0

CALL MAXIMUM(R, l  + io , * )
Fwaw«*l
IC E L L a F * *1 0 0 + l
I F d C E L L . L T . l . O R . l C E L L . G T . l B B )  GO TO 1032 
M A X d , I C E L L ) a M A X d , l C E L L )  + l 
NM A X ( l ) a N M A X ( l ) + l  

1032 CONTINUE
c
C MINIMUM OF 2-1 0
c

00 1040 1=2,10 
CALL M IN IM U M ( H , i + 0 , w )
Fwai-(i-io##i
ICELLb FW#100+1
I F d C E L L . L T . l , O R , I C E L L . G T . 1 0 e )  GO TO 1040 
MIN ( I ,  I  CELL JaM I  NCI ,  ICELL H I  
N M l N ( l ) a N M l N ( I ) + l  

104e CONTINUE
c
C SUM OF 2 - 1 0
C

DO 1049 1 = 2 ,2  
SUMR»R(1)
00 1044 N a2,1  
SUMRaSUMR+R IN J
1F (S U M R ,L 1 ,1 )  FSUMaSUMR»*2/2 
IF ( S U M R , G E ,1 ) F S U M 3 i - ( 2 - s U M H ) * « 2 /2  
SUMRafSUM 

1044 CONTINUE
ICELLaFSUM*100+l
I F d C E L L . L T . l , O R , I C E L L , G T , 100)  GO TO 1048  
SUM ( I ,  I C E L L ) a s U M d ,  IC E L L ) ♦ !
N S U M ( l ) a N 5 U M d )  + l

1049 CONTINUE 
C
C END SETS LOOP
c
1050 CONTINUE 
C
C CALCULATE C H I . S u UaRE STATISTIC AND ASSOCIATED PROBABILITY >
c

CUN IFaCH11 UN I F , 1 0 0 , NUN I F )
CALL CHIPRBCCUNIF ,99 ,CPUN1F)
C P A lR a C H l ( P A IR ,1 0 0 , nPAIR)
CALL CHIPRB ICPA ]K,99 ,CP PAIR )
C T R l P a C H I ( T R IP ,1 0 0 0 , N T R lP )
CALL CHIPH BIC 1R1 P,9 99 ,CPT RIP)
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c
00 1104 1 = 2 ,1 0  
00 1100 J * l * l 0 0  
TEMP(J)*MAXH,iJj 

1100 CONTINUE
C M A X ( l ) a C H l ! T E M P ,1 0 0 ,N M A X l I ) )
CALL CH IPR B!C MAX!1)»99 ,CPMAX!1) )

1104 CONTINUE
c

DO 1112 1=2,10 
00 110B J S 1 * 10 0 
TEMP(J)aMlNlI,U)

1108 CONTINUE
C M I N ( I ) * C H I I T E M P , 1 0 0 , N M 1 N ( I ) )
CALL C H l P R U ( C M lN C i ) , 9 9 ,C P M IN l l ) }

1112 CONTINUE
c

DO 1120 1= 2 , 2  
DO 1116 0=1* 100 TEMP(J)=SU«lI,0)

1116 CONTINUE
C S U M ( I ) = C H H T E M P , 1 0 0 ,N S U M I I } )
CALL CHIPr BC CSU M(1) ,99 ,CPSUM(1) )

1120 CONTINUE
C
C GENERATE OUTPUT
C
C UNIFORM
C

IF ( IS U M M .E U ,  11 GO TO 2062 
wR IT E ( IC U T *2 0 0 4 )  T ITLE  

2004 FORMAT!11 ' * 1 6 A 5 / / ' UNIFORMITY TEST1/ / )
WHITE !10 U1 ,2 0 0 6 )  NTEST, ISEEC1* I5EED2  

2006 FORMAT!'  R U N * ' , 1 2 , '  SEEC 1 = ' * 1 1 5 , '  SEED 2 * ' , 1 1 5 / / )  
WRITECICU1*2 0 0 8 )  UNIF

2008 f o r m a t ! '  c e l l  f r e o u e n c i e s i ' / / i 10f b , 0 ) )
W R ITF (1C U T,2 012 )  NUNIF ,CU MF,C PUN IF  

2012 POHMAT!/ /
L ' NUMBER OF OBSERVATIONS* ', 1 3 0 , 1 1 0 /
W ' CHIwSUUAREs' , T 3 0 , F  1 0 , 3 /
«. * PRO B A B IL I TY ^ , T i e , F 1 0 , 3 / / )

c
C PAIRS
c

WRITEC10U1,2 0 1 6 )  T ITLE  
2016 FORMAT! ' 1 ' *  1 6 A 5 / / ' PAIRS T E S T ' / / )

W HI TE ( I CU 1, 2 0 0 6 )  NTEST,1SEED1, ISEED2
R R IT E ( IC U T *2 0 0 8 )  PAIR
WRITE(10UT * 2 0 1 2 )  NPA lK,CP AIp , tPP AlR

C
C TRIPLES
C

DO 2024  1=1*10  
WRI TE ! I OU T* 20 20 )  T1TLE* 1 

2020 FORMAT! ' 1 ' *  16A5/ / '  TRIPLES TEST l a ' , 1 2 / / )
WRITE(1 CUT * 2 0 0 6 )  NTES1,1SEEC1*ISEED2
WRITE ( I  OUT *200  8)  ! T R I P ( J ) » J » H " 1 ) * 1 00+ 1 , 1 * 1 0 0 )

2024 CONTINUE
W R I T E ( I 0 U 1 *2 0 1 2 )  NTRIP,CTRIP,CPTRIP

c

R eproduced  with perm ission of the copyright ow ner. Further reproduction prohibited w ithout perm ission.



MAXIMUMS

DO 2040  1=2 ,10  
WRI TE ( I UU T ,2 0J 0)  T 1 1 L E ,1 

2030 F O R M A T ! ' l ' , l b A 5 / / '  MAXIMUM TEST OF ' , 1 2 / / )
wR ITF (10 UT ,2 0 0 6 )  NTEST, 1SEED1, I5EED2  
WRITE( IOUT,2 00  8)  tMAX( I , J ) , J = 1 , 1 0 0 )  
wR IT Et I  OUT,2 0 1 2 )  NMAX( I ) , CMAX! I ) , CPMAX! I )

2040 CONTINUE
C
C MINIMUMS
c

DO 2050 1= 2 , 10  
WRITECIOU'1 , 20 44)  T I T L E , !

2044 FORMAT!' 1 1 6 A 5 / / ' MINIMUM TEST OF ' , 1 2 / / )
W RI TE ( I OU T,20 06 )  NTEST, ISEED1 , ISEED2 
W RI TE ( I OU T,20 08 )  CMJN( I , J ) , J * 1 , 1 0 0 )
W RI TE ( I OU T,20 12 )  N M 1 N d ) »CMIN( I ) , CPM INC I )

2050  CONTINUE
C
C SUM
c

DO 2060 1=2 ,2  
WRITE( IOUT, 2 0 5 4 )  T I T L E , I

2054  f o r m a t ! ' 1 ' » 16a 5 / / •  sum t e s t  of  ' , 1 2 / / )
W R IT E ! I C U 1 ,200 6)  NTEST, I SEE C1, IS EE D2 
WRITE( I  OUT,2008 )  (SUM 11 , J ) , JB1 , 1 0 0 )
W RI TE ( I OU T,20 12 )  NSU M( I ) ,CSUM( I ) , CPSUM( I )

2060  CONTINUE
c
C OUTPUT SUMMARY
c
2062 w r i t E ( IG U 1 ,2 0 6 4 )  T ITLE
2064 FORMAT! ' 1 ' , 1 6 A 5 / /  ' SUMMARY' / / )

W RI TE ( I OU T,20 06 )  NTEST, ISEED1 , ISEED2 
WRI TE( IO UT, 20 68 )

2068  FORMAT(T25,'OBSERVATIONS CHI-SGUARE PROBABILITY«/
L T 2 5 , 3 6 ( ' - ' ) )

WR ITE ( I OU T,2 07 2)  NUNIF,CUN1F,CPUNIF  
2072 FORMAT!' ONTFURM TEST ' ,  '125 , 1 1 2 ,  2F 12 . 4 )

W R I TE ( I CU T ,207 6)  NPAIR,CPA1R,CPFAIR  
2076 FORMATC PAIR TEST ' , T 2 5 , 1 12 ,  2F 1 2 , 4 )

WRI TE ( I OU T,20 80 )  NTH I P , CT RI P, CPTP1P 
2080 FORMAT!' TRIPLES TEST' , 1 2 5 , H 2 , 2 F 1 2 . 4 )

DO 2092 1= 2 ,1 0
WH IT E ( I OU T,20 88 )  I , NMAX( 1 ) , CMAX( I ) , CPMAX ( 1 )

2086  FORMAT!' MAXIMUM OF ' , 1 2 , 1 2 5 , 1 1 2 , 2 F 1 2 . 4 )
2092  CONTINUE

DO 2100  1 = 2 ,1 0
WRITE( I  OUT,209 6)  I , N M I N ( I ) , CM!N( I ) , CPM I N d  )

2096  FORMAT!'  MINIMUM OF ' , 1 2 , T2 5 , 1 1 2 , 2 F 1 2 , 4 )
2100  CONTINUE

DO 2108 1= 2 ,2
W RI TE ( I OU T,21 04 )  1 , NSUM( I ) , CSUM( I ) , CPSUM ( I )

2104  FORMAT!'  SUM OF ' , 1 2 , 1 2 5 , 1 1 2 , 2 F 1 2 , 4 )
2108  CONTINUE
C
C end  LOOP
c
2600 CONTINUE
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STOP
END    .

C
C HEAL FUNCTION CHl
C
C THIS FUNCTION CALCULATES THE CH1-SOUAHE STA TIST IC,
C
C INPUT VARIABLESt
c
C X - - A  VECTOR CONTAINING THE NUMBER OF OCCURANCES IN
C tACH CELL
C M — LENGTH OF VECTOR X
C N--SUM OF ALL CELLS IN VECTOR X
C        ....

REAL FUNCTION C H l ( X , M f N)
DIMENSION X l l )

c
P s ) , / M  
CHlaU
DO 3000 1 * 1 , M
CHlaCHl  + U U ) - N * P ) # « 2 / C N « P )

3000 CONTINUE
RETUHn
end
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          ........
C TCS2.F0H
C
C DATE I JANUARY 197b
C
C THIS PROGRAM DUPLICATES PARTS Of- THE CARMER AND
c Swanson s t u d y ,  j o u r n a l  o f  th e  as a ,  v o l .  bd,  n o , 3 4 i
C (MAHCH 19 73 J PP. Ob -7 4 ,
C i n  a d d i t i o n  to t h e  ABOVE# I I  CAN use  an al t e r n a t e
C RANDOM NUMBER GENERATOR# DEC- ie#  and TESTS NORMAL
c d a t a ,
c     ..............
c

DIMENSION A C 8 ) ,0 C B ) » H 8 ) # 1 ( 8 ) » E C 1 6 ) # N C C 1 6 )# C E C 6 , 6 )  
DIMENSION EECb»d )#C C6» 8) ,CKC b#4 )# lD C6# 8)
DIMENSION XC2 B,20)»CHC16)#SUMTRC20)#XMC20) ,S5U(20)  
DIMENSION CT (b )#C S( b )#C L SD (b )#D X M( 2E #2 0)
JSD1»1
ISD2>v)

5 TYPE 10
10 FORMAT I '  ENTER NUMbEH OF TREATMENTS' )

ACCEPT 15 # n '1 
15 FORMAT Cl )

TYPE 2e
20 FORMAT ( '  ENTER NUMbEH i n  e ach  t r e a t m e n t ' )

ACCEPT 25 # NIN 
25 FURMAT C12 )

TYPE 30
30 FORMAT ( '  ENTEH NUMBER OF EXPERIMENTS' )

ACCEPT 3S.NEX 
35 FOHMAT CD

t y p e  40
40 FORMAT C  e n t e r  NUMBER OF S I G ,  LEVELS')

ACCEPT 45 # NS 
45 FORMAT CD

TYPE 50
50 FORMAT C' ENTER THE SI G ,  LEVELS' )

DO b0 Is  1# NS 
ACCEPT 55 # A 11)

55 FORMAT CFb, 5 )
60 CONTINUE

TYPE 70
70 FORMAT C  ENTEH O-V aLUES' )

DO H0 I s 1 , NS 
ACCEPT 75#OCI )

75 FORMAT ( F b . 4 )
80 CONTINUE

TYPE 90
90 FORMAT C  ENTEH F-VALUES' )

00 100 I s  1# NS 
ACCEPT 9 5 # F C I )

95 FORMAT CFb ,4  )
100 CONTINUE

TYPE 110
110 FORMAT c  ENTER T-VALUES' )

DO 120 I s 1#NS 
ACCEPT l l b . I C l )

115 FORMAT CFb, 4 )
120 CONTINUE
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1KLAGb0 
NMb NT*NIN*NEX  
E C1 ) * , 25 17 «N M  
EC3) b ,148«NM 
E ( 5 ) b , 0508*NM 
E ( 7 ) a ,0 2 4 5 *N M  
E ( 9 ) s , 0151*NM 
E l U ) B,00b«NM 
E ( 1 3 ) b , 0036*NM 
EC 15 )a , 0 01 3* N M  
00 150 i s  1 * 15 » 2 
E C I+ 1 )= E ( 1 )  
CONTINUE 
DO 160 1 = 1# 16 
NCCI )«0  
CONTINUE 
00 170 J *  1 # 4 
DO 170 1*1#  NS 
C E C I , J )= 0  
E E ( I , J ) b0 
CONTINUE 
DO 180 J b 1»B 
DO 180 1*1#  NS 
C ( I # J ) > 0  

180 CONTINUE
C

THE OUTER LOOK 
DO 400 M*1#NEX 
DO 190 Ja 1 # 4 
DO 190 1 * 1 , NS 
C K ( 1 ,J ) » 0  
I D ( I , J + 4 ) b0 
CONTINUE
GENERATE NORMAL DATA 
DO 200 J * 1 ,N T  
DO 200 l a  1 , NIN , 2 
KlaRANDOMtlSDl# ISD2#IELAG)  
R2b RANDCN(ISD1 ,1 S D 2 , IE L A G )  
U*S0RTC-2«AL0G(H1) )  
XC I , J ) a U « C O t > (2 *3 .1 4 1 5 9 *H 2 )
X C I + 1 , J ) a U « S I N ( 2 * 3 , 1 41 59#K2)  
CONTINUE
TEST OP NORMAL DATA 
DO 210 J a 1# NT 
DO 210 1 * 1 , NIN
IK ( X ( I , J ) . G E , 0 , A nD , X ( I , J )  , L T , , 6 8 )  
IK ( X ( I # J ) , G E , . b 8 , A N D , X ( I # J ) . L 7 . 1 t 
IK ( X ( I , J ) , G E , 1 , 2 8 , A N U , X ( 1 , J ) , L 1 , 1  
IK ( X ( I , J ) , G E , 1 . 6 b , A N D , X ( l , J ) . L T , l  
IK ( X ( I , J ) , < j E , 1 , 9 6 , A N 0 , X ( 1 « J ) , L ' 1 , 2  
IK C X ( I , J ) . U E , 2 , 3 J , A N U , X < 1 , J ) . L 1 , 2  
IK ( X ( 1 , J ) , G E . 2 . 5 b I A N D , X ( l # 0 ) , L 1 ,3  
IK ( X ( I , J ) . G E , 3 , )  INDS15 
IK C X ( I , J ) . G E , - , 6 B , A N U , X C 1 , J ) . L ' 1 , 0  
IK I X ( I , J ) . G E , - 1 , 2 8 , A N U , X I I , J ) , L T  
IK ( X ( I , J ) , G P , - 1 , 6  5 . A N D ,X C I # J ) .L T  
IK ( X ( I , J ) . G E , - 1 , 9 6 , A N 0 , X U , J ) , L T  
IK ( X ( I , J J . G E , - 2 . 3 3 , A N D . X ( I , J ) , L T  
IK C X ( I , J ) . G E . - 2 . S > 8 , A N D . X C 1 , J ) . L T  
IK C X ( I # J ) . G E , - 3 , 0 . A N O ( X ( 1 # J ) . L T ,

1ND*1
28 )  1nD * 3 
, 6 5 )  JNUa5 
, 9 6 )  INDa7 
, 3 3 )  lNDa9 
, b 8 )  IN D a l l  
, )  I N D a l 3

, 0 )  IND-2  
« , 6 8 )  IND«4 
- 1 , 2 8 )  iNCab 
- 1 , 6 5 )  INDb B 
- 1 , 9 b )  1NDb 10 
- 2 , 3 3 )  1NDB12 
2 , 5 8 )  1ND314
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210
C

240

250

260
C

270

2U0

C

200

C

C

300
C

310
C

320

11- C X ( I * J J . L T , « 3 t 0 )  IND*16
NC( IND)aNCClNU) -» l
CONTINUE
CALCULATE MEAN FOR TREATMENTS
DO 240  d« l#N T
SUMTR(J
CONTINUE
DO 250 J * 1 * NT
DO 250 ! • 1 #  N IN
SUMTR(JJ»SUMTH(d)+XCI»J)
CONTINUE 
DO 260 da 1 * NT 
XH(J)aS UMTR CJI /N l N  
CONTlNUt
CALCULATE WITHIN MEAN SUM OF SOUARES
SUMXSB0
DU 270 J * 1# NT
DO 270 I ■1 * NIN
SUMXS*SUMX8+(X( I»«J) ) * *2
CONTINUE
SUMTSsO
Du 280 J a I  * NT
SSO( J)o SUM TH (d )#* 2
5UMTS«SUMTS+55Q(J)
CONTINUE
A I s SUmT S / n IN
WMS»(SUMXS-A1J/ (NT»CNIN-1) )
CALCULATE BETWEEN mean sum of s gu a re s  
SUMGs0
DO 290 J a l»NT  
SUMG»SUMG+SUMTR(d)
CONTINUE
SUM y5 * ( SU M G ** 2) / ( N T# N IN )
BMSa ( A l " S U M G S ) / ( N T " l )
F-VALUE
f v * b m s / wms
c a l c u l a t e  a l l  c r i t i c a l  v a l ue s
SCaSOKTC(wM S/ N IN )« 2 )
DO 300 l a 1« NS 
CT(  I ) a ( S Q R H W M S / N I N ) ) # O i n  
C S ( I ) b ( S G H T U N T - 1 3 # F ( 1 ) ) ) « S C  
CLSO( I ) aSC*T ( I )
CONTINUE
CALCULATE d i f f e r e n c e  BETWEEN MEANS 
DO 310 I a l f N T - 1  
DO 310 J a 1♦ I # NT 
D X M C I , JJ aA B S( XM ( I ) -X M C Jl )
CONTINUE
MULTIPLE COMPARISON TESTS
DO 330 La 1 * NS
DO 330 l a 1» N T *1
00 330 da 1 +1 > NT
DO 320 Ka l * 4
I D ( L i K ) a 0
CONTINUE
I F  ( D X M I I / J J . G T . C K L ) )  1DCL» 1 )»1 
IF ( O X H ( I # J ) t O T , C S ( L ) )  I D C L , 2 ) a l  
IF ( DX M C I« U j ,G T ( Cb SD(L ) )  l D ( L # 3 ) a l  
IF ( D X M t l f J ) ,G T , C L S D ( L ) ,A N D ,F V ,G T ,F C L I )  I D ( L , 4 ) a l  
DO 330 K l » l , 4
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C U , K l ) * C l L , K i n l U ( L , K l )
C K ( L * K l ) » C K l L , K l )  + I D U * K l )

330 CONTINUE
C

DU 400 1* 1*NS  
DO 400 d *S *b
I F  ( C K ( I , d - 4 ) . G E , l , 0 )  I D ( I  * J ) *  1 
C l I , d ) » C ( l » * J )  + l D ( l * d >

400 CONTINUE
c

CHT*0
DO 410 1 * 1 * 1 6
C H ( I ) * ( C E U J - N C l i n * * 2 ) / E C I )
CHTaCHT+CHll )

410 CONTINUE
N E F » ( ( N T « ( N T - 1 ) ) /2 ) « N E X  
DO 420 I * 1 * NS 
DO 420 0 * 1 * 4  
C E ( I » J ) * C ( I * J ) / n E F  
E E ( I , J + 4 ) * C l I , J + 4 ) / N E X  

420 CONTINUE
TYPE 430*NT*N1N

430 FOHMAt l ' 0 ' * 1 0 X , ' N O ,  l R E A l a i , 1 2 » 5 X , ' N O ,  IN E A C H * ' , 12)
TYPE 44044e f o rm a t  c'0  * * i s x , • i u k e y • , 12X , ' s c h e f t e •*10X , * i s d ' * i3x*' p l s d » )
UO 490 1 *  1 * NS
TYPE 4 6 0 , A l l )

450 f o rm a t  ( ' 0 ' , 3 2 x , ' l e v e l  o f  s i g * ' * F 6 , 5 )

T y pe  4 70 *C fcU *  1 ) , C E ( I * 2 ) , C E C I , 3 ) , C E C I , 4 >
470 FORMAT t '0  ' * ' CMp E R R O R ' , 5 X , F 8 , 6 , 9 X , F 8 , 6 , 9 X , F 8 , 6 , 8 X * F 8 , 6 )

TYPE 4 B 0 , f c E U * 5 ) * E E C l . 6 ) , E E H * 7 ) , E E U * B )
480 FORMAT I '0 ' * 'EXP tHH0H',5X,F8,b,9x,F8.b,9X,F8,6,8x,F8.b)
490 CONTINUE

TYPE 500500 FORMAT ( ' 0 ' * 'CELL '»8X , 'NU MBE R' , M X , ' E X P ' , 9 X , ' C H I ' )
DO 520 1 = 1 ,1 6
TYPE 5 1 0 * 1 *  N C U ) , E ( 1 ) , C H ( 1 )

510 FORMAT l ' H ' , 1 2 . 6 X , I 9 , 4 X , F 8 , 2 , 3 X , F 8 t 2)
520 CONTINUE

TYPE 5 3 0 , CH 1
530 FORMAT C'0  ' , 'CH1-SUUARE WITH 15 D , F .  * ' , F 8 , 2 )

TYPE 540
540 FORMAT C  TYPE 1 TO CONTINUE 0 TO E X I T ' )

ACCEPT 5 5 0 ,  1C 
550 FORMAT ( I )

I F  C IC .O T .0 )  00 TO 5
STOP
END
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C PROGRAM NAMfct S1MI .FOR
C
C DATE! MARCH 1 SI78
c
C THIS PROGRAM INVOLVES A SIMULATION 5TUDY
C c o m p a r i n g  NINE m u l t i p l e  c o m p a r i s o n
C TECHNIQUES *1TH RESPECT TO EXPERIMENTwlSF
C AND COMPARISONWISE e rror r a t e s ,
C     ..........

OIKEXSIOK IN (20  ) ,  IH  ( 4 ) ,  C'E ( 4 , 9 ) , E E (4 ,1 8 ) , C (4 , 1 8 I 
DIMENSION C M 4 , 9 ) » I D ( 4 # 1 8 ) » X ( 5 2 , 2 0 ) » S U M T P ( 2 0 )
DIMENSION XM ( 20 ) , S U M V (2 B ) , V A R ( 20 ) »D 12 0)
DIMENSION Da m ( 2 0 , 2 0 ) . A( 2 0 , 2 0  ) , 8 ( 2 0 , 2 0  ) , C 2 ( 2 0 , 2 0 )
DIMENSION E ( 2 0 , 2 0 ) » C G H ( 2 0 , 2 0 , 4 )
DIMENSION 1 G H ( 2 0 » 2 0 ) ,F L ( 4 ) ,1 C O N ( 4 )
DIMENSION C ' t V ( 4 ) ,C F V (4 ) » C U V ( 4 ) ,C M V (4 ) ,C U P V ( 4 )
DIMENSION C U P P V ( 4 ) , C Q G H V ( 2 0 , 2 0 , 4 ) , C I N N V ( 2 0 , 2 0 , 4 )  
d i m e n s i o n  c t t h v ( 2 0 , 2 0 , 4 ) , c l s c ( 2 0 , 2 0 , 4 )
DIMENSION Cl  P i 2 0 , 2 0 , 4 J , CTHV( 2 0 , 2 0 , 4 J
DIMENSION CGT2 ( 2 0 , 2 0 , 4 ) , C T PP (20 #2 0# 4)# CKR C20 ,2 0 , 4 )
DIMENSION C O R (2 0 , 2 0 ,4 ) ,S IO O M ( 4 )
DIMENSION CTH( 2 0 , 2 0 , 4 ) , CNN( 2 0 , 2 0 , 4 )
COMMON / A R E A l / X S O ( 2 6 , 4 , 4 ) , X S U P ( 1 2 , 2 , 4 ) , X S T ( 3 4 , l , 4 ) , X S T H ( 3 3 , 3 , 4 )
IS D 1s 1
lSD2n«
IFLAGa0  
TYPE 05

05  FORMAT ( '  INTER 03 IF  LINE PRINT 05 IF  TERMINAL' )
ACCEPT 1 0 , 1 UNIT 

10 FORMAT (1 )
OPEN (UN I T * 1 ,D E V I C E * 'D S K ' , A C CE SSs 'SE cIN ' , F I L E * ' ISO , DAT ' )
DO 14 Js 1 ,4  
DO 14 K s 1, 2 b
READ ( 1 , 1 2 )  ( X S 0 ( K , J , I ) , l a l , 4 )

12 FORMAT ( 4 F 6 . 3 )
14 CONTINUE

OPEN (UN IT = 2 , DEVICEo'DSK' , ACCESSb 'S E O IN ' , F I L E = ' ISOP , DAT' )
DO 16 Js 1,  2 
DO 16 Ks1, 12
READ ( 2 , 1 5 )  ( X S U P ( K , J , I ) , l a l , 4 )

15 FORMAT ( 4 F 6 , 1)
16 CONTINUE

OPEN ( U N I1 = 4 , DEVICES'DSK' , ACCESSs ' SEC 1N' , F I L E = '1 ST , UAT' )
DO 17 Ks1 , 34
READ ( 4 , 1 5 )  ( X S T ( K ,1 , 1 ) , 1 = 1 , 4 )

17 CONTINUE
OPEN (UN IT  = 9 ,  DEVICES'DSK' , ACCESSs' SEC 1N ' , F I L E = ' 1STH, DAT ' )
DO 18 J = 1 , 3  
DO 18 K=1 , 33
READ ( 9 , 1 5 )  ( A S T H ( K , J , I ) , 1 » 1 , 4 )

18 CONTINUE
C THEATMENT p a ra m e t e r s
20 TYPE 24
24 fo r ma t  ( '  e n t e r  number of t r e a t m e n t s ' )

ACCEPT 2 5 , M
25 FORMAT ( 1 )

TYPE 30
30 FORMAT ( '  ENTER NUMBER IN TREATMENTS')

R eproduced  with perm ission of the copyright ow ner. Further reproduction prohibited w ithout perm ission.



DO 40 1 * 1 , NT 
ACCEPT 35 » IN ( I )
FORMAT ( I )
CONTINUE
t y p e  se
FORMAT C  ENTER NUMBER OF EXPERIMENTS' )  
ACCEPT 5 5 » NEX 
FORMAT Cl)
IN S* IN  C1)
DO 60 I  a 2 » N T
IF ( I N ( 1 ) , L T , 1 N S )  IN S s IN C i )
CONTINUE
COUNTERS TO ZERO 
FORMAT ( '  ' , 1 2 )
DO 65 Jo 1 # 9
DO 65 I s  1 * 4
C E ( I , J ) s e
E E ( I , J + 9 ) * 0
CONTINUE
DO 70 J * l »  1U
DO 70 I ■ 1» 4
C(I,J)B0
CONTINUE
TOT INs0
DO 75 1 * 1 , NT
TOTIN*TOTIN + l N C l )
CONTINUE
F L C l J s . e i
F L (2 ) * , f c 5
F L ( 3 ) » , i e
F U ( 4 ) > , 2 0
ID2*TOTIN-NT
I K * ( N T * I N I • 1 ) ) / 2
1P * I N S» I
C O N a l , / I K
DO 80 1 * 1 , 4
S I C O M ( I ) * C l  . 0 - F l ( D ) « « C O N  
I C 0 N C I ) * 1 . - S I C 0 M ( I )
CONTINUE
IF  ( N T , E C , 5)  NT 1 *  1 
IF  ( N T . E O .1 0 )  NT 1s2 
I F  ( N T , E C , 20)  NT 1*3  
IF  (N T ,E C . 3 )  NT 1*4  
00 85 1 1 *  1» 4 
1*11
C T V ( I ) « F V A L U E ' ( F L ( I ) , l , I D 2 ) * « . b
C F V ( I ) * F V A L U E C F L C i ) , N T - l , l D 2 )
C ( J V ( I ) * S 0 ( I U 2 , N T 1 , I )
I F  ( N T . N E .1 0 )  GO TO 83 
IF  ( I t F Q , l , A N U , l D 2 , G T , 1 2 0 )  GC TO 81 
GO TO 8 3
X M I D * ( ( 1 , / 1 2 0 ) - ( 1 , / l C 2 ) ) / ( l , / 1 2 e )  
C M V ( I ) a ( 3 , B 0 5 ) * ( l . * X M I D ) + ( 3 , 6 9 1 ) « X M i C  
GO TO 85
C M V ( I ) * S M M I N V ( I K , F L ( I ) , I 0 2 )
CONTINUE
FORMAT ( ' U ' , F b , 2 )
IF  ( N T l . E U . l )  GO TO 95
DO 90 1 1 * 1 , 4
I*U
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cop v ( i  )=cciv 1 1 J
C O P P V C l ) = S O C lP , N T l , l )

94J CONTINUE
GO TO 14fiC 

95 DO 100 1 1 = 1 , 4
1 = 11
C O P V ( I ) = S O P l I U 2 , N T l , I )
CQPPVCI)=S<JP(1P,NT1, I )
TXPE 9 B ,C Q P V( 1) ,C U PP V ( I )

98 FORMAT C  ' , 2 4 8 . 4 )
14)0 CONTINUE
C OUTER LOOP

DO 500 M=i,NEA 
DO 150 J°  1 , 9 
DO 150 1 = 1 ,4  
C K C I ,J ) = e  
ID( I , J+9)=2 

lbe CONTINUE
C NORMAL DATA

DO 155 0 = 1 , NT
DO 155 1 * 1 , IN (0 ) # 2
R l= R A N D C M l l 5 D l , I S U 2 , l i>LAG)
R2»RAnDCM U SD  1 ,151)2,  I f  LAG)
UbSORT( -2«ALOG(R1) )
X ( I , J ) b U « C 0 S( 2« 3 . 1 41 59 *R 2)
X ( I + 1 , 0 )  = U * S I M 2 * 3 , 1 4 1 5 9 * 8 2 )

155 CONTINUE
C TREATMENT MEANS

DO 1641 1= 1 » NT 
SUMTR ( 1 )  =45 

lbe CONTINUE
DO 165 J*1»NT
DO 165 1 = 1 , 1 N I J )
S U M T R ( 0 )a iU M T R ( d ) + X l I ,0 )

165 CONTINUE
DO 17m 0 = 1 , NT 
XM(0) »S UM1 RCJ ) /1N (0)

170 CONTINUE
C TREATMENT v a r i a n c e s

DO 180 0 = 1 , NT 
SUMV( J )=2 

160 CONTINUE
00 185 0 = 1 , NT 
DO 185 1= 1 »1 NI J)
S 0 M V C d ) » S U M V (d ) + C X ( l ,d ) - X M ( d ) ) *« 2  

185 CONTINUE
DO 188 0 = 1 , NT 
V A P ( J )» S U M V C 0 ) / ( 1 N ( 0 ) -1 )

188 CONTINUE
C WITHIN MEAN SUM OF SQUAHES

SUMVR*0 
TOTINbM 
DO 190 0 = 1 , NT 
SUMVR«SUMVH+SUMVCO) 
T 0 T IN » T 0T 1N + IN (J )

190 CONTINUE
WMSaSUM V R/ (T OTIN-NT)

C BETWEEN MEAN SUM OF SUUARES
SUMGRs G 
SUMTSb B
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DO 200 d * l # N T
SUMGRaSUMGR+SUMTHldl
SUMTS»SUMlS+(5UMTR(0) *#2 ) / I N ( d )

200 CONTINUE
B M 3 = (S U M T S - l ( S U M G K « « 2 ) /T 0 1 tN ) ) / lN T « l )

C DIFFERENCE BEIWEB'N MEANS
DO 210 1 = 1» NT■ 1 
DO 210 J = l + 1,NT DXMU,d) = ABS(XM(I)-XM(J))

210 CONTINUE
C SUBFORMULAS

DO 240 I * 1» NT•  1 
DO 240 0 = 1 + 1 , NT
a h ,  j  ) » i  ( 1 , / i n  c n ) + c i . / I n c  
B ( I , J ) a C ( V A R C I J / l N ( I ) J  + ( V A R C 0 1 / I N ( j n j « « , 5  
IF  ( l N f l ) / l N ( J ) . G E , l )  GO TO 22e 
C 2 ( I , J ) » l l . / I N ( I ) ) * « , 5  
GO TO 225 

220 C 2 ( I , J ) a ( l . ' l N ( J ) ) * * . 5
225 D l l ) a ( V A R C l J / l N C l ) ) » « . 5

D ( J ) * : ( V A R l d ) / l N ( d ) ) * « , 5  
IF  ( P l D . G E . O l U ) )  GO TO 230 
E l I , d ) = D C d J  
GO TO 235 

23e E 11 , J ) »U ( 1 J
235 V 1 « V A R ( 1 ) / I N ( 1 )

Vd= VA R C d) / l N( d )
V1S»VI««2
VJS>VJ*«2
I G H ( I , d ) * l  ( V I + V d ) « « 2 ) / ( V I S / ( l N ( I ) - l ) + V d S / ( I N ( d ) - l ) )  

240 CONTINUE
C CRITICAL VALUES

IZ> 1
FbBMS/WMS 

250 FORMAT I '  1 » F b , 4 1
DO 380 1 1 = 1 , N l - l  
1*11
DO 380 0 1 = 1 + 1 , NT 
J« d l
DO 380 K 1 = 1» 4 

270 FORMAT I '  ' , 1 4 )
280 FOPMAT ( '  ' i F b . d

K = Kl
C O C H V ( I , d , M = S U ( I G H ( I , J l , N T l * X )
C T N N V ( I , 0 , K J = S T ( 1 G H I I , J ) , 1 , K )
IF  (NTl  , E 0 « 4 )  GO TO 300 
C T H V ( I , d , l O = S T H ( I G H ( l , d ) , N T l , M  
GO TO 380

300 C T H V C T , J > * 0 = S T H ( l G H ( l , d ) , 3 , K )
C
380 CONTINUE
C COMPARISON VALUES

DO 400 K » l , 4  
DO 400 1»1#NT-1  
DO 400 0 = 1 + 1 , NT
C L S D ( I , 0 , M = A I I , J  J* IW M S« * ,5 )« C TV (K )  
C T P ( I , J , K ) a C 2 l I , d ! * l W M S * * , 5 ) * C Q F V ( K J  
C G T 2 ( I , d , l d * A l I , J ) * ( R M S « « , 5 ) « C M V ( K )  
C T P P ( I , J , K ) = E l I , 0 ) # C 0 P P V ( K )
C K R ( I , 0 , K  J = A ( 1 , J ) * (  ( v, M S * * . 5 ) / 1 2 « # , 5 ) ) « C 0 V ( K )
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CUH(I,J,K>»b(i,J)/(2**.5)«COGHVU,J>K )
CNN(l,J,K)oH(I,d)*CTNNV(I,d,K)
CTH(I»J»KJs B(1»J)»CIHVCX#J#K)

J90 FORMAT P  1 » FU,4 )
400 CONTlNUt
C COMPARISON TESTS

00 450 La l,4 
DO 450 la 1# NT"1 
DO 45m d3 1 ♦ 1» NT 
DO 41M Koliy 
1D(L,K)s 0 

410 CONTINUE
IF (DXMlI>J).GT.Cb5C(l,d,l)) lD(Lfl>«l
IF (DXM(Ifd),OT,CbSDCi»d#L),AND,F.GI,CFV(L)) IDlL,2)sl
IF (DXNCI»d).CTtCTPlI»d#Ln ID(L»3)*1 
IF (PxMU#d).GT,CGT2ll#d#L)) lC(L,4)al 
IF (DxM(I»d).CTtCTPP(l»d*Ln 1DIL,5J*1 
IF (DXMCI»dJfGT.CKR(I,d,L)) IDCL,b)*l 
IF (DXMCI»d).GT.CGH(I,d,L)) 1D(L.7)«1 
IF (DXMlI»d),GTtCTH(I,d#l)) ID(L,0)«1
IF (DXM(I,dJ,GT,CNNCI,J,U,AND,F .GT.CFV(LJ) ID(l#9)sl
DO 45M X 1*1 * 9
C(L,Kl)«Clb»Kl)+IDCL*Kl)
CK(L#Kl)aCK(L#Kl) + ID(L#Kn 

450 CONTINUE
C

DO SMM 1a 1» 4 
DO 500 JslU'lU
IF (CK(I#d"9>,Gt,l.e) ID(l,d)»l 
C(I,J}aC(I»d)+IDlI»d)

500 CONTINUE
DO 550 lal.4 
DO 55M d3 l,9 
CE(I,J)b CII#J)/(1K#n EX)
EE(I,d*9)*CCI,d+9)/NEX 

550 CONTlNUt
C PRINTING

WRITE (1UNIT»560) N'l 
5b0 FORMAT P B ' P N U m BER OF TREATMENTS IS',12)

WRITE (IUNIT',570) (IN CI),I» 1, NT )
570 FORMAT P B ' P N U m BER IN EACH TREATMENT',1«I3)

WRITE ClUNl'1,590)
590 FORMAT P b '»19X,'COMP, ERROR'»2X,'EXP , ERROR 1 )

DO 700 13 1 # 4
WRITE (1UNI1,600) F L I P  

600 FORMAT PB',32X,'LEVEL OF SIG. 1S',1X,F4,3)
WRITE (1UNIT#610) CE(1,1),EE<1,10)

610 FORMAT P0','LSD',15X,FH,6,5X,F8.6)
WRITE (1UN1T,620) Ct(I,2),EE(I,11)

620 FORMAT P 0 '  PPLSD' , 14X,F 8,6,5X,F 8.6)
WRITE (1UN1T.630) CE(l,3),EEU,12)

630 FORMAT P B ' ,'I"PRlMfc',llX,F0,b,5X,FH,b)
WRITE (lUNll',640) CE ( i, 4 ) ,EE<1,13)

640 FORMAT P 0 '  PCT2' , 1 SX,F6,6,5X,F8,6)
WRITE (1 UN IT»650) Ct(l#5),EE(l,14)

650 FORMAT P b ' PT-2PRIME',10X,FB,6»5X,F8,6)
WRITE (lUNl'1 ,660) Ct (1« b ) , tt (1,15 )

660 FORMAT Pfc'#'KRAMER',12X , F 8 ,6, SX , F 8 ,6 )
WRITE (1UN1T,670) C E (1,7),EE(1,16)

670 FORMAT (*0'*'GAMES"HOWELL1»6X,F8t6»5X,F8,6)
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w r i t e  U U M 7 , b 8 8 )  CE(1#B),EEC1,17)
680 FORMAT ( ' 0 ' » ' 'IAMHAME ' # 1 IX# F8 ,6# 5X #Fb ,6  )
68S WRITE (IUNIT # b90 ) C E (1,9)#EE (1»18 )
690 FORMAT I ' 8 ' » ' P-wELCh' # 1 I X , FB, 6 , bX ,FB , 6 )
700 CONTINUE

TYPE 710
710 FORMAT ( ' 8 ' # 'TYPE 1 TO CONTINUE 0 T0 STOP')  

ACCEPT 7 2 8 # ICE 
720 FORMAT ( I )

IF (ICE.EQ.l) GO TO 20
STOP
END
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    *  *  .
C FUNCTION S U P ( J UF ,N T , I A}
C S0F1.F0H 15 A FUNCTION USED TO FIND THE' AUGMENTED
C STUDENT 1 ZED O-PRIME-VALUES BV USING S L P ( I D F ,N T ,  1A) ,
c    * *  .......

FUNCTION 5 0 P ( I D F , NT, 1 A )
DIMENSION lN DEX (1 2)
COMMON /A K E A l / X s Q l2 6 , 4 , 4 ) , X s O P a 2 , 2 , 4 ) . X S T ( 3 4 , 1, 4 ) ,  XSTH( 3 3 ,3 ,4 )  
DATA INDE X/ S. 7, 10,1 2, 16 ,  2li , 24 , 30 , 40>60, 120# 10100000/
IF  ( I d F . L E , 4 . O R , I D F . G T , 10 00 00 0)  CALL EXIT  
DO 30 1*1,  12 
IF  ( l N D E X i n . L t , IDF }  Lnl

30 c o n t i n u e
XLOm s t NDEX(L)
XUPalNDEX( L+ 1 }
XM 1D* ( ( 1 , / l D F j - ( l , / X L O W ) ) / ( ( 1  , / X U P ) « ( l , / X L C h ) )
SOPs XSC1P(L,N7, IA ) * ( 1 - XM 1D} +XS UP (L+ 1,N T,1 AJ« XM 1D
r e tu r n
end
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    .
C FUNCTION SO( IA > NT i  IDF )
C SOI ,FOR IS A FUNCTION USEU 10 FIND STUDENTIZEU
C O-VALUES tit USING SO ( 1A , NT , 1DF) .
c      •••••••«••«•

FUNCTION SO( IUF » NT«1A )
DIMENSION 1NDEX( 2 b )
COMMON / A K E A l / X S O l 2 b » 4 » 4 ) » X S G P ( 1 2 , 2 # 4 ) * X S T ( 3 4 , 1, 4 ) ,  XSTH{ 3 3 , 3 , 4 }
IF  U D F , L I , 1 , 0 K , I D F , G 1 , 100000(6)  CALL EXIT
DATA INDEX/1,2,3,4,5,6,7 ,8,9,10# 11 # 12,13,14,lb,16,17,18,

1 1 9 , 2 0 , 2 4 , 3 0 , 4 0 , 6 0 , 1 2 0 , 1 0 0 0 0 0 0 /
DO 30 Is  1 , 2b
IF  ( I N D E X i n . L E . I D F  ) L»1 

30 CONTINUE
XLOWsjNDEXCL)
XUPs In DEXi l + i j
XMIDb ((1,/IUF)-(1,/XL0W))/<(1,/XUP)-(1,/XLC(O)
SG»XSQ(L,NT»IA)*(1"XM1D)4XSG(Li+1»NT»IA)*XMJD
r e t u r n
END
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C JUNCTION STC1DJ.NT,1A)
C ST1.FOR IS A JUNCTION USED '10 FIND 1-VALUES BT
C USING S l < l D F , N T , I A > ,
c
c*«*....................* ............... * ..........*........ ........................................

FUNCTION S l ( I D F , N T , I A )
d ime nsi on  i n d e x c 3 4 i
COMMON / A H E A l / X 5 0 ( 2 b , 4 , 4 ) » X S C R ( 1 2 , 2 , 4 J , X S T ( 3 4 , l , 4 ) » X S T H ( 3 3 » 3 > 4 )  
IF  ( I D F , L T . l , O R , I D F , 0 1 , 1 0 0 0 0 0 0 )  CALL EXIT
DATA I N D E X /1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9 , 1 0 , 1 1 , 1 2 , 1 3 , 1 4 , l b , 1 6 , 1 7 . 1 8 ,

1 1 9 , 2 0 , 2 1 , 2 2 , 2 3 , 2 4 , 2 5 , 2 6 , 2 7 , 2 8 , 2 9 , 3 0 , 4 0 , 6 0 , 1 2 0 , 1 0 0 0 0 0 0 /
DO 30 1=1,34
IF  ( I n D E X U I . L E . I D F )  L = I  

30 CONTINUE
XLOW*lNDEX(L)
XU P« I nD EX (L M  J
X M I D = ( ( l . / I O F l - ( l . / X L O W ) ) / ( ( l , / X U P ) - ( l « / X L O w ) l
5 T a X 8 T ( L , l « l A ) * ( l # - X M l D ) + X S T ( L + l , l , l A ) * X M l C
RETURN
end
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  .
C FUNCTION STH(1UF,NT»1A)
C STH1.F0R 15 A FUNCTION UStD TO FIND T-VALUES FOR
C THE TAMHAME PROCEDURE BK USING S T H ( 1D F , nT , I A ) .
c
  *  *   * * * * *

FUNCTION S T H ( I D F , N T , I A )
DIMENSION I N 01 X ( 3 3 )
COMMON /  AREA 1/XsO 1 2 6 , 4 , 4  ) ,XS QF(  1 2 , 2 , 4  ) ,XS '1(  34 ,  1 ,4  ) ,XSTH{  33 ,  3 ,  4)  
IF  ( I p F . L T , 2 , 0 R . 1 0 F , G T , 1 0 8 0 0 0 B )  CALL EXIT 
DATA IN D EX /2 ,  3 , 4 , 5 , 6 , 7 , 8 , 9 , I B , 1 1 , 1 2 , 1 3 , 1 4 , l b , 1 6 , 1 7 , 1 8 , 1 9  

1 , 2 0 ,  21 , 2 2 ,  2 3 ,  2 4 ,  25 ,  26 ,  2 7 ,  2 8 ,  2 9 ,  30 ,44! ,  6 0 , 12e ,  10 00 00 0 /
DO 30 !■1, 33
IF ( IN D EX IIJ .L E . IU F)  L«I  

30 CONTINUE
XLOWslNDE'X(L)
XUP«InDEX(L-M)
XMID»((l,/10F)«Cl./XLOW)) / CC 1 ,/XUP)-(I./XLOW)) STHaXSTH(L,NT,IA)*(l-XMID)'FXSfH(L*l,NT,lA)«XMID
RETURN
end
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