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This paper describes an operable automatic parser 
f o r n a t u r a l language. I t i s a conceptual parser , 
concerned w i t h determining the under ly ing meaning 
of the input u t i l i z i n g a network of concepts ex
p l i c a t i n g the b e l i e f s inherent in a piece o f d i s 
course. 

1 . I n t r o d u c t i o n 

The parser described in t h i s paper is a con
ceptua l parser . I t s pr imary concern i s t o e x p l i 
cate the under ly ing meaning and conceptual r e l a 
t i onsh ips present in a piece of discourse in any 
n a t u r a l language. I t s output is a language-free 
network cons i s t i ng of unambiguous concepts and 
t h e i r r e l a t i o n s to other concepts. Pieces o f d is 
course w i t h i d e n t i c a l meanings, whether in the 
same or d i f f e r e n t languages, parse i n t o the same 
conceptual network. 

The parser is not a syn tac t i c parser in t ha t 
i t s output is not concerned w i t h the syntax o f the 
inpu t language. I t bears some s i m i l a r i t y to c e r t a i n 
deep s t r uc tu re parsers4,7,12,13 only i nso fa r as a l l 
these parsers are concerned to an extent w i t h the 
meaning of the piece of discourse being operated 
upon. However, the conceptual parser is not l i m i t e d 
by the problems inherent in t rans fo rma t iona l gram
mar (such as the d i f f i c u l t y in revers ing t r a n s f o r 
mat iona l ru les and the no t i on tha t semantics is 
something tha t 'operates' on syn tac t i c ou tpu t ) . 
A l so , the parser does not have as a goa l the t e s t 
i ng of a p rev ious l y formulated grammar7,13 so t ha t 
the under ly ing theory has been able to be changed 
as was warranted by obstacles t ha t we encountered. 

The i n t e n t i o n o f t h i s work is to handle n a t u r a l 
language u t i l i z i n g a semantics-based system, and 
thus our paper bears some s i m i l a r i t y to the work of 
Q u i l l i a n " . However, the conceptual dependency 
framework, though semantics-based, is intended to 
f u n c t i o n as a more complete l i n g u i s t i c system. Thus, 
a grammar of a language is employed. 

The grammar of the system is b i p a r t i t e . The 
f i r s t pa r t is a un i ve rsa l grammar exempl i f ied by the 
conceptual r u l es employed by the system. The second 
pa r t is language-spec i f i c and is made up of r e a l i z a 
t i o n ru l es intended to map pieces of the conceptual 
network i n t o l i n g u i s t i c i tems. The r e a l i z a t i o n 
ru l es may be used f o r both pars ing and genera t ing . 
However, i t i s not necessary to use a l l the r e a l 
i z a t i o n ru les i n order t o parse. That i s , the 
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system is capable of making sense of a piece of 
language conta in ing only a few words t h a t i t knows 
since i t s conceptual framework is capable of making 
p r e d i c t i o n s . Thus, i t can understand wh i le using 
on ly a few r e a l i z a t i o n r u l e s , whereas i t would need 
a great many more to map the same s t ruc tu re back 
i n t o language. This phenomenon is s i m i l a r to tha t 
observed in a man at tempt ing to l ea rn a f o re i gn 
language. 

The network produced by the parser contains 
concep tua l i za t ions . A conceptua l i za t ion is a 
statement about a s ing le conceptual sub jec t . The 
subject may be abs t rac t or concrete; it may be one 
th i ng or a combination of t h i n g s . The statement 
may t e l l what the subject i s , what i t does, what is 
done to i t , e t c . Furthermore, the e n t i r e concep
t u a l i z a t i o n may be q u a l i f i e d as to t ime and place 
of occurrence, reasons, causes, consequences, and 
exp lanat ions . The numerous conceptua l iza t ions in a 
discourse are i n t e r r e l a t e d not only by casua l , l o g 
i c a l , s p a t i a l and temporal o rde r i ng , but a lso by 
anaphoric references and by m u l t i p l e mention of the 
same concepts. 

Several conceptua l iza t ions may occur in a 
s ing le sentence, and words from severa l sentences 
may be requ i red to complete one concep tua l i za t i on . 
Furthermore, i n fo rma t ion from some conceptua l iza
t i o n s in a discourse may serve to disambiguate the 
i n t e r p r e t a t i o n of other conceptua l i za t ions . Con
sequent ly , the parser is not i n h e r e n t l y sentence-
bound. 

2. Domain and C a p a b i l i t i e s 

The parser is being used to understand n a t u r a l 
language statements in Colby 's on - l i ne dialogue 
program f o r p s y c h i a t r i c i n te r v i ew ing , but is not 
r e s t r i c t e d t o t h i s con tex t . I n i n t e r v i ew ing p ro 
grams l i k e Co lby ' s , as w e l l as in quest ion-answer
ing programs, a d iscourse-generat ing a lgo r i thm 
must be incorpora ted to reverse the f u n c t i o n of the 
parser . The conceptual parser is based on a l i n 
g u i s t i c theory t h a t uses the same ru les f o r bo th 
pars ing and genera t ing , thus f a c i l i t a t i n g man-
machine d ia logues. 

In an i n te r v i ew ing program, the input may con
t a i n words t h a t the program has never encountered, 
o r which i t has encountered on ly in d i f f e r e n t e n v i 
ronments. The input may deal w i t h a conceptual 
s t r uc tu re t h a t is outs ide the range o f experience 
of the program, or even use a syn tac t i c combination 
tha t is unknown. The program is designed to lea rn 
new words and word-senses, new semantic p o s s i b i l i 
t i e s , and new ru les of syntax both by encountering 
new examples dur ing the dialogue and by rece iv ing 
e x p l i c i t i n s t r u c t i o n . 
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3• Under ly ing Theory 

The parser is based on the Conceptual Depen
dency model of language9, in t h i s model, a con
c e p t u a l i z a t i o n is a network o f l i n g u i s t i c con
c e p t s 1 0 t h a t f a l l i n t o the f o l l o w i n g conceptual 
ca tegor ies ; 

Governing categor ies 

PP An ac to r or o b j e c t ; corresponds roughly 
to a syn tac t i c noun or pronoun. 

ACT In E n g l i s h , corresponds s y n t a c t i c a l l y to 
verbs , ve rba l nouns ( e . g . , gerunds) and 
c e r t a i n abs t rac t nouns. 

LOC A noun denot ing the l o c a t i o n of a con
c e p t u a l i z a t i o n . 

T Denotes the t ime of a concep tua l i za t i on . 

A s s i s t i n g categor ies 

PA PP-ass is te r ; corresponds roughly to an 
a d j e c t i v e . 

AA ACT-ass is ter ; an adverb. 

Most words or i d iomat i c phrases in a piece of 
d iscourse represent one or poss ib l y severa l con
cepts i n the network, and the re fo re f a l l i n t o the 
categor ies above. 

However, connect ives such as con junc t ions , 
p r e p o s i t i o n s , punc tua to rs , a u x i l i a r i e s , and de te r 
miners are in tended l i n g u i s t i c a l l y to represent 
the s t r u c t u r e r a the r than the content o f the ne t 
work. They serve in a parser to disambiguate the 
parse. In a generator , they are generated so t h a t 
the hearer w i l l have clues to disambiguate the 
d iscourse. He thereby can understand what meaning 
was in tended by the speaker. 

The Conceptual Dependency model is s t r a t i d 
e a t i o n a l i n s o f a r as i t invo lves a mapping from one 
l e v e l to another ( e . g . , see Lamb6). I t s h ighest 
l e v e l is an i n t e r l i n g u a cons i s t i ng o f a network o f 
language- f ree dependent concepts. (The dependency 
considered here i s p a r t i a l l y der ived from the no
t i o n s of Hays3 and K l e i n 5 , however the dependen
c ies are not a t a l l r e s t r i c t e d t o any syn tac t i c 
c r i t e r i o n . ) The l i n g u i s t i c process can be thought 
o f , in Conceptual Dependency terms, as a, mapping 
i n t o and out of some mental r ep resen ta t i on . This 
mental rep resen ta t i on cons is ts o f concepts r e l a t e d 
to each o ther by var ious meaning-cont ingent depen
dency l i n k s . Each concept in the network may be 
assoc ia ted w i t h some word t h a t is i t s r e a l i z a t e on 
a s e n t e n t i a l l e v e l . 

The conceptual ca tegor ies and r e l a t i o n s h i p s 
of the system are a r r i v e d at by s tudy ing a one-by-
one a n a l y s i s , i d e n t i c a l to the way in which a per
son hears a sentence. According to the theory , as 
each word i s i n p u t , i t s rep resen ta t i on i s de te r 
mined and then i s s to red u n t i l i t can be at tached 
to the concept which d i r e c t l y governs i t . The 
ru le -o f - thumb in rep resen t ing concepts as depen
dent on o ther concepts is to see i f the dependent 
concept w i l l f u r t h e r e x p l a i n i t s governor and i f 

the dependent concept cannot make sense without 
i t s governor. 

For example, in the sentence, "The big man 
steals the red book," the analysis is as fol lows: 
'The' is input and stored for possible use in 
connecting sentences in paragraph, i . e . , in th is 
case, 'the' specifies that 'man' has been referred 
to previously. Next, ' b i g ' is input. But ' b ig ' 
cannot stand alone conceptually, and it is stored 
u n t i l i t s governor appears. 'Man' can stand alone 
and is modified conceptually by ' b i g ' , so it is 
stored as a governor with i t s dependent. 

'Steals' denotes an action that is dependent 
on the concept that is doing the acting. A con
ceptualization cannot be complete without a con
cept acting (or an at t r ibute statement), so a two-
way dependency l i nk may be said to exist between 
'man' and ' s t e a l ' . That i s , they are dependent on 
each other and govern each other. Every concep
tual izat ion must have a two-way dependency l i nk . 

Next, ' the ' is stored as before as is ' r e d ' . 
When 'book' is input, 'red' is attached to it as 
before, and the whole ent i ty is stored as dependent 
on 's teals ' as the object of the action (repre
sented by a horizontal single arrow). 

The entire structure is as fol lows: 

The categories assigned to these concepts are as 
fol lows: 

This system, with more symbols and categories 
added, has been made to effect a set of rules 
which can account for a l l possible conceptualiza
t ions. The relat ions inherent in these concep
tual izat ions are intended to provide a system for 
representing the meaning of a sentence in any 
language, in language-free terms. (Language 
enters in to the conceptual representation only in 
a naming capacity.) A l i s t of the allowable con
ceptual dependencies is presented in the Appendix. 
In addition to dependencies, other relat ions are 
allowed by the theory, e .g . , conjunctions, d is
junctions and comparatives. 

This conceptual framework can be used to 
wri te real izat ion rules for any language and rules 
for English have been wr i t ten 9 . The real izat ion 
rules are responsible for placing the ent i t ies 
realized from the conceptual level in the correct 
grammatical order to form a sentence. These rules 
are then the parsing rules for a part icular lang
uage. 

The system for analyzing a sentence into i t s 
conceptual representation works backwards through 
the real izat ion rules of a language. In places 
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where either of two rules could apply, the system 
can bui ld upon both of them, aborting if one anal
ysis leads to an impossible conceptual structure, 
or producing mult iple analyses for ambiguous sen
tences. A l l conceptualizations are checked 
against a l i s t of experiences to see if that part
icular part of the construction has occurred be
fore. If the construction has not occurred, or 
has occurred only in some peculiar context, th is 
is noted. Thus, in the construction 'ideas <=> 
sleep1, it is discovered that th is connection has 
never been made before, and is therefore meaning
less to the system. If the user says that th is 
construction is a l l r i gh t , it is added to the mem
ory; otherwise the construction is looked up in a 
metaphor l i s t or aborted. The system thus employs 
a record of what it has heard before in order to 
analyze what it is presently hearing. 

In order for the system to choose between two 
analyses of a sentence both of which are feasible 
with respect to the conceptual rules (see Appendix) 
a conceptual semantics is incorporated. The con
ceptual semantics is a data base which l im i t s the 
possible conceptual dependencies to statements con
sonant with the system's knowledge of the real 
world. The def in i t ion of each concept is composed 
of records organized by type of dependency and by 
conceptual category of the dependent. For each 
type of dependency, semantic categories (such as 
animate object, human i ns t i t u t i on , animal motion) 
are delimited with respect to the conceptual cate
gory of a given concept, and defining characteris
t i cs are inserted when they are known. For 
example, concepts in the semantic category 'physi
cal object ' a l l have the characterist ic 'shape'. 
Sometimes th is information is i n t r i ns i c to the 
part icular concept involved, for example, 'bal ls 
are round'. 

The semantic categories are organized into 
hierarchical structures in which l imi tat ions on 
any category are assumed to apply as wel l to a l l 
categories subordinate to i t . The system of 
semantic categories and a method of constructing 
semantic f i l e s is discussed more f u l l y in a pre
vious paper9. 

In the present system, the f i l e s are con
structed by incorporating information derived 
from rules presented as English sentences. The 
program parses each of these sentences, observes 
which dependencies are new, and then adds them to 
the f i l e s . 

4. Conceptual Analysis 

In the Conceptual Dependency theory on which 
our program is based, the parsing procedure begins 
by looking up the conceptual category of a word. 
If the conceptual category is ei ther PP or ACT, 
the concept evoked by the word being considered is 
placed d i rec t l y into the conceptual network. 
Otherwise the concept is queued u n t i l a permissible 
conceptual governor enters the system. Preposi
t ions, conjunctions, and determiners are s imi lar ly 
queued. A permissible conceptual governor is one 
whose category is on the l e f t hand side of a con

ceptual rule (see Appendix) and where the depen
dency effected by the use of that rule is allowed 
by the conceptual semantics. 11 (An example of the 
conceptual semantics is given in the Appendix.) 

If a permissible conceptual governor has been 
found for a queued concept, the queued concept is 
placed in the network with the appropriate depen
dency. A governor is not placed d i rec t ly in the 
network unless it sat is f ies the conceptual seman
t i cs with respect to i t s dependencies. 

Ambiguous interpretations of a piece of dis
course are b u i l t up if more than one conceptual 
rule may apply. If the conceptual semantics d is
allows an interpretat ion, the dependency is 
aborted. If more than one network remains after 
the conceptual semantics have been checked mul t i 
ple analyses are b u i l t up. Semantic ambiguity 
(that i s , mult iple meanings for a word) is also 
handled by the conceptual semantics. If a word 
connects to more than one concept, each concept 
is checked for the appropriate poss ib i l i t ies of 
dependence. The concept that f i t s according to 
the semantics is the word-sense chosen. If more 
than one concept f i t s , more than one network is 
b u i l t up. The semantics are checked as each de
pendent is added, so it is possible to abort a 
mult iple network at a la ter poin in the parse. 

As an example of the strategy employed in the 
theory it is i l luminat ing to follow the parse of 
an example sentence. Consider: 

'The t a l l boy went to the park with a g i r l 1 . 

The machine t r ies to simulate the behavior of a 
human in perceiving th is sentence. Thus, it is 
continually operating and making hypotheses as 
each word enters the system. 

When 'The' enters, it is held in waiting as 
it may be a l i nk to a previous mention of the 
next PP which w i l l enter the system. That i s , 
'the' would be replaced by ' a ' in an ordinary 
dialogue if i t s specific referent were previously 
unmentioned or unknown. 

' T a l l ' is marked as a PA. It is therefore 
queued u n t i l a rule that uses PA as a dependent 
can apply. Since 'boy' is a PP, it is placed 
d i rec t ly in the network. Previous networks gen
erated by the user are searched for an instance 
of 'boy' to which the ' the ' refers and a l i nk is 
made if one is found. The conceptual rule 'PP <-
PA' is keyed by the real izat ion rule 'PA PP: 2; 

the numbers are place markers representing re la
t i ve posit ion in the piece of discourse. The PA 
is below the l i ne to indicate that th is dependent 
is an at t r ibute of i t s governor. The 'PP <- PA' 
semantics for 'boy' are checked to see if the con
junction 'boy can exist . Since the sys
tem knows that any animal can have height the 
connection is allowed and our network looks as 
fol lows: 
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(The check w i t h the semantics is made at every 
connect ion but f rom now on we w i l l on ly mention i t 
when i t i s necessary.) 

When 'went ' i s operated on i t i s t ransformed 
i n t o *go-p ' (p means pas t ) and since 'go' is an 
ACT the r e a l i z a t i o n r u l e t h a t app l ies w i l l connect 
i t to a previous PP by a two-way l i n k . The ' p ' 
mod i f ies the two-way l i n k and is moved over i t . 
We now have the f o l l o w i n g : 

' T o ' , the next word i n t o the system, is 
queued since it may be a p r e p o s i t i o n or pa r t of an 
i n f i n i t i v e . I f the next governor encountered i s 
not an ACT, ' t o ' is a p r e p o s i t i o n and is t r a n s 
l a t e d i n t o a ' to ' l i n k . 

4= 

cy. When the l i n k i s w r i t t e n h o r i z o n t a l l y , i t 
represents a dependency between an ACT and a PP 
where the dependent is not the ob jec t of a d i r e c t 
a c t i o n . V e r t i c a l p r e p o s i t i o n a l dependency 
spec i f i es a d d i t i o n a l i n fo rma t ion about a concept 
t h a t i s on ly i n d i r e c t l y an a t t r i b u t e o f t h a t con
cept ( e . g . , a l o c a t i o n r a the r than a phys i ca l 
a t t r i b u t e ) . P repos i t i ona l l i n k s may have many 
d i f f e r e n t forms, each represented by a tag ( e . g . , 
" t o " , " o f " ) w r i t t e n over the l i n k . P repos i t i ona l 
dependency is d i f f e r e n t f rom simple dependency in 
c e r t a i n s p e c i f i e d ways, one being t h a t s t r i n g s o f 
p r e p o s i t i o n a l l y dependent PP's may e x i s t whereas 
t h i s cannot e x i s t w i t h simple dependency. 

When ' t h e ' i s encountered i t i s t r e a t e d as 
be fo re . 'Park ' is marked as both a LOC and a 
PP. LOC However, the system w i l l demand the PP 

i n t e r p r e t a t i o n since ' t o LOC' is not a l lowed; by 
d e f i n i t i o n , LOC's can on ly modify two-way l i n k s . 
'Park ' i s then placed in the network g i v i n g : 

'W i th ' i s he ld in w a i t i n g as a l i n k un
t i l the P P t o which i t connects i s encountered. 
'A ' i s ignored and the cons t ruc t i on ' w i t h 
g i r l ' i s made. We are are now faced w i t h the prob
lem of where to a t t ach t h i s cons t ruc t . A problem 
e x i s t s s ince at l e a s t two r e a l i z a t i o n r u l e s may 
app ly : 

The problem is reso lved by the conceptual semantics. 
The semantics f o r ' go ' contains a l i s t of concep
t u a l p repos i t i ons . Under ' w i t h ' i s l i s t e d ' a n y 
movable phys i ca l o b j e c t ' and since a g i r l is a 
phys i ca l ob jec t the dependency is a l lowed. The 
semantics f o r ' pa rk ' are a lso checked. Under 
' w i t h ' f o r ' pa rk ' are l i s t e d the var ious items 
t h a t parks are known to c o n t a i n , e . g . , s ta tues , 
j ung le gyms, e t c . ' G i r l ' i s not found so the ne t 
work ( l ) i s allowed wh i le (2) i s abor ted. 

Al though ' *= g i r l ' is dependent on 'go' i t 
i s dependent through ' p a r k ' . That i s , these are 
not i s o l a t e d dependencies since we would want to 
be able to answer the quest ion 'D id the g i r l go 
to the park? ' a f f i r m a t i v e l y . In (2) the be low- the-
l i n e no ta t i on i nd i ca tes t h a t i t i s the 'park w i t h 

The conceptual semantics func t ions as an e x p e r i 
ence f i l e i n t h a t i t l i m i t s concep tua l i za t ion t o 
ones consonant w i t h the system's past exper ience. 
Since i t has never encountered 'parks w i t h g i r l s ' 
i t w i l l assume t h a t t h i s i s not the meaning i n 
tended. I t i s poss i b l e , as i t i s i n an o rd ina ry 
conversa t ion , f o r the user to co r rec t the system 
i f an e r r o r was made. That i s , i f (2) were the 
intended network i t might become apparent to the 
user t h a t the system had misunderstood and a 
c o r r e c t i o n could e a s i l y be made. The system would 
then l ea rn the new permiss ib le cons t ruc t and would 
add i t to i t s semantics. The system can always 
l e a r n from the use r 1 0 and in f a c t the semantics 
were o r i g i n a l l y i npu t in t h i s way, by n o t i c i n g 
occurrences in sample sentences.* 

Thus, the system purpor ts to be analyz ing a 
sentence in a way analogous to the human method. 
I t handles i npu t one word at a t ime as i t is en
countered, checks p o t e n t i a l l i n k i n g s w i t h i t s own 
knowledge of the wor ld and past exper ience, and 
places i t s output i n t o a language-free fo rmu la t i on 
t h a t can be operated on, r e a l i z e d in a paraphrase, 
o r t r a n s l a t e d . 

5. 

The parser is p resen t l y opera t ing in a l i m i t e d 
form. I t is coded in MLISP f o r the FDP-10 and can 
be adapted to o ther LISP processors w i t h minor 
r e v i s i o n s . The a lgo r i t hm used d i f f e r s from the 
t h e o r e t i c a l ana lys is g iven i n the previous sec t ion 
because a computer program must deal w i t h machine 
l i m i t a t i o n s and must cope w i t h spec ia l cases t h a t 
may be encountered in the i n p u t . 
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Rather than b u i l d i n g up the network s t ruc tu re 
a l i t t l e b i t a t a t ime dur ing the parse, the p ro 
gram determines a l l the dependencies present in 
the network and then assembles the e n t i r e network 
at the end. Thus, the sentence 'The b i g boy gives 
apples to the p i g . ' i s parsed i n t o : 

a 

The input sentence is processed word-by-word. 
A f t e r "hear ing" each word, the program attempts 
to determine as much as it can about the sentence 
before " l i s t e n i n g " f o r more. To t h i s end, the 
network is b u i l t up a l i t t l e at a t ime as each 
word is processed. Furthermore, the program a n t i 
c ipates what k inds of concepts and s t ruc tu res may 
be expected l a t e r i n the sentence. I f what i t 
hears does not conform w i t h i t s a n t i c i p a t i o n , i t 
may be "confused" , " s u r p r i s e d " , or even "amused". 

In case of semantic or syn tac t i c ambigui ty , 
the program should determine which of severa l 
poss ib le i n t e r p r e t a t i o n s was intended by the 
"speaker" . I t f i r s t se lec ts one i n t e r p r e t a t i o n 
by means of miscellaneous h e u r i s t i c s and stacks 
the r e s t . In case l a t e r t e s t s and f u r t h e r inpu t 
r e f u t e or cast doubt upon the i n i t i a l guess, t h a t 
guess is discarded or shelved, and a d i f f e r e n t i n 
t e r p r e t a t i o n is removed from the stack to be p ro 
cessed. To process an i n t e r p r e t a t i o n , it may be 
necessary to back up the scan to an e a r l i e r po in t 
in the sentence and rescan severa l words. To 
avoid r e p e t i t i o u s work dur ing rescans, any i n f o r 
mation learned about the words of the sentence is 
kept in core memory. 

The parse invo lves f i v e steps: the d i c t i o n 
ary lookup, the a p p l i c a t i o n o f r e a l i z a t i o n r u l e s , 
the e l i m i n a t i o n o f id ioms, the r e w r i t i n g o f ab
s t r ac t s ,and the check against the conceptual sem
a n t i c s . 

The d i c t i o n a r y of words is kept most ly on the 
d i s k , but the most f r equen t l y encountered words 
remain in core memory to minimize processing t ime. 
Under each word are l i s t e d a l l i t s senses. 
"Senses" are def ined p ragmat i ca l l y as i n t e r p r e t a 
t i o n s o f the word t h a t can lead to d i f f e r e n t ne t 
work s t ruc tu res or t h a t denote d i f f e r e n t concepts. 
For example, some of the senses of " f l y " a re : 

f l y . - ( i n t r a n s i t i v e ACT): what a passenger 
does in an a i rp lane 

I f there are several senses from which to 
choose, the program sees whether it was a n t i c i p a t 
ing a concept or connective from some s p e c i f i c 
category. Recent contex tua l usage of some sense 
a lso can serve to p re fe r one i n t e r p r e t a t i o n over 
another. To choose among severa l senses w i t h 
otherwise equal l i k e l i h o o d s , the sense w i t h lowest 
subscr ip t is chosen f i r s t . Thus, by order ing 
senses in the d i c t i o n a r y according to t h e i r empir
i c a l frequency of occurrence, the system can t r y 
t o improve i t s guessing a b i l i t y . 

The r e a l i z a t i o n ru les t ha t apply to each word 
sense are referenced in the d i c t i o n a r y under each 
sense. Most o f these ru les f a l l i n t o categor ies 
t h a t cover la rge conceptual classes and are r e f 
erenced by many concepts. Such categor ies are PP, 
PA, AA, PPLOC, PPT> LOC, T, simply t r a n s i t i v e ACT, 

i n t r a n s i t i v e ACT, ACT tha t can take an e n t i r e 
concep tua l i za t ion as d i r e c t ob ject ( "s ta te ACT"), 
and ACT t h a t can take an i n d i r e c t ob ject w i thout a 
p r e p o s i t i o n ( " t ranspo r t ACT"). I n cont ras t to 
most concepts, each connect ive ( e . g . , an a u x i l i a r y , 
p r e p o s i t i o n , or determiner) tends to have i t s own 
ru les or to share i t s ru les w i t h a few other words. 

A r e a l i z a t i o n r u l e cons is ts of two p a r t s : a 
recognizer and a dependency char t . The recognizer 
determines whether the r u l e appl ies and the 
dependency char t shows the dependencies t h a t e x i s t 
when i t does. In the recognizer are spec i f i ed the 
o rde r i ng , ca tegor ies , and i n f l e c t i o n of the con
cepts and connect ives t h a t normal ly would appear 
i n a sentence i f the r u l e app l i es . I f c e r t a i n con
cepts or connectives are omiss ib le in the i n p u t , 
the r u l e can spec i f y what to assume when they are 
miss ing . Agreement of i n f l e c t e d words can be 
spec i f i ed in an absolute ( e . g . , " p l u r a l " ) or a 
r e l a t i v e manner ( e . g . , "same t ense " ) . Rules f o r a 
language l i k e Eng l i sh have a preponderance of word 
order s p e c i f i c a t i o n s wh i le r u l es f o r a more h i g h l y 
i n f l e c t e d language would have a preponderance of 
i n f l e c t i o n s p e c i f i c a t i o n s . 

R e a l i z a t i o n ru l es are used both to f i t con
cepts i n t o the network as they are encountered and 
to a n t i c i p a t e f u r t h e r concepts and t h e i r p o t e n t i a l 
r e a l i z a t e s in the networks. When a r u l e is s e l 
ected f o r the cur ren t word sense, i t i s compared 
w i t h the r u l es o f preceding word senses to f i n d 
one t h a t " f i t s " . For example, i f " ve ry ho t " i s 
heard, one r e a l i z a t i o n r u l e f o r "very " i s : 
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