A Concrete Dam Deformation Prediction Method Based on LSTM with Attention Mechanism
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ABSTRACT Dams are the main water retaining structures in the hydraulic engineering field. Safe operations of dams are important foundations to ensure the hydraulic functionalities of these engineering structures. Deformation, as the most intuitive feature of the dams' operation behaviors, can comprehensively reflect the dam structural states. In this case, the analysis of the dam prototype deformation data and the establishment of a real-time prediction model become frontier research contents in the field of dam safety monitoring. Considering the multi-nonlinear relationships between dam deformation and relative influential factors as well as the time lag effect of these influential factors, this paper adopts long-short-term memory (LSTM) network algorithm in deep learning to deal with the long-term dependence existing in dam deformation and explore the deformation law. The method proposed in this work can effectively avoid the gradient disappearance and gradient explosion problems by using the recurrent neural network (RNN). In addition, this work adopts the Attention mechanism to screen the information that has significant influence on deformation, combining the Adam optimization algorithm that has high calculation efficiency and low memory requirement to improves the learning accuracy and speed of the LSTM. The model overfitting is avoided by applying the Dropout mechanism. The effectiveness of this proposed model in studying the long time series deformation prediction of concrete dams is confirmed by case studies, whose MSE (mean square error) and other error indexes can be reduced.

INDEX TERMS deformation prediction, LSTM network, Adam optimization, Attention mechanism, Dropout mechanism

I. INTRODUCTION
As the main water retaining structure in the hydraulic engineering field, the safe operation of the concrete dam is an important foundation to achieve many hydraulic functions. In cases of serious operation accidents, dam failures can bring huge loss of life and property. However, dams operating under the complicated boundary conditions of solid-liquid-gas face have many hidden dangers, as the health of the old dams are limited by surveying, construction, management and other technical conditions, while the newly built high dam reservoirs can adopt technologies that lack systematic verification.

Deformation monitoring item is the most intuitive and reliable, and is generally regarded as the most important monitoring feature which can show the dam's operation behaviors and structural states, reflecting the dynamic information of dam body operation in real time [1], [2]. Therefore, the analysis of the prototype observation data of dam deformation and the establishment of real-time prediction model become the frontier research contents in the field of dam safety [3], [4]. The prediction model of deformation can be used as the basis of early warning by comparing the predicted values with the measured values, so as to find out the abnormal situation in the operation in time and take corresponding measures quickly to assist the safety management of the dam operation. On the other hand, the operating conditions can also be calculated inversely by controlling the deformation values, which serves as a guiding basis for the reservoir operation and
assist in the decision making of safe operation. Performing the monitoring prediction has intuitive and reliable guiding significance for both identifying and reacting to anomalies in engineering operations.

In traditional deformation prediction models, most of the deformation values are expressed as polynomials of the main influential factors (water pressure, temperature, aging, etc.) through statistical calculation. Such methods lack the ability to express the multiple nonlinear relationships between dam deformation and influential factors, so their prediction results are not good enough [5], [6].

Relying on the development of computers, traditional machine learning (decision tree, random forest, artificial neural network, etc.) has developed rapidly and has great advantages in solving nonlinear problems, which makes machine learning algorithms widely applied in the prediction models of concrete dam deformation and has achieved good results [7]–[10]. Chen Shi yi et al. [11] used the random forest method to establish a concrete dam deformation monitoring model and improved the model’s robustness of missing data, unbalanced samples, outliers, and other problems, improving the accuracy of prediction. Dai Bo et al. [12] effectively overcame the noise interference in the monitoring sequence and improved the prediction accuracy by integrating chaos theory, wavelet theory and radial basis function network. As computing capacity increased significantly with the support of the large data, deep learning [13] (such as CNN, RNN, DBN) becomes one of the main research directions in the field of machine learning. By studying the inherent law of sample data and representation levels, the prediction accuracy of model for complex nonlinear problems and the deformation regularity of mining experience a certain degree of ascension [14]–[16].

The Recurrent Neural network (RNN), has a unique advantage in processing sequential data compared with the shallow neural network. RNN can better describe the multicollinearity among variables through deeper hidden layers. More importantly, different from the traditional FFNs, the weight connection between the same layer neurons of RNN is also established to build the directional information cycle, so as to deal with the problem of the front and back correlations between inputs. This information transmission ability is interpreted visually as memory. Compared with the representation method in the statistical model that reflects the hysteretic nature of the impact factor and includes the prophase term [17], memory is more flexible in searching for effective information periods, with longer mining periods.

The increase of information amount and deeper hidden layers lead to the gradient disappear or gradient explosion phenomenon in the RNN training [18]–[20]. This shortcoming not only limits the possible hidden layer numbers, but also hinders learning laws and relation during the large time interval, making RNN in practice more preferable to solve short-term dependency problems, because it is difficult to learn the long-term dependency relationship implicitly from the data. LSTM is a special kind of RNN. It can selectively remove or add information through the “gate” structure of information, the information stored in the form of cell state storage, avoid huge storage and computational costs of long-term dependence problem and have both long-term and short-term dependency relationships, which is more advantageous to mining hidden rules in information. Yang Bai et al. [21] used LSTM to build a model for landslide displacements and found that the model had obvious advantages in step-type deformation prediction. Wang Ji Qi [22] combined CNN and LSTM to predict the traffic flow in urban areas, and utilized the advantages of CNN and LSTM in mining the spatial relationship and time dependence of data, finding that the learning efficiency and prediction accuracy were greatly improved. Xudong Qu et al. [23] combined rough set theory with LSTM theory to improve the accuracy, robustness and extensibility of model. Wenju Liu et al. [24] compared the LSTM-MA (moving average method) model with the LSTM-PCA (principal component analysis) model and found the LSTM-MA model was more suitable for engineering applications due to its convenience. Yangtuo Li et al. [25] used STL (Seasonal-Trend decomposition procedure based on Loess) decomposing the deformation into seasonal component, trend component and remainder component, and then predicted seasonal component by extra-trees method while others by stacked LSTM neural network, improving the prediction accuracy and stability of dam deformation prediction by combination of models. The data processing method, through continuous integration of advanced deep learning (neural network), optimization theory and mechanism into the construction of dam deformation prediction model, combined with the existing dam engineering theory and engineering experience, will have important guiding significance for the engineering practice.

II. STATISTICAL MODEL OF CONCRETE DAM DEFORMATION PREDICTION

A. PRINCIPLE OF STATISTICAL MODEL

The influence of load sets on the concrete dam can be found out by the regression calculation on deformation data. Then a mathematical expression can be established to calculate the predictive value (deformation value) of a certain set of load sets [26].

The dam deformation is a displacement vector sum of creep, plastic, and elastic deformation of the concrete dam and bedrock subjected to loads, such as water pressure, uplift pressure, and temperature. Taking the horizontal displacement as an example, the displacement of the dam body under reservoir water pressure is generated, as shown in Figure 1 (a). The displacement of the dam caused by foundation deformation due to internal forces acting on the foundation is shown in Figure 1 (b). The displacement of the dam body caused by foundation rotation due to heavy reservoir water is shown in Figure 1 (c).
B. DEFORMATION COMPONENT

Considering the horizontal displacement, the deformation of a concrete dam can be divided into hydraulic, temperature and aging components as shown below:

\[ \delta_x = \delta_H + \delta_T + \delta_\theta \]  

(1)

Where \( \delta_x \) is horizontal displacement; \( \delta_H \) is hydraulic component; \( \delta_T \) is the temperature component; \( \delta_\theta \) is the aging component.

1) The Hydraulic Component \( \delta_H \)

The deformation component of the dam body under water pressure and reservoir water weight can be expressed as:

\[ \delta_H = \sum_{i=1}^{n} a_i H^i \]  

(2)

Where, \( a_i \) is the regression coefficient of water pressure factor; \( H \) is the water depth in front of the dam; For gravity dams, usually \( n = 3 \), and for arch dam, usually \( n = 4 \).

2) The Temperature Component \( \delta_T \)

When considering the mechanics, the temperature component should be the companion temperature measured by thermometers embedded in the concrete and bedrock of the dam body. However, after many years of dam operation, the hydration heat of dam-building concrete has been fully dispersed, and the temperature inside the dam reaches the quasi-stable temperature field. In this case, the dam body temperature is only affected by the boundary temperatures, namely water temperature and air temperature. Assuming that the change of water temperature and air temperature is harmonic, and the deformation is linearly related to the temperature of concrete, the temperature component can be expressed as:

\[ \delta_T = \sum_{i=1}^{m} \left( b_{1i} \sin \frac{2\pi it}{365} + b_{2i} \cos \frac{2\pi it}{365} \right) \]  

(3)

Where, \( b_{1i}, b_{2i} \) are the regression coefficients of the temperature factor, generally \( m = 1 \) or \( m = 2 \); \( t \) is the cumulative number of days from the corresponding monitoring day to the initial monitoring day.

3) The Aging Component \( \delta_\theta \)

The cause of the aging component is complex. Generally, the change the aging component conforms to the change law with a rapid growth in the early stage and gradual stability in the later stage. Its expression can be written as:

\[ \delta_\theta = c_1 \theta + c_2 \ln \theta \]  

(4)

Where, \( c_1, c_2 \) are the regression coefficients of aging factor; \( \theta \) is \( t/100 \).

C. STATISTICAL MODEL OF DEFORMATION MEASUREMENT POINTS

To sum up, the expressions of the above three components are substituted into Equation (1) to obtain the statistical model of the measured point deformation of the concrete dam. By substituting the corresponding load sets and effect sets into the expression, the problem is transformed into a mathematical problem of the least squares optimization calculation. Finally, the regression coefficients with the minimum error are solved, and the explicit mathematical expression of dam deformation is obtained:

\[ \delta_x = \sum_{i=1}^{n} a_i H^i + \sum_{i=1}^{m} \left( b_{1i} \sin \frac{2\pi it}{365} + b_{2i} \cos \frac{2\pi it}{365} \right) + c_1 \theta + c_2 \ln \theta + a_0 \]  

(5)

Where, \( a_0 \) is the constant term.

III. LSTM CONCRETE DAM DEFORMATION PREDICTION MODEL BASED ON ATTENTION MECHANISM

A. LONG-SHORT-TERM MEMORY NETWORK

In view of the association between pre and post deformation of a concrete dam, and the shortcoming of RNN learning that the gradient disappearance and gradient explosion are prone to occur, LSTM network is introduced to construct a concrete dam deformation prediction model of measuring points. LSTM as an improvement of RNN, can mine the long-term and short-term correlation laws of deformation sequences and realize the synchronous prediction of the deformation at measuring points.
Figure 2 shows a node in the LSTM structure [27]. The core function of the LSTM lies in its ability to remember information, also known as a cell. The cell state of the previous node $C_{t-1}$ is passed along a separate chain, and the LSTM updates the cell state through a "gate" structure. At the same time, the hidden state of the output of the previous node $h_{t-1}$ is passed to the current node along another chain, which forms the input layer of the node with the input $x_t$ of the current node.

In Figure 2, the process line $f_t$ represents the forgetting gate, which is used to determine the discarding of information in the cell. The equation is as follows:

$$f_t = \sigma (W_f \cdot [h_{t-1}, x_t] + b_f)$$  \hspace{1cm} (6)

Where, $W_f$ is the weight matrix; $b_f$ is the bias term of the forgetting gate; By means of the Sigmoid function, the value is in the interval (0,1), where 0 means complete abandonment, and 1 means complete retention.

The process lines of $i_t$ and $C_t$ combine to form a renewal gate which is used to update the information stored in the cell.

$$i_t = \sigma (W_i \cdot [h_{t-1}, x_t] + b_i)$$  \hspace{1cm} (7)

Where, $W_i$ is the weight matrix, and $b_i$ is the bias term.

$$C_t = \tanh (W_C \cdot [h_{t-1}, x_t] + b_C)$$  \hspace{1cm} (8)

Where, $W_C$ is the weight matrix, and $b_C$ is the bias term.

At this point, the cell state has been updated by the formula.

$$C_t = f_t \cdot C_{t-1} + i_t \cdot C_t$$  \hspace{1cm} (9)

The output $h_t$ of the current node can be calculated from the cell state of the current node.

$$o_t = \sigma (W_o \cdot [h_{t-1}, x_t] + b_o)$$  \hspace{1cm} (10)

$$h_t = o_t \cdot \tanh (C_t)$$  \hspace{1cm} (11)

Where, $o_t$ is the intermediate computation; $W_o$ is the weight matrix, and $b_o$ is the bias term.

The output $h_t$ here will be the input to the next node as the hidden state, and the final output (deformation fitting value) typically needs to put $h_t$ into a linear layer and then classified using Softmax to get the required data.

Like other neural network algorithms, LSTM can learn the complex nonlinear relationship between effect sets and load sets through training. More importantly, its advantage lies in the existence of cell states that enable the LSTM to selectively retain the previous deformation and the corresponding load when calculating the deformation under the current load. Consequently, the neural network has the "memorability" and the ability to learn the laws between the deformation and the previous load set.

B. ADAM OPTIMIZATION ALGORITHM

Adam is a first-order optimization algorithm put forward by Diederik P. Kingma and Jimmy Lei Ba in 2015 [28], which combines the exponential moving average of the Momentum algorithm and the gradient update rules of the RMSprop algorithm. By estimating and correcting the first and second moments of the gradient, the learning rate of each parameter is dynamically adjusted so that the learning rate of each iteration has a certain range and the parameters variation is relatively stable.

Adam algorithm requires less memory and thereby becomes especially suitable to solve problems involved excessive data and parameter sizes in deep learning. Meanwhile, it is also very suitable for the solution of unsteady targets, problems involving high noises or sparse gradients.

After parameter initialization and random objective function $f(\theta)$ determination, the gradient of objective function $f_t(\theta)$ with respect to $\theta$ at step length $t$ can be obtained from the formula. This gradient is the partial derivative of $f_t(\theta)$ with respect to $\theta$ under the step $t$.

$$g_t = \nabla \theta f_t(\theta)$$  \hspace{1cm} (12)

According to the obtained gradient, the first order and second order momentum matrices are estimated and updated preliminarily.

$$m_t = \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot g_t$$  \hspace{1cm} (13)

$$v_t = \beta_2 \cdot v_{t-1} + (1 - \beta_2) \cdot g_t^2$$  \hspace{1cm} (14)

The moving mean is estimated using the first moment (mean) and the second original moment (with a partial variance) of the gradient. However, because these moving averages are initialized as 0 vectors, the moment estimated value deviates toward 0, especially in the initial time step and in the case where the decay rate is very small (that is, when the $\beta$ is close to 1). So, bias correction is required.

$$m'_t = \frac{m_t}{1 - \beta_1^t}$$  \hspace{1cm} (15)

$$v'_t = \frac{v_t}{1 - \beta_2^t}$$  \hspace{1cm} (16)

Finally, the parameter $\theta$ is updated.

$$\theta_t = \theta_{t-1} - \frac{\alpha \cdot m'_t}{\sqrt{v'_t} + \epsilon}$$  \hspace{1cm} (17)

The Adam algorithm is a gradient update optimization algorithm that is often used to replace stochastic gradient descent and other optimization algorithms in the deep learning model. It has strong robustness and relatively simple parameter adjustment process, so the default parameters can handle most of the problem with high computational efficiency.
C. ATTENTION MECHANISM

The Attention mechanism is inspired by the selective Attention of human vision, in which the eyes scan the global image to find the focus area and pay more attention, while suppressing the acquisition of useless information. The application of Attention mechanism in deep learning can quickly screen the key conditions that help to make decisions from big data, thus reducing the computation costs, saving the storage space, and improving learning efficiency and accuracy. The soft attention refers to the mechanism of weighted averaging of the input information attention [29].

At present, the Attention mechanism is mainly used in combination with Encoder-Decoder framework. The input (Source) will be expressed in the form of (K, V). K is the key value of the element, which is its position, and V is the value of the element, which is its assigned attention. Each element of the output (Target) is represented by q, which is query. To calculate attention, it is necessary to first calculate the attention scores $s_i$ of each input quantity:

$$s_i = F(q, k_i)$$  

(18)

Where, there are many kinds of attention rating functions, such as: Additive model $F(q, k_i) = e^{k_i^T \tanh(W \cdot k_i + U \cdot q)}$. The dot product model $F(q, k_i) = k_i^T \cdot q$. Scale dot product model $F(q, k_i) = k_i^T \cdot q / \sqrt{d_i}$. Bilinear model $F(q, k_i) = k_i^T \cdot W \cdot q$. Among these models, W, U and v are network parameters that can be learned and trained, and d is the dimension of input information.

Then, the attention scores are converted numerically. Generally, there are two ways of conversion. One can use the probability distribution of normalization, which makes the sum of the weight coefficients of attention scores equal to 1: the other can use SoftMax function to highlight the weight of important elements.

$$\alpha_i = \text{SoftMax}(s_i) = \frac{\exp(s_i)}{\sum_{j=1}^{N} \exp(s_j)}$$  

(19)

Where, $\alpha_i$ is the weight coefficient corresponding to the element in Source, N is the amount of input information.

Finally, the weighted average is used to get the Attention value of the input information.

$$\text{Attention}((K, V), q) = \sum_{i=1}^{N} \alpha_i v_i$$  

(20)

$y_i$ in the Figure 3 is the output of the Attention mechanism.

The function of the Attention mechanism is to consider the weight of the input elements, so as to pay more Attention to the sequence fragments with high similarity to the current input, weaken the Attention to the fragments with large differences in the sequence, and consider the role of global and local relations. For the prediction model of the concrete dam deformation, more attention can be paid to the rule learning and the factor significance selection under the conditions with similar deformation. Weights can be assigned according to the significance of factors.

D. DROPOUT ALGORITHM

Dropout [30] is an optimization method proposed by Hinton in 2012 to improve the generalization ability of neural networks. It has good effects on preventing model overfitting and alleviating the time-consuming problem of deep learning in model integration training.

According to the set abandonment rate, the Dropout mechanism can randomly block some neurons in the hidden layer temporarily, so that only the remaining neurons can keep normal training.

This random discard mechanism makes it impossible for two neurons to work at the same time every iteration, and prevented the common action of feature detectors. Therefore, it avoids the dependence of weight update on the fixed relation of neurons, and reduces the influence of the correlation between feature vectors on the prediction results, so this mechanism enhances the robustness of the neural network losing specific neural connections.

At the same time, by randomly discarding some neurons, many different sub-networks are extracted from the complete model. By averaging the results of different sub-neural networks, different overfitting of different networks can be offset to achieve a balanced effect.

Neural network operation without joining Dropout:

$$h_{i+1} = f(W_{i+1}h_i + b_{i+1})$$  

(21)

Where, $h$ is the input or output of a neuron; $i$ is the update times of the matrix; and $j$ is the number of the neurons. Here $h_i$ is the output of a neuron of the upper layer as the input of the Dropout layer, while $h_{i+1}$ is the output of the Dropout layer as the input of the next neuron.

Neural network operation after joining Dropout:

$$r_j \sim \text{Bernoulli}(p)$$  

(22)

$$\tilde{h}_i = r_i \cdot h_i$$  

(23)

$$h_{i+1} = f(W_{i+1}\tilde{h}_i + b_{i+1})$$  

(24)

Where, Bernoulli $(p)$ is the discrete probability distribution function to generate probability vector, that is, a randomly generated 0 and 1 vector.
By inserting the Dropout layer between the LSTM layers, the model overfitting is prevented and the robustness of the model to special conditions is enhanced.

![Diagram](image)

**FIGURE 4.** Schematic diagram of Dropout mechanism. Green indicates that the neurons are active and can normally carry out input, output and matrix update, while red indicates that the neurons are temporarily dormant, blocking all its work.

### IV. CONSTRUCTION OF THE PREDICTION MODEL

On the premise of knowing the measured deformation data and environmental impact factors of concrete dam measurement points, the LSTM network is used to extract the long-term and short-term features contained in the data; the Adam conducting optimization, Attention mechanism highlight the influence of important features on prediction; and the Dropout mechanism prevents mode from overfitting. The synchronous prediction model of measured point deformation of concrete dam is established by utilizing all the above algorithms.

The construction process of the model is shown in Figure 5, and the analysis steps are as follows:

**Step 1:** Preprocess the deformation monitoring data. For the monitoring data series with strong regularity, the Pauta Criterion can be used to judge whether the data are abnormal or not.

\[ y_t \leq \hat{y}_t \pm 2.58 \sigma \]  

(25)

Where, \( y_t \) is the measured value; \( \hat{y}_t \) is the corresponding predicted value in the prediction model established through the analysis of the historical data sequence; \( \sigma \) is the standard deviation of the residual sequence. If equation (25) is satisfied, the measured value is considered to be normal; otherwise, the measured value is considered abnormal and has to be removed.

**Step 2:** Normalize the data and determine the training samples. After the measured value sequence is checked and if there are no obvious abnormalities, in order to align the variables to the same orders of magnitude (the presence of a large number of orders of magnitude variables can make the model neglect the influence of small orders of magnitude variables and lose the information contained in these kinds of variables), variables shall be normalized. The training sample and prediction sample of the model are determined after data normalization.

\[ x'_i = \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \]  

(26)

Where, \( x_i \) is the original variable; \( x'_i \) is the variable obtained after min-max standardization; \( x_{\text{max}} \) and \( x_{\text{min}} \) are the maximum and minimum values in the original data sequence, respectively.

**Step 3:** Initialize the parameters. Initialize Adam parameters. The learning rate (step factor) is usually set to \( \alpha = 0.001 \), to control the updating ratio of weights. The exponential decay rate of the first-order moment estimation is set as \( \beta_1 = 0.9 \). The exponential decay rate of the second-moment estimation is set as \( \beta_2 = 0.999 \). \( \varepsilon = 1E - 8 \), \( \varepsilon \) is set to a very small number to prevent the possible error of dividing by zero in the calculation. The Dropout level drop probability \( p \) is set to be 0.3.

**Step 4:** The training set data go through model LSTM layer, Dropout layer and Attention layer in turn to conduct model training. During model training, the cell states in the LSTM are constantly updated, so that the structure has the "memory function." In the Adam optimization algorithm, parameters such as step size will be updated in real time as the gradient drops.

**Step 5:** Determine whether the model needs to continue training according to the loss value. If the requirements are met, the predicted samples can be imported into the trained model to predict the deformation of the measured point of the concrete dam.

Where, in Step 4, the specific construction of the model is shown in Figure 6.

After the input vector enters the hidden layer of the LSTM network through the input layer, the Adam optimization algorithm is used to solve the weight matrix, so as to improve
the solving efficiency, reduce the memory consumption and ensure the output accuracy. The output of the LSTM layer will be used as the input of the Dropout layer to prevent the overfitting problem during model training by masking part of the eigenvalues. The output of the first two layers of LSTM network and the two layers of Dropout are encoded as inputs to the Attention mechanism.

According to the importance of each characteristic, the Attention module assigns corresponding weight to each characteristic, and obtains the characteristic representation of the deformation value as output according to the weight and the updated cell state.

After the LSTM network updating the cell state and the Attention mechanism adjusting the weight, the calculated eigenvalue is decoded by the activation function at the full connection layer to obtain the final output – deformation value.

V. CASE STUDIES

A. PROJECT OVERVIEW

In Sichuan province, China, there is a concrete double-curved arch dam with a height of more than 200m and is divided into 39 dam sections. The power station junction consists of barrage, flood discharge, energy dissipation and water conveyance structures. Figure 7 is the engineering plane layout (local), and Figure 8 is the upstream elevation layout of the horizontal displacement measurement points. The vertical lines are arranged on the arch dam section 4#, 11#, 21#, 33# and 37# of the crest, the horizontal corridor and foundation corridor inside the dam. Among them, the red ones are the vertical points, and the magenta ones are the inverted vertical points.

Considering the low frequency of manual observation, the measurement points are selected from the automatic vertical measurement points for the comparative analysis. Among them, TCN15 vertical measuring point of the dam crest on section 33# has high reliability and low instrument faults such as missing or jumping, which can provide relatively accurate deformation monitoring data with longer data series.

Stepwise regression model, RNN model and LSTM model with attention mechanism were respectively established for the comparative analysis of the monitoring data in a modeling period of 2562 days from July 1st, 2010 to July 5th, 2017. The 2050 days data from July 1st, 2010 to February 9th, 2016 were selected as the training set, and the remaining data were used as the test set.
B. SELECTION AND PROCESSING OF THE PREDICTION MODEL FACTORS

Select the influence subsets of the model input, \( H - H_0 \), \( (H - H_0)^2 \), \( (H - H_0)^3 \), \( (H - E_0)^4 \), \( \sin(2\pi t/365) \), \( \sin(2\pi t/365)^2 \), \( \cos(2\pi t/365) - \cos(2\pi t/365)^2 \), \( \cos(4\pi t/365) - \cos(4\pi t/365)^2 \), \( \sin(4\pi t/365) \), \( \sin(4\pi t/365)^2 \), \( \theta - \theta_0 \), \( \ln \theta - \ln \theta_0 \). The above 10 impact factors are commonly used in the statistical model of arch dams according to theoretical knowledge and engineering experience of experts.

The abnormal data processing was carried out for the influence factor subset and deformation data, and the interpolation processing was carried out for the missing data, if necessary, to ensure the continuity of the data. To enhance the model’s learning efficiency, the normalization processing is carried out for the processed data.

C. CONSTRUCTION OF THE DEFORMATION PREDICTION MODEL

The normalized influence factor subset was taken as the input of the model, and the normalized deformation value was taken as the output of the model. The loss function is selected as follow:

\[
MSE = \frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2
\]  

(27)

Where \( y_i \) is the measured displacement value; \( \hat{y}_i \) is the calculated value of the model; \( m \) is the number of the data series.

The training set data were used to make the model fully learn the deformation law of the dam and the trained prediction model was used to predict the deformation of the prediction set data. In order to verify the validity of the model, the results were compared with those generated by the statistical model, the LSTM model and the RNN model with the Attention mechanism. In the neural network model, the Adam algorithm is used for parameter optimization. In order to prevent overfitting, two Dropout layers were inserted into the model. The prediction results of the four models are shown in Figure 11, and the prediction effects are shown in the Table 1. The remaining error evaluation indexes and formulas are as follows:

\[
RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2}
\]  

(28)

\[
SMAPE = \frac{100\%}{m} \sum_{i=1}^{m} \frac{|\hat{y}_i - y_i|}{(|\hat{y}_i| + |y_i|)/2}
\]  

(29)

\[
MAPE = \frac{100\%}{m} \sum_{i=1}^{m} \frac{|\hat{y}_i - y_i|}{y_i}
\]  

(30)

\[
MAE = \frac{1}{m} \sum_{i=1}^{m} |\hat{y}_i - y_i|
\]  

(31)

Where RMSE is root mean square error; MAE is the mean absolute error; MAPE is mean absolute percentage error; and SMAPE is symmetric mean absolute percentage error.

From Figure 10 and Figure 11, each model has achieved relatively good intuitive and forecast effect. The calculated values of the model fit well with the measured values in most periods, while the deviation is obvious in the period near the extreme value of deformation every year, especially around the annual maximum. As we can see from Figure 9, most of the radial displacement maxima are located in the maximum range of the water level in the data series (corresponds to the dotted green line in the figure). Meanwhile, the extreme values of the water level over the years are close to each other (the purple horizontal line above the water level in the figure). However, the temperature fluctuates frequently during the period of high water level, which is not completely consistent with the assumption that the temperature changes harmonically, resulting in the prediction deviation of the model.

From Figure 11, compared with other models, the LSTM model with attention mechanism is closer to the measured deformation values, especially in May and June each year when the radial displacement is relatively small, under the condition of relatively high temperatures and low water levels. Among them, the calculated values of statistical model and the extremum of individual radial displacement in a few years belong to training set are very similar. But in other years, the prediction deviation of statistical model for extremum often bigger than other models. This may be due to the poor ability of the statistical model to express the nonlinear relationship between variables, and the inability to describe the complexity of the deformation under the combination of special conditions.

As can be seen from Table 1, the MSE of LSTM model with attention mechanism model decreases from 1.77mm to 0.69mm compared with the statistical model, decreasing by 61%. Compared with the RNN model, the MAE of LSTM model with Attention also decreased by about 26%, which shows the advantage of LSTM over RNN in long sequence to some extent. Meanwhile, by adding attention mechanism, the errors of LSTM model are reduced by about 20%, which suggests that the Attention mechanism is helpful to improve the prediction accuracy through the weight distribution among the influencing factors.

**FIGURE 10.** Results comparison of different models
FIGURE 11. Prediction results comparison of different models

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
<th>SMAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>1.77</td>
<td>1.33</td>
<td>1.08</td>
<td>3.52%</td>
<td>3.63%</td>
</tr>
<tr>
<td>LASSO</td>
<td>1.30</td>
<td>1.14</td>
<td>0.91</td>
<td>2.96%</td>
<td>3.03%</td>
</tr>
<tr>
<td>LSTM</td>
<td>1.06</td>
<td>1.03</td>
<td>0.81</td>
<td>2.56%</td>
<td>2.62%</td>
</tr>
<tr>
<td>LSTM + Attention</td>
<td>0.69</td>
<td>0.83</td>
<td>0.67</td>
<td>2.06%</td>
<td>2.09%</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper, the construction method of a concrete dam deformation prediction model is studied. Here are the summary of this work:

1) The proposed model utilizes LSTM in deep learning as the carrier to give full play to its "memorability" advantage in the time series data mining;
2) The Adam algorithm is used in this model as a gradient descent algorithm to optimize the parameters in a time-saving and efficient way;
3) The Dropout layer is inserted between the LSTM layers to prevent the overfitting phenomena during training and increase the model's robustness by randomly shielding the work of some neurons;
4) The addition of the Attention mechanism in front of the output layer enables the model to give corresponding weight to the characteristics of influencing deformation when making predictions. Meanwhile, the addition of the Attention mechanism equips the model with the ability to consider the role of global and local connections between deformation and long series of influencing factors;
5) The validity of the method is verified by an engineering example. Compared with other prediction models, this proposed model achieves smaller errors in various aspects.
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