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A connectionist model of path integration 

with and without a representation 

of distance to the starting point 
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Path integration (dead reckoning) is the process by which animals use self-generated movement in­
formation to continuously update a representation of their position relative to some starting point. This 
allows them to return to this point, even in the absence of exteroceptive positional information. Path 
integration is a bicoordinate process: Both distance and direction to (or from) the starting point have 
to be maintained in the representation. Recent theoretical work based on neurobiological observations 
seems to lead to the conclusion that, in rodents at least, path integration is map based, implying a geo­
centered (earthbound) coordinate system. The present paper discusses, as a word of caution, the op­
posite notion that path integration in an impoverished, single-coordinate egocentered (animal-bound) 
polar coordinate system could account for some rather puzzling behavioral data previously recorded 
on hamsters. This admittedly strange position hinges on observations made on connectionist models 
of path integration that were developed to simulate the homing behavior of hamsters. 

Should the reader enter a large, fully darkened hall, 

closing the door before venturing (perhaps following a 

somewhat convoluted path) for some distance into the 

hall without any visual information, he or she would 

nonetheless be able to return by a straight path and with 

fair precision toward the starting point of that trip in 

darkness-namely, the door. The process which lies be­

hind this feat is called path integration (M.-L. Mittel­

staedt & H. Mittelstaedt, 1980). 

Path integration, the capacity to return to the origin of 

a path even in the absence of exteroceptive information 

about location, has long been observed (Darwin, 1873) 

and, more recently, has been studied experimentally in 

humans (see, e.g., Fujita, Klatzky, Loomis, & Golledge, 

1993; Sauve, 1989). But, in spite of the cognitive abilities 

that it seems to imply (formally it is equivalent to vector 

addition and hence requires trigonometric computa­

tions), this ability is not limited to human beings: It also 

lies at the core of short-distance navigation in animals. 

Species for which path integration has been quantita­

tively studied include (but are not limited to) spiders 

(see, e.g., Gomer, 1958), desert ants (see, e.g., Muller & 

Wehner, 1988), bees (see, e.g., Bisetzky, 1957), hamsters 

(see, e.g., Etienne, Maurer, & Saucy, 1988; Seguinot, 

Maurer, & Etienne, 1993), and dogs (Seguinot, Cattet, & 
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Benhamou, in press). In the return-to-start (or similar) 

tasks studied, those widely different species shared a 

common trait: After L-shaped outward journeys, the re­

tumjourney tended, in many cases, to deviate toward the 

first leg of the outward journey, suggesting that perhaps 

a globally similar mechanism was involved. This some­

times led to unwarranted generalizations of models pro­

posed for one species to other species (see Maurer & 

Seguinot, 1995). 

Path integration can be described as a computational 

process that allows the animal to keep track of its posi­

tion relative to the starting point of its trip by resorting to 

information about its own movements. The animal can 

then return to that starting point, even in the absence of 

exteroceptive spatial information such as landmarks. Path 

integration, however, is not restricted to a single func­

tion: Beyond giving the animal the means to localize the 

origin of its journey, it may also be used to keep a con­

stant direction in space (as in the phenomenon ofturn al­

ternation or angle compensation; see, e.g., Barnwell, 

1965; Merkel & Fischer-Klein, 1973), to identify specific 

points in ambiguous environments (see, e.g., Etienne, 

Maurer, & Seguinot, 1996; Hoffmann, 1985; Margules 

& Gallistel, 1988), to keep a search path centered on a point 

of maximal probability (see, e.g., Bovet, 1984; Hoffmann, 

1984; Muller & Wehner, 1994; Wehner & Srinivasan, 

1981), to continuously point toward a target discontinu­

ously visible (see, e.g., Hill, 1979; and, in humans, Fuku­

sima, Loomis, & Da Silva, 1997; Loarer, 1989), or to con­

tinuously localize two points in space (Etienne, Hurni, 

Maurer, & Seguinot, 1991). 

Path integration is a very pervasive process that occurs 

continuously, even when visible landmarks are present, 

and can be used for orienting (see, e.g., Etienne, Joris-
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Lambert, Maurer, Reverdin, & Sitbon, 1995). This indi­

cates that this process is not merely a back-up system: It 

probably combines with all modes of spatial information 

and collaborates in structuring the long-term spatial 

knowledge of the animal (Etienne et aI., 1996; Gallistel, 

1990; Gallistel & Cramer, 1996; McNaughton et aI., 

1996; O'Keefe & Nadel, 1978). However, path integra­

tion in itself is not a memory process but rather a com­

putational process: It only stores in short-term memory 

the very volatile intermediate results of a computation 

that has to be repeated at every step. 

Path integration is similar in nature to dead reckoning, 

the process by which sailors once kept track of their po­

sition when navigating on uncharted or open seas (see 

Kayton, 1990). Because of that similarity, path integra­

tion in an animal context is also sometimes referred to as 

dead reckoning (see, e.g., McNaughton, Chen, & Mar­

kus, 1991). The idea that animals could resort to a mech­

anism akin to dead reckoning dates back at least to Dar­

win (1873); continuous integration of path elements was 

suggested by Murphy (1873). 

In its simplest realization, path integration requires that 

only one spatial relation be continuously updated during 

locomotion-that which links the position of the animal to 

the position of the starting point of the trip. If the coordi­

nate system is geocentered (earthbound), the coordinates 

of the animal will change as a result oflocomotion; on the 

contrary, if the coordinate system is egocentered (animal­

bound), the coordinates of the starting point will change. 

In order to update this representation, the animal must 

measure the translational and directional components of 

each new "step" it makes and use these values and some 

algorithm to change the old representation into a new, 

updated one. 

Because of its algorithmic, iterative nature, path inte­

gration in animals is prone to the accumulation of ran­

dom errors. In addition, in many cases path integration 

seems to involve, not only random errors, but also sys­

tematic errors. Although the latter have long been over­

looked (see Maurer & Seguinot, 1995), they provide an 

open window into the workings of the process: They are 

a tool that allows exploration of the nature of the algo­

rithm embodied in path integration, in that they provide 

the means to test models of the algorithm. 

Models of Path Integration 

Despite its obvious importance in short-range naviga­

tion and in related tasks (see above )-which also implies 

that it is probably involved in the construction of long­

term spatial representations, including cognitive maps 

(Gallistel, 1990; McNaughton et aI., 1996}-path inte­

gration was a neglected subject for a number of years. 

Recently, however, it has been revived in a number of 

modeling attempts. Although most of them are strictly 

mathematical in nature, the latest such efforts aim at 

bridging the gap between the geometry of the problem 

and the neurobiological structure that addresses it. A 

brief account of these attempts is presented below (for a 

more detailed review of some of those models, see Mau-

rer & Seguinot, 1995; see also Benhamou & Seguinot, 

1995, for a mathematical treatment). 

M.-L. Mittelstaedt and H. Mittelstaedt (1980), who 

coined the term path integration, used the exact trigono­

metric description ofthe computation required as a model 

of animal path integration: The animal would perform a 

trigonometric decomposition ofthe elements of its path, 

and the resulting components would be summed up in 

order to yield the positional vector. In this model, the vari­

abIes are defined in a geocentered coordinate system. 

The model was strongly embedded in the Von Neumann 

computer metaphor of the sixties and is mostly a cyber­

netic (flowchart) description of the exact trigonometric 

solution to the problem of integrating the elements of one's 

path. According to this model, systematic errors should 

occur only in the presence of conflicting directional in­

formation or (in the later version ofM.-L. Mittelstaedt and 

Glasauer, 1991) of unusual locomotion speeds. 

Benhamou, Sauve, and Bovet (1990) also assumed trig­

onometric computations but within an animal-centered 

reference system. In this probabilistic model, the animal 

could only estimate its movement, and the estimations 

were affected by errors drawn from Gaussian distributions. 

The authors used this model to demonstrate that random 

noise in the assessment of step length causes a smaller 

scatter in the estimated locations ofthe starting point than 

does random noise in the assessment of rotation and also 

that the presence of an external, stable directional refer­

ence (i.e., a compass) to help measure the rotations de­

creases the scatter in the homing vectors. 

Fujita, Loomis, Klatzky, and Golledge (1990) also re­

sorted to trigonometry in an animal-centered coordinate 

system. However, they simplified the equations and 

eliminated from the computations variables whose effect 

was small. They also replaced sine and cosine functions 

by linear approximations. Later (Fujita et aI., 1993), they 

assumed that the errors they observed in human subjects 

were due to linear deforming functions applied to the mea­

surement of rotations and length of path segments. 

Seguinot et ai. (in press) explained the directional bias 

observed in dogs after L-shaped outward journeys along 

lines somewhat similar to those of Fujita et ai. (1993). 

They too resorted to trigonometry within an animal­

centered coordinate system, with the additional assump­

tion that the inferred motion parallax of the starting point 

(i.e., the angular change in the head-referred return di­

rection) was overestimated by a constant factor. 

Miiller and Wehner (1988) altogether discarded trigo­

nometry as the core process and developed an arithmetic 

model, similar to Jander's (1957) seminal attempt, in which 

path integration is essentially a weighted average of an­

gles: The successive changes in direction, relative to the 

vector computed so far, are weighted by the reciprocal of 

the distance to the starting point and averaged together. 

Although the variables of this model can be expressed in 

egocentered coordinates (Benhamou & Seguinot, 1995), 

in the authors' own formulation-despite Wehner's (e.g., 

Hartmann & Wehner, 1995; Wehner, Michel, & Antonsen, 

1996) repeated use of the word egocentric in later de-
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scriptions of the model-these variables are inscribed in 
a geocentered polar coordinate system. The model, de­
vised to describe L-shaped and U-shaped journeys of 
Cataglyphis ants, yields a prediction about the homing 
error that is strikingly close to the observed error. 

In the more recent theoretical framework of neural net­

works, Maurer and Schreter (1990) and Maurer (1993) 
investigated how simplifYing neural models (see Sejnow­
ski, Koch, & Churchland, 1988) could be put to use in 

the context of path integration. The present paper reports 
and extends some of the results of Maurer (1993). 

In the same framework, Hartmann and Wehner (1995) 
have devised a model of path integration in ants that re­
lies on a highly constrained architecture, involving ded­
icated structures for representing coordinates and for 
computing goniometric functions (e.g., angular differ­
ences). This model implements in neuronal form the 
model of Muller and Wehner (1988) and generates the 
same errors (hence, it also is a good rendition of the be­
havior of ants). Perhaps its most interesting contribution 
is the observation that minor parametric modifications 
allow the very same architecture to compute exact (trig­
onometric) path integration, refuting once and for all the 
idea that trigonometry is so computationally difficult for 
neuronal machinery that it must be replaced by an ap­
proximate solution. 

Also in the neural network framework, but based on 
increasingly detailed neuroanatomical and neurophysio­
logical data obtained on rats, McNaughton and colleagues 
have gradually developed over the years a very ambitious 
modeling effort (for a review, see McNaughton et aI., 
1996), which, in its most recent embodiment (Samsono­
vich & McNaughton, 1997), aims at demonstrating that 
the hippocampus and its plac!! cells (O'Keefe & Nadel, 
1978) form, together with related structures, a prewired 
synaptic matrix where long-term spatial relations are 

stored and which, at the same time, provides the compu­
tational substrate for geocentered path integration. This 
map-based path integrator is at variance with all other 
models of path integration (naive path integrators, in the 
words ofSamsonovich & McNaughton, 1997), including 
the one described in the present paper, which postulate a 
dedicated, environment-independent structure perform­
ing the computations of path integration, only interacting 
with the map part of the system when needed (e.g., when 
a position has to be written on the map or when the inte­
grator needs correcting because of its drift). 

Other models (see, e.g., Touretzky & Redish, 1996; 
Wan, Touretzky, & Redish, 1994) also try to include path 
integration as a building block of spatial knowledge but 

do not provide an explicit model of how the computa­
tion-the integration itself-is carried out. 

Representation ofthe Variables 
of Path Integration 

Some of the models mentioned postulate that path in­
tegration is realized within a geocentered coordinate sys­
tem. Gallistel (1990), analyzing path integration in his all-

encompassing review of representation, also favored 

earthbound Cartesian coordinates, because of computa­
tional weaknesses associated with polar coordinate com­
putations (feedback loops cause the errors, unavoidable 
in biological systems, to grow exponentially). 

However, alternative polar representations (see, e.g., 
H. Mittelstaedt, 1983) may overcome those drawbacks. 
Moreover, earthbound Cartesian coordinates seem an 
unnecessary assumption for a mechanism strongly ego­
centric both in its inputs (body movements, directions to 
a beacon or compass direction) and in its outputs (con­
trol of movements required to orient toward the target). 
Finally, given the general occurrence of path integration, 
this process must be a very primitive function of organ­
isms, which arose early in phylogeny. Hence, it could 

well be based on early spatial-processing nervous and 
sensory structures, which exploit spatial information in 
an organism-centered reference system (see Schone, 1984, 
pp. 34 ff). One of the aims of the present paper is to test 
this assumption in a neural network context. 

As mentioned before, the models presented here are not 

based on detailed neurophysiological data (as opposed 
to those developed by McNaughton and colleagues), and, 
accordingly, their purpose is not to gather new knowl­

edge about the workings of the neuronal structures em­
bodying path integration. Their scope is strictly limited 
to the following questions: Can egocentered polar coor­
dinate path integration (deemed computationally intract­
able in biological organisms by Gallistel, 1990) be real­
ized by means of neural-like primitives? Can the outcome 
of some experiments (in particular, those of Seguinot 
et aI., 1993) that seem to imply that hamsters make only 
a partial computation of their path be explained by the 
properties of such a computational device? 

Definitions 
One term and two abbreviations will be used repeat­

edly throughout this text and may require definition. 
The target is that point in space whose position is up­

dated in the animal's egocentered representation by means 
of path integration. In the present context, this corre­
sponds to the place to which the animal will have to re­
turn after its outward journey-that is, the origin or start­
ing point of that journey. 

Cw and ccw stand for clockwise and counterclock­
wise, respectively. 

GENERAL ARCHITECTURE 

The models belong to the class of multilayer feedfor­
ward networks trained by backpropagation (see Rumel­

hart, Hinton, & Williams, 1986). The reason why simple 
multilayer feedforward networks were selected for the 
present models lies in the fact that there is as yet no firm 
knowledge regarding the neural substrate of path inte­
gration in mammals. Although the neural architecture 
accounting for path integration in mammals is slowly re­
linquishing its secrets, even the most advanced research 
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on the topic of the underlying architecture (McNaughton 
et aI., 1996; Samsonovich & McNaughton, 1997) re­

mains speculative. 

I therefore chose to resort to a general class of net­
works that are based on a training rule that, although bi­

ologically implausible iftaken at face value (Crick, 1989; 

Sharkey, 1990), may nonetheless converge toward solu­

tions similar to those realized in central nervous systems 

(Crick, 1989; Lockery, Wittenberg, Kristan, & Cottrell, 

1989; Zipser & Andersen, 1988). 

Since multilayer feedforward networks are universal 

approximators (Hornik, Stinchcombe, & White, 1989), 

any such (sufficiently large) network should be able to 

compute the function(s) underlying path integration. 

However, the nature of the task and the imbedded con­

straints (in particular, those stemming from the architec­

ture chosen and from the size ofthe network, which may 

be suboptimal) will lead the network being trained to­

ward a particular solution. A study of such a solution may 

then provide information pertaining to the nature of path 

integration as seen from the vantage point of this partic­

ular neural computing device. 
In order to apply the general architecture of multilayer 

feedforward networks to the problem at hand, I followed 

a method similar to Sharp'S (1991), whereby, on the one 
hand, I used neurobiologically plausible assumptions to 

define how the activity patterns in the network would 

represent the positional and movement information, and, 

on the other hand, I built a simulated environment and a 

simulated animal in it whose behavior would indicate 

whether the simulation attempt had been successful. The 
characteristics ofthe chosen environment, the simulated 

animal, and the task it was to perform were directly in­

spired by a set of experiments carried out on hamsters in 
our lab. 

MODELl 

Path Integration Within an 
Animal-Centered Polar Coordinate System 

At the core ofthe model lies a single layer of units, some 

of them representing the position of the target relative to 

the animal and others encoding information about the 
movement ofthe animal. The represented position of the 

target must be updated when the animal moves. This is 

realized by having both classes of input (regarding posi­

tion and movement) converge into a computational struc­
ture (two hidden layers, which provide computational 

power to the network) and produce a common output in 

an output layer, which then represents the new position 

of the target, based on its old position and on the move­

ment (see Figure 1). Specific details about the represen­

tation chosen can be found in the following sections. 

Units Encoding Movement Information 
Three units encode the characteristics of the current 

step. For simplicity, it shall be assumed that the informa­

tion on the current step is obtained through the efference 

fwd 
~ 

left 0iI right 

movement , 

prediction about , 
distance directi6n 

[!]00 
[!] ~ 

0~111 

distance direction 

at current step 

Figure 1. Model I, embodying path integration in polar, animal­
centered coordinates. In the lower (input) layer, three units (at 
left) encode the values for the current step (step length, angle of 
left or right rotation), eight units (center) encode the current dis­
tance to the target (starting point of the outward journey) in a 
distributed fashion (units are displayed on a diagonal scale: the 
higher the point of maximal activation, the larger the distance), 
and eight units (at right) encode the current direction to the tar­
get, also in a distributed fashion (units are displayed on a compass 
rose, withforwardtoward the top ofthe figure). The shape ofthe 
groups of units is for legibility only and has no meaning or effect 
in the network; neither has the order of the units. The upper (out­
put) layer contains two groups of eight units, whose pattern of ac­
tivity should anticipate, respectively, the distance and direction to 
the target after the current step has been executed. The two inner 
layers give computational power to the network. The arrows show 
the pattern of connections between groups of units: in groups 
linked by arrows, every unit in the origin group is connected to 
every unit in the destination group. Above the first inner layer, 
the pathways for distance and direction are segregated. To per­
form path integration on more than one step, the network is 
folded over itself-that is, output values for step n are used as 
input values in step n + 1. At the time shown, the target lies be­
hind and to the right of the simulated animal, which is about to 
perform a step with both forward movement and a rotation to the 
right (i.e., cw). 

copy (von Holst & H. Mittelstaedt, 1950) of the motor 

commands issued from the motor centers rather than 
through proprioceptive or exteroceptive information. 

One unit stands for forward movement, the other two for 

(respectively) left (ccw) and right (cw) rotation. This dis­

sociation of movement into translational and rotational 

components reflects observations of a similar dissociation 
into polar components in the nervous circuitry control­

ling head movement in the barn owl Tyto alba (Masino 

& Knudsen, 1990) and in the cat (Glassman, 1983), as 

well as whole-body movement in the frog Rana pipiens 

(Kostyk & Grobstein, 1987; Masino & Grobstein, 1989) 



PATH INTEGRATION WITHOUT A REPRESENTATION OF DISTANCE 25 

and in the rat (Chen, Lin, Green, Barnes, & McNaughton, 
1994a, 1994b). All three units have linear responses pro­
portional to the magnitude ofthe rotation and translation 
during the current step (for details, see the Appendix). 

Units Encoding One Polar Coordinate 
Each ofthe two polar, animal-centered coordinates of 

the target (direction and distance) is encoded in a group 
of eight units. (Any number beyond two may have been 
used; the choice of eight results from a compromise be­
tween precision of encoding, as tested in pilot experiments, 
and computational speed.) Every unit encodes one pre­

ferred, or nominal, value of the coordinate, to which it 
maximally responds (e.g., one of the directional units 
maximally responds when the origin is at 0 or straight 

forward, another when the origin is 45° to the left, and so 
forth; one of the distance units maximally responds when 
the target is at distance 0, another when it lies at distance 
100, and so forth). The response function of every unit 
is triangular and decreases linearly as the value of the 
coordinate moves away from the preferred value, until the 
response reaches a resting (minimal) level (for details see 
the appendix). Because of the broad sensitivity range of 
the units, there will always be more than one ofthem (nor­
mally, three to four for each coordinate) activated above 
resting level. 

The preferred values of the units are chosen so as to 
provide regular coverage of the whole range of directions 
and distances required (e.g., the preferred directions of 
the direction units are distributed evenly over 360°). 

This value encoding (Ballard, 1986, 1987), spread over 
a number of units with large, overlapping sensitivity 
ranges, is a very efficient way of representing a contin­
uous variable with arbitrary precision in a limited number 
of units. This encoding scheme is well-known as coarse 

coding (Hinton, McClelland, & Rumelhart, 1986). Coarse 
population coding, moreover, is relatively insensitive to 
noise in the response of single neurons (Sejnowski, 1988). 
Examples of such encoding in the nervous systems of 
animals are very common. For example, in the auditory 
map of the bat, the distance to the prey is encoded in dis­
tributed fashion: it generates an activity peak with a ra­
dius of 1,500 neurons (Baldi & Heiligenberg, 1988). 

The triangular response curve ofthe units reflects that 
observed for the head direction cells in the rat's post­
subiculum (Taube, Muller, & Ranck, 1990) and anterior 
thalamic nuclei (Taube, 1995): Those cells respond max­
imally when the rat's head lies in a particular direction in 
the horizontal plane, and their response decreases almost 
linearly to the resting level over approximately 30°-70° 
when the head direction changes (i.e., their sensitivity 

range covers some 60° to 140°). Finally, the isotropic dis­
tribution of preferred directions reflects the isotropic 
distribution of the preferred directions observed by the 
same authors for the head direction cells. The regularly 
spaced preferred distances of distance units and their tri­
angular response curve were chosen by analogy. 

Thus, units for direction and units for distance were 
similar in all respects, except, of course, that the activa­
tion pattern in the former would change as the direction 
to the target changed, whereas the activation pattern in 

the latter would change as a function of the distance be­
tween the animal and its starting point. 

Units of the Computational Multilayer Structure 
The output responses of the movement units and polar 

coordinate units converge on a two-layer computational 
structure (hidden layers) that provides computational 
power to the network. The response of each unit in this 
structure is a nonlinear, sigmoid function of the sum of 
its inputs (see the appendix), similar in its shape to the 
gamma distribution of the integral of the interval between 
neuronal spikes (see Hanson & Burr, 1990, p. 475). Its two 
26-unit layers are actually divided into two half-layers 
each. Beyond the first layer, where they are merged to­
gether, the signals pertaining to distance are segregated 
from those pertaining to direction. This architecture was 
chosen in order to reduce the crosstalk between the two 
subtasks (see Jacobs, Jordan, & Barto, 1991; McClelland, 
1986) by partially isolating one coordinate from the other 
(see Plaut, Nowlan, & Hinton, 1986). In pilot experiments 
(Maurer, 1993), this architecture yielded better results 
than did globally similar architectures where the signals 
were not kept separate. 

Output Units 
The output layer of the network, as mentioned, repre­

sents (predicts) the new position of the animal after the 
step has been completed. Hence, this layer replicates the 
input layer, except that it lacks the three units encoding 
the movement of the animal. The units of this layer, like 
the units of the hidden layers, respond only as a function 
of the activation arriving through their connections, and 
their transfer function is also sigmoid. 

Training ofthe Networks 
Training of the network is realized in a step-by-step 

procedure by means of backpropagation (Rumelhart 
et aI., 1986). The simulated "hamster" is first randomly 
displaced to a point in a disk of 500-cm radius around the 
origin. This radius was chosen so that the system may be 
trained for the full range of distances (0-500 cm) a ham­
ster could experience between any two points in the arti­
ficial environments of our lab (the largest dimension is 
the diagonal of the square arena mentioned below, equal 
to 500 cm). Next, the body axis of the simulated animal 
is randomly oriented; the units representing position in 
the input layer are set to the correct values of activation 

for that position, and the units representing movement in 
the same layer are set to the values corresponding to the 
current, randomly chosen step. Now, activation is for­
ward-propagated through the network, the current step 
is executed, and the output of the network is compared to 
the correct values of activation corresponding to the new 
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position. The errors are then propagated back into the 
network, and the connections are adjusted. As hinted be­
fore, this "learning" procedure is not meant to simulate 
any specific learning process in the animal but to see 
how the problem at hand is decomposed and solved by a 
neural-like computing device. To cite Kohonen (1988, 
p. 250), "Learning in this context means improvement of 
the system performance, in the sense of some criterion, 
relating to use." However, backpropagation is a special 
case of the Robbins-Monro stochastic approximation 
procedure (Robbins & Monro, 1951; White, 1989), and 
it will extract statistical information from the problem 
space, which is what an adapted organism is supposedly 

able to do. 
Ten replicates of the network, with connections set to 

different initial random weights, were run 400 times each 
over a data set of2,500 different position-movement pairs. 
The learning rate and the momentum term were chosen 
as 0.1 and 0.9, respectively, following pilot experiments. 
After this initial training, the residual error of each of the 
trained replicates was assessed by running them for an­
other 250 random steps and computing the average error 
in direction and distance over those 250 steps. The best 
replicate was then trained a further 5,600 passes over the 
same data set. This lengthy procedure was chosen because 
it created a smooth learning curve toward an asymptote 
that was the performance limit of the network, while at 
the same time minimizing the chances of getting caught 
in an early local minimum. 

During one simulation cycle, the activation pattern in 
the position units (encoding the target location in animal­
centered coordinates) and the activation pattern in the 
movement units (encoding the change in orientation and 
the linear displacement of the current step) are propagated 
forward in the network. The units in the output layer will 
be activated as a result ofthis, and their pattern will cor­
respond to the network's estimation of the position of the 
target (direction and distance to the animal) after the cur­
rent step. This is formally equivalent to a one-step-ahead 
prediction (Weigend, Huberman, & Rumelhart, 1990). 
What is needed, however, for continuous path integration 
is a dynamic memory loop yielding an iterated predic­

tion. To that end, the trained network isfolded, and the 
position units of the output layer and of the input layer 
become one. That is, the output of the network is fed 
back to the network before the next step, then combined 
with the movement input for that step. The network, after 
an initialization to the correct positional values, can then 
compute iteratively the position of the target on the basis 
of the movement information alone. This embodies the 
integration process into a dynamic memory loop, simi­

lar to Jordan's (1986) sequential (recurrent) network ar­
chitecture or to Kamath and Keller's (1976) model of the 
integration in the vestibulo-ocular reflex. Similar ideas 
for a dynamic memory loop can be found, for example, 
in Reeke, Sporns, and Edelman (1990) and can also be 
traced back to the pioneering work of McCulloch and 
Pitts (1943). Little is known about such memory loops in 

the animal. Mormyrid fish, however, seem to rely on such 
a dynamic memory loop to update electrosensory infor­
mation (Heiligenberg, 1991). It has also been suggested 

(Blair & Sharp, 1995) that a thalamocortical circuit may 
integrate angular head movement to compute geocen­
tered head direction in much the same kind of memory 

loop. 

Comparing the Performance ofthe Networks 
With That of Hamsters 

The performance of the trained network, which trans­
lates into the capacity to correctly update its representa­
tion of the position of the starting point, was evaluated 
by replicating, in a simulated environment, two series of 
experiments on real hamsters (see Etienne et aI., 1988; 
Seguinot et aI., 1993). In these experiments, the hamster 
(Mesocricetus auratus W) inhabited a round (diameter, 
220 cm) or square (side, 355 cm) arena and established 
its quarters and its granary in a constantly accessible nest 
peripheral (round arena) or internal (square arena) to the 

arena. During each experimental trial, the hamster was 
induced to leave the nest and follow a bait until it reached 
a pile of food (hazelnuts). The hamster then pouched the 
food and started its return path toward the nest-granary, 
where it deposited the food. The experiments took place 
in a fully darkened room, the bait being made visible to 
the hamster by a very dim light-emitting diode located on 
it. To the fully adapted human eye, the light emitted by 
this diode did not even allow the hamster to be seen, much 

less the surrounding environment. Infrared lighting in 
the room and an infrared camera located centrally above 
the arena allowed the animal's movements to be recorded. 
Other precautions were taken to prevent the animal from 
using acoustical, olfactory, or tactile cues. The animal's 
use of geomagnetic cues had been ruled out by a previous 
series of experiments (for all experimental details and 
procedures, please refer to the original papers). 

In one series of experiments (round arena; Etienne 
et aI., 1988), the hamster was made to walk a circular path 
around the food (three full revolutions) before being given 
access to it. In the second series of experiments (square 
arena; Seguinot et aI., 1993), the hamster had to follow an 
L-shaped outward journey from the nest to the food. These 
experiments were considered for simulation because the 
former lays stress on the computation of rotations and 
the latter on the computation of distances. 

I built a simulated animal able to move in a two-dimen­
sional space that was featureless except for a starting point 
(the "nest"), which could be "perceived" only while the 
simulated animal was in contact with it. The animal could 

be positioned anywhere in the simulated environment, it 
could be made to follow specific paths, and it could also 
be directly piloted by the output of the network. 

The physical dimensions are obviously arbitrary in a 
simulated environment. Therefore, to allow easy com­
parisons, the relevant elements (environment size, ani­
mal size, nest size, path size, translational and rotational 



PATH INTEGRATION WITHOUT A REPRESENTATION OF DISTANCE 27 

step sizes) were scaled in proportion to their laboratory 

counterparts. 
To perform the simulations, videotaped hamster paths 

were digitized and transformed into sequences of appro­
priate "motor" commands for the simulated animal. Thus, 
in the simulated environment, the paths followed by the 
animal were identical to the paths imposed on the real ani­
mals by having them follow baits. The digitization steps 
(and hence the steps made by the simulated animal) cor­

respond to a maximum length of3 cm in the real environ­
ment, about equal to the stride length of slowly moving 
hamsters, as shown by tracks left in the sawdust substrate 

of the arenas. 
The correct direction and distance to the target were ini­

tialized in the network when the animal "left its nest." 
Thus, the network direction was initialized to "straight 
behind," and the network distance was initialized to the dis­
tance between the center of the nest and the point where 
the animal lost contact with it (10 cm in the round arena 
and 20 cm in the square arena). After initialization, the 
only external inputs received by the network were the ac­
tivations of the movement units, corresponding to the 
digitized path and possibly different for every step. At 
each step, the activations in the output layer were copied 
back to the corresponding part of the input layer (dy­
namic memory loop). At the end of the outwardjourney, 
a vector was computed from the pattern of activations in 
the output layer (see the appendix). This vector originated 
at the final position of the animal and ended at the target 
position computed by the network. The differences in di­
rection and length between this vector and the correct 
position vector were computed. Since the real animals' 
estimate of direction could be observed but not their es­
timate of distance (unless hamsters are cued by some sig­
nal-e.g., olfactory markings on the ground-they usu­
ally do not stop in their tracks after covering the correct 
distance to the goal to which they have been trained; see 
Etienne et aI., 1998; Seguinot et aI., 1993), only the di­
rectional errors of the network are reported here and com­
pared by means of Hotelling's confidence ellipse (Bat­
schelet, 1981) to the corresponding values found for the 
real hamsters. 

Results 

The first notable result of the training process was that 
the folded network, as expected, came to embody a dy­
namic memory loop for each coordinate. In both groups 
of units, a single, stable bump of unit activity (distrib­
uted over two to four neighboring units) appeared and re­
mained present during the iteration of the network. In ef­
fect, the network, once folded, generated two activity 

bumps or packets (see Samsonovich & McNaughton, 
1997), each representing the current value of one of the 
coordinates. As was the case in Samsonovich and Mc­
Naughton's simulations, the activity bumps resulted di­
rectly from the dynamic properties of the whole system, 
since they appeared over the course of a few iterations 
even if the network was initialized with random activity 

Figure 2. The shape of an outward journey involving three 
clockwise revolutions plus an additional 90° arc, as digitized from 
an actual videotaped hamster track (for clarity, the different rev­
olutions have been slightly separated). There were four types of 
journeys with either cw or ccw main rotations and either cw or 
ccw additional 90° arcs. This was meant to prevent the hamster's 
learning to associate the final position of its body axis with the di­
rection to the nest. For the analysis, however, the journeys with cw 
and ccw additional 90° arcs were collapsed together. Corre­
spondingly, there were four types of simulated outward journeys, 
with differing final parts, and the vectors for cw and for ccw final 
parts were averaged, as was the case with real hamsters. 

(in this case the coordinate values represented by the 
bumps were, of course, arbitrary). In the absence of any 
movement input, the bumps slowly drifted away from 
their initial positions. 

Three Revolutions 
Figure 2 shows the shape of one videotaped outward 

journey (one straight leg, three revolutions clockwise 
around the arena center, followed by an additional 90° 
arc, a left turn of 90°, and finally a straight leg to the cen­
ter of the arena). Figure 3 shows the average return direc­
tions of 6 hamsters, each of them tested 15 times in cw 
and 15 times in ccw rotations (the letters identify the dif­
ferent individuals). Figure 4 shows the directions com­
puted by the trained network for the same outward jour­
neys. It can be seen that, despite the small number of 
processing elements, the network computes the return di­
rection with a precision similar to that of hamsters after 
a three-revolution outward journey. In one direction of 
turning, the rotations of the simulated animal are very pre­
cisely summed up, and the vector correctly points within 
a few degrees of home. In the other direction, the summa­
tion is not as good, but the resulting error remains close 
to the largest error made by the real animals. 

This asymmetry in the computations cannot be easily 
explained. Although this is very improbable, the asym­
metry may be due to some asymmetry during training or 
to some bias in the initial random distribution of weights 
of the network. On the other hand, the asymmetry may in­
dicate that the network has difficulties in optimizing all 
the facets of the computation at the same time and that 
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Figure 3. The average return directions of 6 real hamsters, each 
ofthem tested 15 times in clockwise rotations (hatched arrows), 

and 15 times in counterclockwise rotations (solid arrows). The 
letters identify the different individuals. Data are from Etienne 

et al. (1988). 

Figure 4. Simulation runs. The direction to the target as com­
puted by network of Model I at the end of the four different cir­
cular outward journeys. The simulated animal was made to fol­

low the different tracks (hatched lines). Upon losing contact with 
the nest (rectangle to the left of figure), the network was initial­

ized to the correct values of activation corresponding to the ani­
mal's position. It then computed the homing vector iteratively, on 

the basis of movement information only. At the end of each out­
ward journey, the homing vector was computed from the pattern 
of activations in each group of coordinate units and printed (thin 

radial lines). CW (resp. CCW) indicates the return vectors com­
puted at the end ofthe two journeys involving cw (resp. ccw) rev­

olutions. Compare with the real-animal data of Figure 3. 

it used its limit~d power to solve only part of the task 
(namely, updating for ccw turns rather than for cw turns). 
Similar, unexplained asymmetries can be observed in the 
responses of individual hamsters (see, for instance, ani­
mals band d in Figure 3). 

For the statistical assessment of differences between 
the orientation of the simulated and real animals, it was 
necessary to get rid of the asymmetries. This was done 
by averaging values corresponding to cw and ccw simu­
lated outward journeys (after the required sign changes). 
The resulting mean was compared to the average homing 
vectors of the sample of hamsters by means of Hotel­
ling's confidence ellipse. For journeys involving a rota­
tion around the arena center, the difference was found to 
be nonsignificant (see Table 1, column Model I). 

L Shapes 
Figure 5 shows the (idealized) shape of all L-shaped 

outward journeys and the corresponding average return 
directions of 5 hamsters, each tested three times for each 
type of outward journey (except for the shortest L shapes, 
which were replicated in another part of the arena, giv­
ing rise to 2 X 3 measures). 

Figure 6 shows the corresponding directions computed 
by the network. It can be seen that, in this case also, rather 
strong asymmetries affect the computed homing vector 
as a function of the shape of the outward journey. In the 
left part of the figure, while the animal proceeds along 
the second leg of the journeys, the network seems to up­
date the direction of the homing vector in a rather regu­
lar fashion, although not fast enough to keep it aligned 
with the target. In the right part of the figure, correspond­
ing to a clockwise forced turn, only two vectors out of 
three seem to have been rotated during the second leg of 
the journey. Again, this could be taken as an indication 
that the task was difficult for the network, which possi­
bly oscillated between the different variables it tried to 
incorporate into the update function. 

In a two-coordinate path integrator, errors in one co­
ordinate will necessadly cause subsequent errors in the 
other coordinate. There was a small correlation (r = .453) 
between absolute errors in distance and absolute errors 
in direction in the 10 situations in which Model I was 
tested. This suggested that direction might be computed 
better without any representation of distance in the net­
work. The idea is that, in some cases, it may be better to 
have no information at all than to have erroneous infor-

Table 1 
Orientation Error (in Degrees) of Return Vectors of 
the Network of Model I (Bicoordinate, Trained Over 
a 500-cm Disc), Model II (No Distance Coordinate, 

Trained Over a 500-cm Disc), and Model lIb 
(No Distance Coordinate, Trained Over a 200-cm Disc), 

Compared With the Orientation of Real Hamsters 

Journey Hamsters Model I Model II Model lIb 

3 rev. 25.0 25.7t 8.1 * 32.4t 
1m-1m 11.5 23M -19.0t 0.7t 

1m-2m 0.2 -13.5* -18.3t 3.5t 
2m-1m 20.2 -12.9t -3.2* 16.lt 

Note-The data for cw and ccw forced turns have been collapsed to­

gether after the required sign changes. The significance of the difference 
has been assessed by means of Hot elling's confidence ellipse. *p < .05. 
tp < .01. :n.s., p > .05. 
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Figure 5. The six different L-shaped outward journeys (ideal­
ized shapes), and the corresponding average return directions of 
real hamsters. The nest is shown to scale as a large circle. The an­
imal was led along the L (i.e., first from the bottom of the figure 
toward the top, then along a horizontal line ) by means of a baited 
spoon to the food located at the end ofthe second leg (black dots). 
The length of the segments is 1 m. The arrows show the average 
return directions of a group of 5 hamsters (for the two I-m-l-m 
situations, each animal was tested twice, in different parts of the 
arena-hence the double arrow). Each animal ran three times 
every type of journey. Data are from Seguinot et al. (1993). 

mation. To test this quite counterintuitive hypothesis, an­
other model network was devised, which contained no 
units representing the distance to the target. 

MODEL II 

Path Integration Without a 
Representation of Distance 

In contrast to Model I, Model II (see Figure 7) was com­
pletely devoid of the two eight-unit groups (one in the 
input layer, the other in the output layer) representing the 
distance to the target. As the required task was simpler 
(only one polar coordinate to update; no crosstalk), fewer 
computational units were used in the hidden layers, in 
order to speed up the simulations. The number of units 
in the hidden layers (15 per layer) was chosen so that the 
network would total half the number of connections of 
Model I. In all other respects, this model was similar to 
Modell. In particular, the training took place in exactly 
the same way. 

Results 

Three Revolutions 
Figure 8 shows the average directions computed by the 

network after an outward journey comprising three cw or 
ccw revolutions. It can be seen that after a three-revolution 
outward journey, the network computes the return direc­
tion with a precision significantly better (see Table 1, col­
umn Model II) than that of the hamsters, despite its very 
small number of processing elements. In the present case, 
the absence of distance units is oflittle consequence, since 
the outward journey is mostly circular and ends at a point 
aligned with the original direction of the animal exiting 
from the nest; so, the geometric problem of returning home 
could be solved by keeping a count of rotations only (equiv-

alent to maintaining an inertial-or other-compass). It 
is, then, hardly surprising that the simulated animal 
keeps its homing vector within a few degrees of the home 
direction. 

LShapes 
The case ofL-shaped outward journeys is more inter­

esting. In this case, the second leg of the journey is or­
thogonal to the direction ofthe animal when it leaves the 

nest, and this geometry would fool an attempt to return 
by means of compass like information only. Contrary to 
what may be expected considering that the network was 
built without a representation for distance, it can be 
plainly seen in Figure 9 that the network does a fair job 
of progressively correcting the direction of the target as 
the simulated animal proceeds along the second leg of 
the journey. 

The overall precision of the computation performed by 
the networks in these different types of outward journey 
is then roughly comparable to that performed by real 
hamsters, despite the very small number of neural-like 
processing units involved and an architecture missing 
any form of representation of distance (homing errors in 
the range of3°-19°, as compared with that of 0°-25° for 
hamsters). Each single situation, however, showed sig­
nificant differences, indicating that, besides the superfi­
cial similarity, the network followed different rules (see 
Table 1, column Model II). Still, it must be emphasized 
that the direction to origin is updated as the animal moves 
orthogonally to the first leg of the journey, although there 
is now no explicit representation of the distance to the 
target in the network. 

A closer analysis of the simulation runs reveals that, 
whenever the simulated animal is following the second 

Figure 6. Simulation runs. The direction to the target as com­
puted by network of Model I at the end of each type of L-shaped 
outward journey. The simulated animal was made to follow six 
different L-shaped tracks (hatched lines). Upon losing contact 
with the nest (large circle toward bottom of figure), the network 
was initialized to the correct values of activation corresponding 
to the animal's position. It then computed the homing vector it­
eratively on the basis of movement information only. At the end 
of each outward journey (small circles), the home vector was com­
puted from the pattern of activations in each group of coordinate 
units and printed. Compare with the real-animal data of Figure 5. 
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Figure 7. Model II, a network without units representing dis­
tance to target. Since it contains only direction units, the network 
has only one pathway, and its total number of connections is set to 
halfthat of Model I. For further explanations, see Figure 1 and text. 

leg of a journey, it behaves as if it were trying to update 

the direction to the target as a function of its progression 

and of a single, fixed distance, somehow built into the 

network. A simple geometrical estimation allows us to 

reckon that distance: the intersection of the return vec­

tors with the y-axis (collinear with the first leg of the 

journey) lies at a distance of, on average, 250 cm from 

the second segments of the corresponding outward paths 

(those segments that are horizontal on the figures). This 

implies that the network has recorded, in the process of 

training, a single distance that is something like the av­

erage of all distances it had been exposed to during the 

training phase. As was said before, during training, the 

simulated animal was placed randomly and with a con­
stant density over a disk of 500-cm radius around the tar­

get. The average distance to the target will then be 333 cm 

and not 250 cm. Therefore, the information the network 

seems to have extracted from the situation is the median 

of the range of distances to which it was submitted. 

In order to verify this, the best replicate of the same 

network was trained again, with the same procedure, ex­

cept that the training set corresponded to positions within 

a 200-cm radius (2.5 times shorter than before). In this 

case, the median of the range of distances was, of course, 

100 cm. After training, the network (which will be re­

ferred to as Model IIb) piloted the animal, using the same 

rule as before (update vector along the second leg, with­

out taking heed of the actual length of the first leg), but, 

this time, the fixed distance learned by the network was 

obviously 2.5 times shorter than before (see Figure 10). 

It may be noted that, with a radius set to 200 cm, the sur­

face (12.6 m3) covered by the training set was equal to 

the surface of the square arena used in hamster experi­

ments involving L-shaped journeys. 

Ifone compares the results of the simulation, as shown 

in Figure 10, with the real-hamster data of Figure 5, two 

things are obvious. First and foremost, the striking sim­

ilarity between the network's performance and the ham­

ster's (no significant differences; see Table 1, column 

Model IIb) suggests that the hamsters' orientation ob­

served in this particular situation may well be explained 

by a process similar to the one at work in this network. 

By and large, the simulated animals compute the re­

turn vector by taking into account the distance they are 

made to walk along the second leg of the journey, whereas 

the distance along the first leg is not actually taken into 

account but is replaced by a fixed distance of about 1 m. 

This translates into the fact that the return directions after 

I-m-I-m journeys are correct, but that after 2-m-l-m 

journeys, they are roughly parallel to the former and hence 

incorrect. If one assumes that a similar process underlies 

the orientation of the hamsters, what is the fixed distance 

learned by the animals? If one applies to the real hamster 

data the same geometrical analysis that was carried out 

on the simulated returns, one finds that the animals seem 

to have recorded a fixed distance of slightly less than 1 m, 

very close to the data of Figure 10. Could it be that, at least 

in the experimental situation described here, the animal 

somehow evaluates the surface of its artificial home range 

and computes a best-fit distance on that basis? Or does 

it perhaps record the range of possible distances during 

its training? Hamsters have to be familiarized with the ex­

perimental task before the actual experiments can begin, 

so they may have the opportunity to extract the required 

information at that moment. 

Although such a device would be an elegant and eco­

nomical way to solve the problem of orienting by path in-

Figure 8. Simulation runs. The direction to the target as com­
puted by the network of Model II (without a representation of 
distance) at the end ofthe four different circular outward jour­
neys (thin radial lines). For further explanations, see Figure 4. 
Compare to the real-animal data of Figure 3. 
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Figure 9. Simulation runs: the direction to the target as com­
puted by the network of Model II (without a representation of 
distance) at the end of each type of L-shaped outward journey. 
For further explanations, see Figure 6. Compare with the real­
animal data of Figure S. 

Figure 10. Simulated L-shaped outward journeys for the net­
work of Model lIb (without a representation of distance), trained 
over a smaller disk, equivalent in surface to the square arena. The 
figure shows the direction to the target, as computed by the net­
work when it has reached the end of every type of L-shaped out­
ward journey. For further explanations, see Figure 6. Compare 
with the real-animal data of Figure S. 

tegration in our reduced experimental setting (where im­

precise returns cause no negative consequences, except 

that the animal will then take slightly longer to reach the 

nest), the critical experiments to prove this post hoc hy­

pothesis have not yet been done. 

DISCUSSION 

The models presented here resort to a simplified but 

fairly realistic subset of general neural properties (acti­

vation of units as a function of inputs, propagation ofac­

tivation through connections, divergence and convergence 
of connections, a rule-extracting training process). These 

neural properties are coupled to more specific ideas about 

possible underlying architectures (distributed, nontopo­

graphic representation of spatial variables and recurrent 

connections) in order to realize path integration in an ego­

centered polar coordinate representation. The simulations 
show that such an architecture can generate a dynamic 

memory for spatial position. Iteration of the networks on 

the basis of movement information alone-that is, with­

out correction from the environment-produced a run­
ning computation of a home vector, roughly similar to path 

integration as observed in hamsters tested in total dark­

ness, whereby the values encoded in the dynamic memory 

changed in accordance with the movement ofthe animal. 

The dynamic memory of the trained system took, as 

expected, the form of self-sustained activity bumps in each 
of the polar coordinate unit sets. As is the case in Sam­

sonovich and McNaughton (1997), the activity bumps 

stemmed directly from the global dynamics of the sys­
tem, contrary to Hartmann and Wehner (1995), where 

the activity bumps (actually not bumps but sectors) re­

sult from local connections between units. Whereas 

Hartmann and Wehner had to resort to a highly con­

strained architecture in order to implement the various 

elements of path integration, the models presented here 

have minimal architectural constraints as regards the 

connections between units. In particular, Hartmann and 

Wehner assumed that vector information is encoded in 

neural maps where anatomically neighboring neurons 

represent similar values and the anatomical proximity of 

the neurons influences the way they are connected. Such 

vector maps may exist in ants, but they have yet to be 

found. In contrast, connection schemes independent of 
neuronal proximity are known to exist in rodents, where 

both the head direction cells and the place cells repre­

sent space in nontopographic fashion (see McNaughton 

et aI., 1996). 

With those indications in favor of a geocentered rep­

resentation for space in rodents (especially as evidenced 

by the existence of head direction cells, which provide 
the nervous system with the equivalent of an inertial­

hence geocentered-compass), one may wonder why an 

egocentered representation was chosen for the present 
models. Indeed, in light of the current knowledge about 

the neuroanatomy and neurophysiology of rodents, it 

would seem that the most plausible candidate for a path 

integration scheme would be the map-based path integra­

tion (MPI) class of models, as advocated by Samson­

ovich and McNaughton (1997), since all the necessary 

building blocks have been identified in the hippocampus 

and related structures. Such an MPI scheme implies a 

geocentered coordinate system. However, the differences 
between an MPI and a naive path integration scheme may 

be subtle and, therefore, hard to distinguish by behav­

ioral tests. 

Moreover, although this is unlikely, it might be that the 

head direction cells actually encode the egocentered di­

rection to the starting point of path integration, but in a 
context where the animal thinks it is very far away from 

this starting point. One could, for instance, assume that 

the animal sets its path integrator to zero in its home cage 

when it is taken out of it. Then, when the rat is passively 

carried to the experimental setup located in another room, 

it may be induced to update its path-integrated position 

on the basis of a large distance value, in effect transform­

ing egocentered direction to the nest into a geocentered 

compass within the experimental space. The difference 

is subtle and may have been overlooked. An easy way to 

test this would be to carry the animal to two identical re-
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cording rooms devoid of orienting cues, located in op­

posite directions with respect to the home cage. If the 

head direction cells code for geocentered head direction, 

their response will be roughly parallel in the two environ­

ments; if, on the contrary, they encode egocentered home 

direction, they should respond with a 180° phase shift. 

At any rate, path integration as behaviorally observed 

in real animals does not easily fit into the current MPI 

picture. Neither spiders, nor ants, nor bees, nor hamsters, 

nor dogs, nor humans behave as though their path inte­

grator were affected by simple drift. It is only in theoret­

ical models (see, e.g., Benhamou et aI., 1990) that the 

path integrator behaves as if it were affected by a random 

drift; in practice, it does not. 

Besides these theoretical considerations, perhaps the 

most striking (and counterintuitive) result of those sim­

ulations is that the model closely replicated the behavior 

of hamsters (progressively updating the homing vector 

along the second leg of L-shaped journeys) only when it 

had been deprived of the possibility of explicitly repre­

senting the distance to the target. In addition, changing 

the training procedure so that the area over which the 

network was trained reflected the overall area (not linear 

dimension) of the real hamsters' arena again improved 

the fit of the model to the observed data. 

Although, as mentioned above, a number of species in 

unrelated taxa show patterns of errors after L-shaped out­

ward journeys that are similar to those reported here for 

hamsters (they also behave as if they underestimate the 

first leg of the journey), care should be taken not to con­

fuse the issue. If all of these results were to be explained 

in terms of the hypothesis presented here, such errors 

would mean that, in every experiment, the constant value 

used by the path integrator was shorter than the actual 

length of the first segment of the path. Although there 

are not many such experiments, it is unlikely (although 

not impossible) that this was the case in all of them. More 

to the point, ants (one of the species tested) are known to 

measure distance fairly precisely, mainly by means of 

optic flow (Ronacher & Wehner, 1995), and to use it in 

path integration (a striking example can be found in 

Wehner, 1982, Figure 7). A model of path integration 

without distance representation would hardly make sense 

for this species. Moreover, the errors observed in ants 

have satisfactorily been explained (Muller & Wehner, 

1988) by assuming that distance and direction are both 

represented but are updated by an approximate algorithm. 

However, as pointed out by Maurer and Seguinot (1995), 

the errors observed in mammals do not follow exactly the 

same scheme and need a different explanation. The pre­

sent simulations only purport to account for path inte­

gration as observed in hamsters (and possibly for other 

mammals). 

There are some indications, beyond the data consid­

ered here, that hamsters and other mammals may some­

times resort to simplified rules for the evaluation of dis­

tance in path integration. In a series of experiments that 

also took place in darkness (Etienne et aI., 1988), the ham-

ster was lifted in a box above the arena floor immediately 

upon exiting from its nest. The arena was then shifted 

under the box, until the arena center was under the box. 

The box was then turned by 90°, and lowered onto the 

arena surface, and the animal was released. In these con­

ditions, the outward journey was limited to the walk be­

tween the nest and the end wall of the box, so path inte­

gration should have indicated a very short distance 

(some 20 cm). The animal could then have been expected 

to slow down after it had covered that distance. In real­

ity, however, all of the animals tested ran the full distance 

to the arena wall without the slightest hesitation. Thus, 

they obviously had learned that the usual distance they 

were required to run was 1 m or more. It may be concluded 

that they kept a running record ofthe rotations needed to 

compensate for the rotations experienced in the box but 

did not keep, or at least did not use, a record of the out­

ward distance they moved. 

Perhaps more to the point, golden hamsters (as men­

tioned above) need to be cued by external stimuli in order 

to stop at a goal toward which they are homing by means 

of path integration. This was shown by experiments (Eti­

enne et aI., 1998) in which the hamster was led by dif­

ferent indirect routes (made of a peripheral section fol­

lowed by a partial crossing of the round arena) to a goal 

(some food buried in the sawdust substrate) located 

halfway between the periphery and the arena center. The 

training proceeded until the animal could go unassisted 

from the periphery to the goal. This training phase was 

expected to provide the animal with a memorized nest-to­

goal vector, which the animal could then reel up through 

path integration in order to zero in toward the goal. In 

transfer trials, the food was removed, and the arena was 

cleansed, in order to erase possible olfactory traces where 

the food had been. The animal was then led along a new 

peripheral route and released. In many cases, the hamster 

chose the correct direction and, hence, actually walked 

over the place where the food should have been. This in­

dicates that path integration could indeed provide the an­

imal with rather accurate directional information. In al­

most no case, however, did the animals actually stop at 

(or search around) the correct location. As soon as some 

olfactory or tactile information was added (e.g., by the 

experimenter's touching the sawdust substrate), the ani­

mals stopped and searched. This need for an external 

confirmation could be a direct consequence of the ab­

sence of accurate distance information postulated in the 

present models. 

There are examples on a much larger scale. Bovet 

(1984) showed that gray squirrels passively displaced way 

beyond their home range are able, in some conditions at 

least, to orient toward the home range. However, after 

they have covered a distance roughly equivalent to the 

size oftheir home range, they turn back and return to the 

release point, from which they initiate another search path 

in another direction. This shows that they know some­

thing about the average or maximal distance that makes 

sense for a given home range, and it may well be that this 
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average distance is the only one they use in their large­

scale path integration mechanism. 

The use of a fixed instead of a variable distance has 

the obvious drawback that it diminishes the precision of 

the computation of direction for all cases in which the 

orthogonal leg ofthe journey is not at that fixed distance 

from the target. However, it also has advantages: (1) it con­

siderably reduces the complexity of the required compu­
tations, and (2) it completely eliminates the accumulation 

of errors in one variable, since that variable is eliminated. 

There are simple ways of radically improving the per­

formance of a system based on the principles discussed 

here. For instance, instead of using a single stored distance, 

it could resort to a set of distances (i.e., a set of functions 

for directional update), each applied when needed. For 

example, in a natural setting, the animal may estimate the 

distance to its nest on the basis ofthe time it has spent out 

ofthe nest or on some measure of the novelty of the sur­

roundings and apply the corresponding update function. 

If distance is only registered as a single value or as a 

limited set of values within the computational system, 

one may expect to observe effects of scale in experiments 

on path integration. A 5-m-5-m L-shaped outward jour­

ney, for a given subject, may, for instance, not be equiv­

alent to a 50-m-50-m one. As argued in Maurer and Se­

guinot (1995), path integration in mammals is still a 
poorly understood phenomenon, and data about it re­

main scarce, especially concerning the effect of the scale 
over which path integration is performed. 

Finally, the hypothesis developed here-namely, that 

computational accuracy in path integration may be ob­

tained at the expense of accuracy in the representation of 

distance (since this variable is replaced by a static ap­

proximation)-also brings to light the fact that path in­

tegration, if it only relies on an average value of distance 

obtained by sizing up the environment in some way, will 

be affected by the animal's experience, instead of being 
an immutable process. To the best of my knowledge, only 

Samsonovich and McNaughton (1997) have also sug­

gested this, but in another context (according to their map­

based path integrator scheme, path integration should be 

less accurate in a novel environment, because ofthe pro­

gressive recruiting of map cells). As a corollary, the com­
putations carried out by the path integrator may be affected 

not only by the shape of the outward journey but also by 

the geometry of the experimental setup and the history of 

the animal's experience with it. The large errors observed 
in some experiments may result from a complex inter­

action between these variables and may essentially reflect 

the unnaturalness of the experimental situation, rather 

than the inherent shortcomings of path integration. 
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APPENDIX 
Activation and Transfer Functions of Units 

Activation of Units in Input Layer 
Movement units. The activation of the movement units is 

defined as follows. 

For the Forward unit: aF = 0.8 (SISMAX) + 0.1, where sis 

equal to the current step length and SMAX, to the upper bound of 
step lengths-that is, 3 cm. Hence, the activation is limited to 

the interval [0.1 ... 0.9]. This limitation was chosen to avoid 

boundary effects that were due to the characteristics of the sig­

moid transfer function. 

For the Left Turn and Right Turn units: ar = 0.8 . d . 

(rlrMAX) + 0.1, where r is equal to the current rotation (change 

in direction), rMAX to the upper bound of rotations (12°), and 

d = 1 if the rotation takes place in the nominal direction of the 
unit (i.e., left for unit Left) and 0 otherwise. Here also, the ac­

tivation is limited to the interval [0.1 ... 0.9]. 

Units encoding polar one polar coordinate. Direction and 
distance units: for the ith unit in the group of units, its activation 

is defined as 

a j = max (0, [0.8' (l - (Iv - Vjl/rJ))) + 0.1, 

where v is the current value of direction (distance); Vi, the pre­

ferred value of the unit; and r j , its sensitivity range. Within the 

range of sensitivity of the unit, the activation is a triangUlar func­

tion of the target's direction (distance) relative to the preferred 

value. It decreases linearly from a maximum of 0.9, when the 
target is in the preferred value of the unit, to a resting level of 

0.1, when the target is 90° (200 cm) or more from the preferred 

direction. 

Transfer Function of All Units Beyond the Input Layer 
I used the classic logistical sigmoid transfer function, 

OJ = 1/(1 + e-(netj + thetaj»), 

where OJ is the output of the unit considered, netj the sum ofthe 

inputs arriving to it, and thetaj the input arriving from the bias 

unit (the latter having no other meaning than to provide in an el­
egant way a threshold value for each unit). 

Decoding the Activation Pattern 
In order to determine the value of the homing vector at any 

given step (for statistical or display purposes), it is necessary to 

compute the population vector for each of the two polar coor­

dinate populations of units. 

For direction units, this is done by computing the mean vec­

tor (i.e., by vectorially summing the preferred directions of the 
cells, each weighted by the current activation of the cell minus 

0.1, then by dividing the sum by the number of units; the direc­

tion ofthe resulting mean vector is then taken to be the direction 
that the group is representing). 

For distance units, the preferred values of the units are first pro­

portionally mapped onto angular values (with a constant pro­

portionality factor, 100 cm being mapped onto 10°,200 cm onto 

20°, and so on), the mean vector is computed as above, and then 

the resulting direction is transformed into a distance value by 
reverse mapping. The reader may satisfy himself that this pro­

cedure (chosen because it allows the same algorithm to compute 

the population vector for both types of units) indeed provides 
the distance represented within the population of units, whereas 

simply applying the weighted arithmetic mean does not. 
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