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Abstract-While traditional routing protocols try to minimize
the end-to-end delay or maximize the throughput, most energy-
aware routing protocols for wireless sensor networks try to
extend the life time of the network by minimizing the energy
consumption sacrificing other performance metrics. In this
paper, we introduce a new energy-aware routing protocol that
tries to minimize the energy consumption and, at the same time,
maintain good end-to-end delay and throughput performance.
The new algorithm is based on a constrained shortest-path
algorithm. We compar e the new algorithm with some traditional
routing and energy-aware routing algorithms. The results show
that the new algorithm performance is acceptable under all
performance metrics and presents a performance balance between the
traditional routing agorithms and the energy-aware routing
algorithms. The congraint value can be chosen to achieve different
performance obj ectivesfor different sensor network missons.

|. INTRODUCTION

Sensor networks can engble "smart environments' which can
monitor ambient conditions such as temperature, movement, sound,
light, location and others. Wireless sensor network technology poses
its unique design chdlenges One important feature that
digtinguishes sensor networks from traditiona digtributed systemsis
their need for energy efficiency. Many nodesin the emerging sensor
systemswill have finite energy reserves from a battery. The scae of
a sensor network's deployment will make recharging these energy
reservesimpossble. Although energy efficiency can beimproved at
various layers of the communication protocol stack, most published
research has focused on hardware-rdaed energy efficiency aspects
of wirdless communications. Low-power eectronics, power-down
modes, and energy efficient modulation are examples of work in
this category [ 1]} However, due to fundamenta physical limitations,
progress towards further energy efficiency is expected to be
achieved in other layers.

Energy-aware routing has started to receive attention in the recent
few years. While traditiona routing protocols in wired networks
emphasize on maximizing end-to-end throughput and minimizing
delay, energy congraints have become a centrd issue in wirdess
networks. Many energy-aware routing metrics have been proposed,
eg. to minimize the energy consumption and increase the
network Titetime. A number of energy-aware routing protocols have
been introduced, asin . However, some gpplications, such as
target tracking in a military environment, are dday sensitive and an
agorithm that tries to optimize the energy consumption done may
leed to unacceptable end-to-end delay. In[8]} we introduced a new
energy-aware routing agorithm that uses a multi-objective cost
function to balance the energy efficiency reguirements with other
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qudity of service requirements. In this paper, we handle the problem
of balancing the energy efficiency and other performance metrics
usng a different gpproach. We introduce a new energy-aware
routing protocol for wirdless sensor networks that uses the distance
a a measure for trangmisson energy consumption and for
edtimating the propagation delay. By changing the network topology
graph using congraints on the maximum transmisson distance for
each sensor node, the agorithm can be tailored to achieve good
values for energy consumption, end-to-end delay and throughput.
We dudy the performance of the new agorithm by comparing it
with traditiond routing dgorithms, which try to maximize the
throughput or minimize the end-to-end dday, and with other
energy-aware agorithms.

We assume that the sensor network is organized into clugters.
Our focusin this paper is on routing within the cluster. Every clugter
has a gateway node that is responsible for the mission-oriented
organization of the sensors by determining the st of sensorsthat
will be responsble for sendng the environment. The gateway
receives sensed data from the sensors and sends reports generated
through deta fusion of sensor readings to a command node. The
gateway node is assumed to be located within the communication
range of al the sensors of its cluster. Sensors are equipped with a
short-range radio transceiver, and are respongible for detecting
ambient conditions. The command node will inform each gateway
node of the ID and location of sensors alocated to the clugter.
Gateway nodes, which are significantly less energy-congtrained than
the sensors, interface the command node with the sensor network
vialong-haul communication links.

Sensors are assumed to be capable of operating in an active mode
or alow-power stand-by mode. The sensing and processing circuits
can be powered on and off. In addition, both the radio transmitter
and receiver can be turned on and off independently and the
trangmisson power can be programmed based on the required
range. Thus, nodes in a clugter can be in one of four main deates
sengng only, relaying only, sensing-relaying, and inactive. In the
sendng sate, the node's senaing circuitry is on and it sends data to
the gateway in a condant rate. In the rdlaying ate, the node does
not sense the target but its communications circuitry is on to relay
the data from other active nodes. When a node is both sensing the
target and relaying messages from other nodes, it is consdered in
the senang-rdlaying sae. Otherwise, the node is conddered an
inactive node and can turn off its sensng and communication
circuitry. The decison of determining the node' s Sate is done at the
gateway based on the current target position, node bettery levels,
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Fig. 1: A Typical Cluster in a Sensor Network

and desired network performance measures. Fig. 1 shows a typica
cluster tasked with atarget-tracking misson.

The paper is organized as follows: the next section describes the
system modd and the new agorithm in details. Section |11 presents
the smulation environment and the performance andyss. Findly,
Section IV concludes the paper and gives directionsfor future work.

II. PROTOCOL DESCRIPTION

Usudly routes are represented in a table that specifies the path of
messages between two nodes. Setting routes for sensor data can be
performed in a centrd node that knows the network topology, e.g.
the gateway, or didributed among the sensors themsalves. Both
centrdized and distributed routing requires maintenance of the
routing table every time the network topology changes While
digtributed approaches are scaable for larger networks, updating
routing tables and ensuring consstency among the local versions
that the sensor nodes have consume dgnificant computation and
communication resources, thus limiting the portion of the aready
limited sensor's energy that can be dedicated to serve the gpplication.
In addition, exchanging routing messages among the sensors will
cregte excessve traffic that drains unnecessary energy since radio
receivers on the sensors may overhear the routing message
transmissions not destined to them. Therefore, we choose to assign
the routing decision within the clugter to the gateway.

Managing the routing decision centrdly at the gateway can be
seen as a logica extension to the gateway's role, specidly as dl
sensor readings have to be forwarded to the gateway for fuson and
goplication-specific processing. Moreover, centrdized routing is
smple and fits the neture of the sensor networks. Since the sensor is
committed to daa processng and communicetion, it is
advantageous to offload routing decison from the resource-
condrained sensor nodes. In addition, since the gateway has a
cluster-wide view of the network, the routing decisons should be
more efficient than the decisons based on local views at the sensor
level. Given that the gateway organizes the sensors in the cluder, it
can combine the congderation for energy commitments to data
processing, remaning sensor energy, sensors  location, and
acceptable latency in recelving the data in efficiently setting
message routes.

The typica operation of the network congists of two dternating
cycles datacycleand routing cycle. During the datacycle, the nodes
sending the target send their data to the gateway. During the routing
cycle, the sate of each node in the network is determined by the

gateway and the nodes are then informed about their newly assigned
states and how to route the data.

Inthe rest of this section we introduce the new routing agorithm,
discuss when rerouting is performed, and give an overview of the
energy-aware MAC layer protocal that we use.

A. A Constrained Shortest-Path Routing Protocol

In the new agorithm, we use the distance between any two nodes
as an edimate for the tranamission power required to send a packet
between the two nodes and the propagation delay between them.
The transmission energy required to send a bit has been found to
have a distance dependence which iswell modeled by d”, wheredis
the distance between the transmitter and the receiver antennas and
the exponent N is determined from field measurements and the
particular system at hand [7]]8]] Moreover, the propagetion delay is
directly proportiond to the disiance and related to it with the speed
of sgnd propagation in the wireless medium.

By condraining the maximum tranamisson distance thet the
wireless transmitter of each sensor node can reach, we can change
the interconnection between the nodes and thus obtain different
network topologies. We mode the routing problem as a single-sink
unicast routing problem from the sensor nodesto the gateway taking
our cogt metric as the number of hops. This problem can be solved
by any shortest-path routing a gorithm.

It isimportant to mention here that without usng a congtraint on
the maximum transmission distance, the minimum number of hops
routing agorithm reduces to the direct routing algorithm, in which
each node sends its data directly to the gateway, as we assume that
al the nodes can reach the gateway directly using their wirdess
transceivers.

Fig. 2 shows an example of the effect of changing the maximum
transmisson digance condraints on the network topology. By
choosng a large vaue for the maximum transmission distance
condraint, as in Fig. 2.b, the network topology approaches a
complete graph and the minimum number of hops routing dgorithm
becomes the direct routing agorithm. This has the effect of
decreasing the end-to-end delay as each node sendsiits data directly
without relaying or queuing deay. However, using direct
tranamisson to the gateway increases the trangmisson energy
consumption sgnificantly especidly for nodes far away from the
gateway.

Choosing a smd| vaue for the maximum transmission distance
condraint, as in Fig. 2.c, leads to goarse graph for the network
topology in which each node is gpproximately connected to its
nearet neighbor. This, in generd, has the effect of decreasing the
transmisson power, asthe distance is reduced, however, end-to-end
dday isincreased as multiple rdlays are used.

By choodng a suitable vaue for the maximum transmission
distance condraint, the performance metrics obtained can betailored
to the desred level. Thisisgtudied in more detailsin Section 111.

B. Rerouting Decision

For a target tracking sensor network, the sdected sensors will
vary as the target moves. Changes in the sdlection of active sensors
will have to be accommodated by the routing agorithm in order to
ensure that ddivery of the sensed data and the proper tracking of the
target. In addition the gateway will continuoudy monitor the
available energy leve at every sensor using a model-based energy
consumption for the data processor, radio transmitter and receiver to
track the life of the sensor battery This modd is used to
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Fig. 2: An example of changing network topology by changing the maximum transmission distance (assuming nodes 2 and 3 are
chosen to sense the environment.) (a) Distance between nodes. (b) Network topology and routes from the sensor nodes to the
gateway using the minimum number of hops routing algorithm for maximum transmission distance = 125. (c) Network topology and
routes from the sensor nodes to the gateway using the minimum number of hops routing algorithm for maximum transmission

distance = 75.

determine when to perform rerouting. However, the mode needsto
be refreshed periodicdly to correct any deviation from the actud
levels of the nodes' battery. Thus, the decison of the gateway to
perform rerouting is based on the following three criteria

1. Sensor reorganizetion: The gateway may perform rerouting
if an event happens that requires the resdection of active
LNors.

2. Nodes Battery Energy Leve: The gateway may perform
rerouting if the battery level of any active node drops to a
certainleve.

3. Energy Mode Adjustment: Rerouting can aso occur after
receiving an updated gtatus from the sensors. Changesto the
energy modd might affect the optimdity of the current
routes, and thus new routes have to be generated.

C. MAC Layer Protocol

Although the proposed dgorithm is independent of the MAC
layer protocal, choosing an energy-aware MAC layer protocol may
add to the energy efficiency. Exising MAC layer protocols can be
divided into two groups: contention-based and contention-free.
Contention-based techniques are very efficient when the network
load is low, however, they cannot provide stability under heavy
network loads Moreover, gations prevent each other from
taking control of the channel due to contention which makes the
average dday increases repidly and wades the scarce energy
resources. Therefore, we choose to implement a contention-free
time divison multiple access (TDMA) based MAC layer whose dot
assignment is managed by the gateway. The gateway informs each
node about dots in which it should listen to other nodes
transmission and dotsthat the node can usefor itsown transmission.
The TDMA MAC layer providestwo featuresthat are advantageous
to our approach. Firdt, clock synchronization is built in the TDMA
protocol. Second, collision among the nodes can be avoided with
assigning non-overlgpping time dots.

To st the routes, the gateway sends to each sensing node the
transmisson range to cover so that data can reach the next rlay
node on the route. In addition, the gateway sends rdlay nodes a
forwarding table. The forwarding table consgts of ordered tuple of

the form: (time dot, data-originating node, transmission range). The
“time dot” entry specifies when to turn the receiver on in order to
listen for an incoming packet. The “source node” isthe sensor node
that originated this data packet, and the “transmisson range’
specifies the transmisson power to use in sending the data This
transmisson power should be enough to reech the next relay on the
path from the originating node to the gateway. The transmission
range ensures that the next rdlay node, which isaso told to forward
that data packet, can clearly receive the data packet.

The next section describes detailed performance eva uation of the
energy-aware routing gpproach viasmulation.

I11. PERFORMANCE EVALUATION

In this section, we use the mulaion technique to sudy the
effect of the maximum transmisson digance condraint on the
performance of the new dgorithm. We further compare the
performance of the new agorithm with two routing agorithms. In
the first agorithm, - the direct routing dgorithm- each node sends
its data directly to the gateway. The direct routing agorithm is an
example of agorithms that tries to minimize the end-to-end delay.
In the second dgorithm -minimum transmisson energy routing
dgorithm- the cogt function chosen tries to minimize the sum of the
disgance squared between the node and the gateway The
minimum transmisson energy routing agorithm is an example of
the current energy-aware routing algorithms.

We dart by lising the performance metrics we use to evauate
the new routing agorithm. Then, we present the smulaion
environment and the smulation results.

A. Performance Metrics

We use different performance metrics that capture different
performance requirements. These metricsare:

«  Timeto network partition; Defined asthetimefor thefirst node
to diein the network [2]}

« Timefor last node to die This metric, dong with the time to
network partition metric, gives an indication of network lifetime.



* Aveage and gandard deviation of nodes' lifetime: This dso
gives a good messure of the network lifetime. A routing
agorithm, which minimizes the sandard deviation of nodes
life, is predictable and thus desirable.

» Aveagedday per packet: Defined asthe average time apacket
takes from anodein the sensing Sate to the gateway.

* Nework Throughput: Defined as the rate of data packets
received at the gateway.

*  Average energy consumed per packet: This metric represents
the average energy consumed in tranamitting, and receiving a data
packet. A routing agorithm that minimizes the energy consumed
per packet will, in generd, yieds better energy savings and
increased network lifetime.

B. Environment Setup

The cduger condsts of 100 nodes placed randomly in a
1000x1000 meter square area. The gateway position is determined
randomly within the cluster boundaries. A free space propagation
channd model is assumed with data rate set to 2Mb/s. Packet
lengths are 10 kbit for data packets and 2 khit for routing and refresh
packets. The buffer size at each node is 15 packets. Each node has
an initia energy of 2 joules. A node is conddered non-functiond if
itsenergy level reaches zero.

For anodein the sendng date, packets are generated at acongtant
rate of one packet/second. This vdue is condgent with the
specifications of the Acoudic Badligic Module from SenTech
Inc Each data packet is time-stamped when it is generated to
dlow the cdculation of average delay per packet. In addition, each
packet has an energy field that is updated during the packet
tranamission to caculate the average energy per packet. A packet
drop probability is taken equa to 0.01. This is used to make the
smulator more redistic and to simulate the deviation of the gateway
energy mode from the actua energy mode of nodes.

We assume that the clugter is tasked with a target-tracking
misson. Theinitia st of senang nodesis chosen to be the nodes on
the convex hull of the sensors of the clugter. The st of sendng
nodes changes as the targets move. Since targets are assumed to
come from outside the clugter, the sensing circuitry of al boundary
nodes is dways turned on. The senang circuitry of other nodes are
usudly turned off but can be turned on according to targets
movement.

As mentioned before, rerouting occurs when a node's energy
leve falls below apercentage of itsinitid energy. Thispercentageis
taken equa to 80%. Each time thisthreshold isreached, it isreset to
0.8 of itsprevious vaue.

For energy-consumption, we used the communication energy
consumption modd used in [4]|6]| the computation energy
consumption model used in [E]]I3]] and the sendng energy-
consumption model used in[[14]|

Targets are assumed to start a a random position outside the
convex hull. We experimented with different types of targets but for
this paper we choose the linearly moving targets. These targets are
characterized by having a congtant speed chosen uniformly from the
range four metergsecond to Sx meters/second and a condant
direction chosen uniformly depending on theinitid target postionin
order for the target to cross the convex hull region. For the purpose
of this experiment we assume that only one target will be active at

any time. Each target remains active until it leaves the deployment
region area Inthiscase, anew target is generated.

C. Performance Results

In this section, we sudy the effect of changing the maximum
transmission digance congraint on the performance of the new
agorithm. Then, we compare the performance of the new agorithm
with the direct routing agorithm and the minimum transmisson
energy routing agorithm.

1) Effect of Changing the Maximum Transmission Distance
Constraint on Perfroamcne

Fgures 3 through 6 show the effect of changing the maximum
tranamisson digtance condraint on the performance of the new
agorithm. Fig. 3 shows that as the maximum tranamission distance
condraint increases, the average energy consumed per packet
increases. This is expected, as when the maximum transmission
distance condraint increases the network topology graph becomes
denser and the minimum number of hops routing agorithm chooses
the long links to minimize the number of hops These long links
leads to more transmision energy consumption per packet. The
same reasoning gpplies to figures 4 and 5. As the maximum
transmisson distance congraint increases, fewer number of hopsin
chosen by the minimum number of hops routing agorithm leading
to decreased end-to-end delay. Asthe end-to-end delay is decreased,
the throughput increases as more packets reech the gateway. Asthe
average energy consumed per packet increases, the network lifetime
parameters are decreased asshown in Fig. 6.

For low vauesfor the maximum transmission distance condraint,
the network topology graph is sparse and the length of the links is
gndl leading to reduced average energy consumed per packet.
However, the end-to-end delay is increased due to the increase of
the number of rel ays between a sensor node and the gateway.

Form figures 3 through 6 we can see that a good vdue for the
maximum transmission distance congtraint should be between 200
and 400 meters to obtain good vaues for the performance metrics.
We use three vaues for the maximum transmisson distance
condraint in the next section to compare the new agorithm with
other dgorithms, These vaues are 100, 250 and 900 meters.

2) Comparison Between the New Algorithm and Other
Routing Algorithms

In this section, we compare the new agorithm with the direct
routing dgorithm and the minimum transmisson energy routing
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Fig. 3: Effect of the maximum transmission distance
constraint on the average energy consumed per packet
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Fig. 6: Effect of the maximum transmission distance
constraint on lifetime metrics

dgorithm. We have three variants of the new dgorithm
corresponding to the three different vaues of the maximum
tranamisson distance condraint. In the remaining figures, we cal
these adgorithms *‘New100', ‘New250', and ‘ Nen900'.

Figures 7 through 12 show the performance comparison for the
different metrics. By comparing the new agorithm performance
when the maximum transmission distance congraint equas 100,
New100 in figures, with the minimum transmission energy routing
dgorithm, we can see that the new agorithm outperforms the
minimum transmission energy routing adgorithm in dl metrics
except in the throughput. For smdl vaues for the maximum
transmisson disance condraint, the network topology graph may
not be strongly connected leading to loss of packets. This can be
corrected by usng an dternate route for tranamitting data when a
node has no neighbors due to the maximum transmission distance
condraint.

By compaing the new dgorithm performance when the
maximum transmisson digtance congraint equals 900, New900 in
figures, with the direct routing agorithm, we can see that both
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Fig. 7: Comparison between the new algorithm and other
algorithms (average energy consumed per packet)
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Fig. 8: Comparison between the new algorithm and
other algorithms (average delay per packet)
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Fig. 9: Comparison between the new algorithm and
other agorithms (total throughput)

300
250 A
200
I 150 A
100
50 7 .
0 |
Direct New100 New250 Minimum New900
Transmission
Energy

Routing Algorithm

Fig. 10: Comparison between the new algorithm and
other algorithms (time to network partition)

dgorithms have approximately the same performance. For large
values of the maximum transmission distance condraint, al nodes
can reech the gateway directly and, hence, the minimum number of
hops routing dgorithm performance becomes similar to the direct
routing algorithm.
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The performance of the new dgorithm when the maximum
tranamission digance condraint equas 250, New250 in figures, is
acceptable under al performance metrics and presents a balance
between the minimum transmisson energy routing agorithm and
the direct routing agorithm. Moreover, the New250 routing
agorithm gives the best time for the last node to die. For amedium
range value for the maximum transmission distance condraint, the
new agorithm is able to choose smal number of hops with a
relatively short distance leading to good vaues for dl performance
metrics.

The choice of a vaue for the maximum transmission distance
congraint depends on the required performance metrics and the
nature of the sensor network mission.

IV. CONCLUSION AND FUTURE WORK

In this paper, we presented a novel energy-aware routing
dgorithm that uses a congrained minimum number of hops routing
dgorithm. By congraining the maximum transmission distance, the
new dgorithm can achieve different performance objectives
depending on the misson of the sensor network. For low values of
the maximum transmisson digance condraint, the network
topology graph is sparse and the new agorithm performs like the
minimum transmission energy routing agorithm. For large values of
the maximum transmisson didance condraint, the network
topology graph is a complete graph and the minimum number of
hops routing dgorithm gives performance smilar to the direct
routing dagorithm. For moderate vadues of the maximum
tranamisson disance condraint, the peformance of the new
dgorithmisacceptable under dl performance metricsand presentsa
badance between the minimum transmisson energy routing
agorithm and the direct routing algorithm. For a moderate range
vaue for the maximum transmisson distance congraint, the new
agorithm is able to choose amdl number of hops with a reaively
short distance leading to good vauesfor dl performance metrics.

We plan to sudy the performance of the new agorithm under
heavy load conditions. Under low vaues of the maximum
transmission distance condraint, the network topology graph may
not be strongly connected. Using dternate routes when a node has
no neighbors is a direction for future reseerch. Algorithms for
clugtering and inter-clugter interaction are aso planned.

This paper gives abrief overview of some of features of the MAC
protocol. Our pilot experiments show that the MAC protocol can
increase the life of the network by an order of magnitude when
combined with our routing approach. The detailed performance
evauation of the MAC protocol isthe subject for afuture paper.
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