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Abstract-While traditional routing protocols try to minimize 

the end-to-end delay or maximize the throughput, most energy-
aware routing protocols for wireless sensor networks try to 
extend the life time of the network by minimizing the energy 
consumption sacrificing other performance metrics. In this 
paper, we introduce a new energy-aware routing protocol that 
tries to minimize the energy consumption and, at the same time, 
maintain good end-to-end delay and throughput performance. 
The new algorithm is based on a constrained shortest-path 
algorithm. We compare the new algorithm with some traditional 
routing and energy-aware routing algorithms. The results show 
that the new algorithm performance is acceptable under all 
performance metrics and presents a performance balance between the 
traditional routing algorithms and the energy-aware routing 
algorithms. The constraint value can be chosen to achieve different 
performance objectives for different sensor network missions.   

I. INTRODUCTION 

Sensor networks can enable "smart environments" which can 
monitor ambient conditions such as temperature, movement, sound, 
light, location and others. Wireless sensor network technology poses 
its unique design challenges. One important feature that 
distinguishes sensor networks from traditional distributed systems is 
their need for energy efficiency. Many nodes in the emerging sensor 
systems will have finite energy reserves from a battery. The scale of 
a sensor network's deployment will make recharging these energy 
reserves impossible.  Although energy efficiency can be improved at 
various layers of the communication protocol stack, most published 
research has focused on hardware-related energy efficiency aspects 
of wireless communications. Low-power electronics, power-down 
modes, and energy efficient modulation are examples of work in 
this category [1]. However, due to fundamental physical limitations, 
progress towards further energy efficiency is expected to be 
achieved in other layers. 

Energy-aware routing has started to receive attention in the recent 
few years. While traditional routing protocols in wired networks 
emphasize on maximizing end-to-end throughput and minimizing 
delay, energy constraints have become a central issue in wireless 
networks. Many energy-aware routing metrics have been proposed, 
e.g. [2][4], to minimize the energy consumption and increase the 
network lifetime. A number of energy-aware routing protocols have 
been introduced, as in [2]-[7]. However, some applications, such as 
target tracking in a military environment, are delay sensitive and an 
algorithm that tries to optimize the energy consumption alone may 
lead to unacceptable end-to-end delay. In [8], we introduced a new 
energy-aware routing algorithm that uses a multi-objective cost 
function to balance the energy efficiency requirements with other 

quality of service requirements. In this paper, we handle the problem 
of balancing the energy efficiency and other performance metrics 
using a different approach. We introduce a new energy-aware 
routing protocol for wireless sensor networks that uses the distance 
as a measure for transmission energy consumption and for 
estimating the propagation delay. By changing the network topology 
graph using constraints on the maximum transmission distance for 
each sensor node, the algorithm can be tailored to achieve good 
values for energy consumption, end-to-end delay and throughput. 
We study the performance of the new algorithm by comparing it 
with traditional routing algorithms, which try to maximize the 
throughput or minimize the end-to-end delay, and with other 
energy-aware algorithms.  

We assume that the sensor network is organized into clusters.  
Our focus in this paper is on routing within the cluster. Every cluster 
has a gateway node that is responsible for the mission-oriented 
organization of the sensors by determining the set of sensors that 
will be responsible for sensing the environment. The gateway 
receives sensed data from the sensors and sends reports generated 
through data fusion of sensor readings to a command node. The 
gateway node is assumed to be located within the communication 
range of all the sensors of its cluster. Sensors are equipped with a 
short-range radio transceiver, and are responsible for detecting 
ambient conditions. The command node will inform each gateway 
node of the ID and location of sensors allocated to the cluster. 
Gateway nodes, which are significantly less energy-constrained than 
the sensors, interface the command node with the sensor network 
via long-haul communication links.  

Sensors are assumed to be capable of operating in an active mode 
or a low-power stand-by mode. The sensing and processing circuits 
can be powered on and off.  In addition, both the radio transmitter 
and receiver can be turned on and off independently and the 
transmission power can be programmed based on the required 
range. Thus, nodes in a cluster can be in one of four main states: 
sensing only, relaying only, sensing-relaying, and inactive. In the 
sensing state, the node’s sensing circuitry is on and it sends data to 
the gateway in a constant rate. In the relaying state, the node does 
not sense the target but its communications circuitry is on to relay 
the data from other active nodes. When a node is both sensing the 
target and relaying messages from other nodes, it is considered in 
the sensing-relaying state. Otherwise, the node is considered an 
inactive node and can turn off its sensing and communication 
circuitry. The decision of determining the node’s state is done at the 
gateway based on the current target position, node battery levels, 
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and desired network performance measures. Fig. 1 shows a typical 
cluster tasked with a target-tracking mission. 

The paper is organized as follows: the next section describes the 
system model and the new algorithm in details. Section III presents 
the simulation environment and the performance analysis. Finally, 
Section IV concludes the paper and gives directions for future work. 

II. PROTOCOL DESCRIPTION 

Usually routes are represented in a table that specifies the path of 
messages between two nodes. Setting routes for sensor data can be 
performed in a central node that knows the network topology, e.g. 
the gateway, or distributed among the sensors themselves. Both 
centralized and distributed routing requires maintenance of the 
routing table every time the network topology changes. While 
distributed approaches are scalable for larger networks, updating 
routing tables and ensuring consistency among the local versions 
that the sensor nodes have consume significant computation and 
communication resources, thus limiting the portion of the already 
limited sensor's energy that can be dedicated to serve the application. 
In addition, exchanging routing messages among the sensors will 
create excessive traffic that drains unnecessary energy since radio 
receivers on the sensors may overhear the routing message 
transmissions not destined to them. Therefore, we choose to assign 
the routing decision within the cluster to the gateway. 

Managing the routing decision centrally at the gateway can be 
seen as a logical extension to the gateway's role, specially as all 
sensor readings have to be forwarded to the gateway for fusion and 
application-specific processing. Moreover, centralized routing is 
simple and fits the nature of the sensor networks. Since the sensor is 
committed to data processing and communication, it is 
advantageous to offload routing decision from the resource-
constrained sensor nodes. In addition, since the gateway has a 
cluster-wide view of the network, the routing decisions should be 
more efficient than the decisions based on local views at the sensor 
level. Given that the gateway organizes the sensors in the cluster, it 
can combine the consideration for energy commitments to data 
processing, remaining sensor energy, sensors' location, and 
acceptable latency in receiving the data in efficiently setting 
message routes.  

The typical operation of the network consists of two alternating 
cycles: data cycle and routing cycle. During the data cycle, the nodes 
sensing the target send their data to the gateway. During the routing 
cycle, the state of each node in the network is determined by the 

gateway and the nodes are then informed about their newly assigned 
states and how to route the data.  

In the rest of this section we introduce the new routing algorithm, 
discuss when rerouting is performed, and give an overview of the 
energy-aware MAC layer protocol that we use. 

A. A Constrained Shortest-Path Routing Protocol 

In the new algorithm, we use the distance between any two nodes 
as an estimate for the transmission power required to send a packet 
between the two nodes and the propagation delay between them. 
The transmission energy required to send a bit has been found to 
have a distance dependence which is well modeled by dn, where d is 
the distance between the transmitter and the receiver antennas and 
the exponent n is determined from field measurements and the 
particular system at hand [7][8]. Moreover, the propagation delay is 
directly proportional to the distance and related to it with the speed 
of signal propagation in the wireless medium. 

By constraining the maximum transmission distance that the 
wireless transmitter of each sensor node can reach, we can change 
the interconnection between the nodes and thus obtain different 
network topologies. We model the routing problem as a single-sink 
unicast routing problem from the sensor nodes to the gateway taking 
our cost metric as the number of hops. This problem can be solved 
by any shortest-path routing algorithm.  

It is important to mention here that without using a constraint on 
the maximum transmission distance, the minimum number of hops 
routing algorithm reduces to the direct routing algorithm, in which 
each node sends its data directly to the gateway, as we assume that 
all the nodes can reach the gateway directly using their wireless 
transceivers. 

Fig. 2 shows an example of the effect of changing the maximum 
transmission distance constraints on the network topology. By 
choosing a large value for the maximum transmission distance 
constraint, as in Fig. 2.b, the network topology approaches a 
complete graph and the minimum number of hops routing algorithm 
becomes the direct routing algorithm. This has the effect of 
decreasing the end-to-end delay as each node sends its data directly 
without relaying or queuing delay. However, using direct 
transmission to the gateway increases the transmission energy 
consumption significantly especially for nodes far away from the 
gateway. 

Choosing a small value for the maximum transmission distance 
constraint, as in Fig. 2.c, leads to sparse graph for the network 
topology in which each node is approximately connected to its 
nearest neighbor. This, in general, has the effect of decreasing the 
transmission power, as the distance is reduced, however, end-to-end 
delay is increased as multiple relays are used. 

By choosing a suitable value for the maximum transmission 
distance constraint, the performance metrics obtained can be tailored 
to the desired level. This is studied in more details in Section III. 

B. Rerouting Decision 

For a target tracking sensor network, the selected sensors will 
vary as the target moves. Changes in the selection of active sensors 
will have to be accommodated by the routing algorithm in order to 
ensure that delivery of the sensed data and the proper tracking of the 
target. In addition the gateway will continuously monitor the 
available energy level at every sensor using a model-based energy 
consumption for the data processor, radio transmitter and receiver to 
track the life of the sensor battery [8]. This model is used to 
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Fig. 1: A Typical Cluster in a Sensor Network 



determine when to perform rerouting. However, the model needs to 
be refreshed periodically to correct any deviation from the actual 
levels of the nodes’ battery.  Thus, the decision of the gateway to 
perform rerouting is based on the following three criteria: 

1. Sensor reorganization: The gateway may perform rerouting 
if an event happens that requires the reselection of active 
sensors.  

2. Nodes’ Battery Energy Level: The gateway may perform 
rerouting if the battery level of any active node drops to a 
certain level. 

3. Energy Model Adjustment: Rerouting can also occur after 
receiving an updated status from the sensors. Changes to the 
energy model might affect the optimality of the current 
routes, and thus new routes have to be generated.  

C. MAC Layer Protocol 

Although the proposed algorithm is independent of the MAC 
layer protocol, choosing an energy-aware MAC layer protocol may 
add to the energy efficiency. Existing MAC layer protocols can be 
divided into two groups: contention-based and contention-free. 
Contention-based techniques are very efficient when the network 
load is low, however, they cannot provide stability under heavy 
network loads [10]. Moreover, stations prevent each other from 
taking control of the channel due to contention which makes the 
average delay increases rapidly and wastes the scarce energy 
resources. Therefore, we choose to implement a contention-free 
time division multiple access (TDMA) based MAC layer whose slot 
assignment is managed by the gateway. The gateway informs each 
node about slots in which it should listen to other nodes’ 
transmission and slots that the node can use for its own transmission. 
The TDMA MAC layer provides two features that are advantageous 
to our approach. First, clock synchronization is built in the TDMA 
protocol. Second, collision among the nodes can be avoided with 
assigning non-overlapping time slots.  

To set the routes, the gateway sends to each sensing node the 
transmission range to cover so that data can reach the next relay 
node on the route. In addition, the gateway sends relay nodes a 
forwarding table. The forwarding table consists of ordered tuple of 

the form: (time slot, data-originating node, transmission range). The 
“time slot” entry specifies when to turn the receiver on in order to 
listen for an incoming packet. The “source node” is the sensor node 
that originated this data packet, and the “transmission range” 
specifies the transmission power to use in sending the data. This 
transmission power should be enough to reach the next relay on the 
path from the originating node to the gateway. The transmission 
range ensures that the next relay node, which is also told to forward 
that data packet, can clearly receive the data packet.  

The next section describes detailed performance evaluation of the 
energy-aware routing approach via simulation. 

III. PERFORMANCE EVALUATION 

In this section, we use the simulation technique to study the 
effect of the maximum transmission distance constraint on the 
performance of the new algorithm. We further compare the 
performance of the new algorithm with two routing algorithms. In 
the first algorithm, - the direct routing algorithm- each node sends 
its data directly to the gateway. The direct routing algorithm is an 
example of algorithms that tries to minimize the end-to-end delay. 
In the second algorithm -minimum transmission energy routing 
algorithm- the cost function chosen tries to minimize the sum of the 
distance squared between the node and the gateway [4]. The 
minimum transmission energy routing algorithm is an example of 
the current energy-aware routing algorithms. 

We start by listing the performance metrics we use to evaluate 
the new routing algorithm. Then, we present the simulation 
environment and the simulation results. 

A. Performance Metrics 

We use different performance metrics that capture different 
performance requirements. These metrics are:  

• Time to network partition: Defined as the time for the first node 
to die in the network [2]. 

• Time for last node to die: This metric, along with the time to 
network partition metric, gives an indication of network lifetime.  
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Fig. 2: An example of changing network topology by changing the maximum transmission distance (assuming nodes 2 and 3 are
chosen to sense the environment.) (a) Distance between nodes. (b) Network topology and routes from the sensor nodes to the
gateway using the minimum number of hops routing algorithm for maximum transmission distance = 125. (c) Network topology and
routes from the sensor nodes to the gateway using the minimum number of hops routing algorithm for maximum transmission
distance = 75. 



Fig. 3: Effect of the maximum transmission distance 
constraint on the average energy consumed per packet 
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• Average and standard deviation of nodes’ lifetime: This also 
gives a good measure of the network lifetime. A routing 
algorithm, which minimizes the standard deviation of nodes’ 
life, is predictable and thus desirable. 

• Average delay per packet: Defined as the average time a packet 
takes from a node in the sensing state to the gateway.  

• Network Throughput: Defined as the rate of data packets 
received at the gateway. 

• Average energy consumed per packet: This metric represents 
the average energy consumed in transmitting, and receiving a data 
packet. A routing algorithm that minimizes the energy consumed 
per packet will, in general, yields better energy savings and 
increased network lifetime. 

B. Environment Setup 

The cluster consists of 100 nodes placed randomly in a 
1000×1000 meter square area. The gateway position is determined 
randomly within the cluster boundaries. A free space propagation 
channel model [11] is assumed with data rate set to 2Mb/s. Packet 
lengths are 10 kbit for data packets and 2 kbit for routing and refresh 
packets. The buffer size at each node is 15 packets. Each node has 
an initial energy of 2 joules. A node is considered non-functional if 
its energy level reaches zero.  

For a node in the sensing state, packets are generated at a constant 
rate of one packet/second. This value is consistent with the 
specifications of the Acoustic Ballistic Module from SenTech 
Inc.[12]. Each data packet is time-stamped when it is generated to 
allow the calculation of average delay per packet. In addition, each 
packet has an energy field that is updated during the packet 
transmission to calculate the average energy per packet. A packet 
drop probability is taken equal to 0.01. This is used to make the 
simulator more realistic and to simulate the deviation of the gateway 
energy model from the actual energy model of nodes.  

We assume that the cluster is tasked with a target-tracking 
mission. The initial set of sensing nodes is chosen to be the nodes on 
the convex hull of the sensors of the cluster. The set of sensing 
nodes changes as the targets move. Since targets are assumed to 
come from outside the cluster, the sensing circuitry of all boundary 
nodes is always turned on. The sensing circuitry of other nodes are 
usually turned off but can be turned on according to targets 
movement.  

As mentioned before, rerouting occurs when a node’s energy 
level falls below a percentage of its initial energy. This percentage is 
taken equal to 80%. Each time this threshold is reached, it is reset to 
0.8 of its previous value.  

For energy-consumption, we used the communication energy 
consumption model used in [4][6], the computation energy 
consumption model used in [6][13], and the sensing energy-
consumption model used in [14].  

Targets are assumed to start at a random position outside the 
convex hull. We experimented with different types of targets but for 
this paper we choose the linearly moving targets. These targets are 
characterized by having a constant speed chosen uniformly from the 
range four meters/second to six meters/second and a constant 
direction chosen uniformly depending on the initial target position in 
order for the target to cross the convex hull region. For the purpose 
of this experiment we assume that only one target will be active at 

any time. Each target remains active until it leaves the deployment 
region area. In this case, a new target is generated. 

C. Performance Results 

In this section, we study the effect of changing the maximum 
transmission distance constraint on the performance of the new 
algorithm. Then, we compare the performance of the new algorithm 
with the direct routing algorithm and the minimum transmission 
energy routing algorithm. 

1) Effect of Changing the Maximum Transmission Distance 
Constraint on Perfroamcne 

Figures 3 through 6 show the effect of changing the maximum 
transmission distance constraint on the performance of the new 
algorithm. Fig. 3 shows that as the maximum transmission distance 
constraint increases, the average energy consumed per packet 
increases. This is expected, as when the maximum transmission 
distance constraint increases the network topology graph becomes 
denser and the minimum number of hops routing algorithm chooses 
the long links to minimize the number of hops. These long links 
leads to more transmission energy consumption per packet. The 
same reasoning applies to figures 4 and 5. As the maximum 
transmission distance constraint increases, fewer number of hops in 
chosen by the minimum number of hops routing algorithm leading 
to decreased end-to-end delay. As the end-to-end delay is decreased, 
the throughput increases as more packets reach the gateway. As the 
average energy consumed per packet increases, the network lifetime 
parameters are decreased as shown in Fig. 6. 

For low values for the maximum transmission distance constraint, 
the network topology graph is sparse and the length of the links is 
small leading to reduced average energy consumed per packet. 
However, the end-to-end delay is increased due to the increase of 
the number of relays between a sensor node and the gateway. 

Form figures 3 through 6 we can see that a good value for the 
maximum transmission distance constraint should be between 200 
and 400 meters to obtain good values for the performance metrics. 
We use three values for the maximum transmission distance 
constraint in the next section to compare the new algorithm with 
other algorithms. These values are 100, 250 and 900 meters. 

2) Comparison Between the New Algorithm and Other 
Routing Algorithms 

In this section, we compare the new algorithm with the direct 
routing algorithm and the minimum transmission energy routing 



algorithm. We have three variants of the new algorithm 
corresponding to the three different values of the maximum 
transmission distance constraint. In the remaining figures, we call 
these algorithms ‘New100’, ‘New250’, and ‘New900’.   

Figures 7 through 12 show the performance comparison for the 
different metrics. By comparing the new algorithm performance 
when the maximum transmission distance constraint equals 100, 
New100 in figures, with the minimum transmission energy routing 
algorithm, we can see that the new algorithm outperforms the 
minimum transmission energy routing algorithm in all metrics 
except in the throughput. For small values for the maximum 
transmission distance constraint, the network topology graph may 
not be strongly connected leading to loss of packets. This can be 
corrected by using an alternate route for transmitting data when a 
node has no neighbors due to the maximum transmission distance 
constraint.  

By comparing the new algorithm performance when the 
maximum transmission distance constraint equals 900, New900 in 
figures, with the direct routing algorithm, we can see that both 

algorithms have approximately the same performance. For large 
values of the maximum transmission distance constraint, all nodes 
can reach the gateway directly and, hence, the minimum number of 
hops routing algorithm performance becomes similar to the direct 
routing algorithm. 

Fig. 4: Effect of the maximum transmission distance 
constraint on the average delay per packet 

Fig. 5: Effect of the maximum transmission distance 
constraint on the total throughput 

Fig. 6: Effect of the maximum transmission distance 
constraint on lifetime metrics 

Fig. 7: Comparison between the new algorithm and other 
algorithms (average energy consumed per packet) 

Fig. 8: Comparison between the new algorithm and 
other algorithms (average delay per packet) 

Fig. 9: Comparison between the new algorithm and 
other algorithms (total throughput) 

Fig. 10: Comparison between the new algorithm and 
other algorithms (time to network partition) 
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The performance of the new algorithm when the maximum 
transmission distance constraint equals 250, New250 in figures, is 
acceptable under all performance metrics and presents a balance 
between the minimum transmission energy routing algorithm and 
the direct routing algorithm. Moreover, the New250 routing 
algorithm gives the best time for the last node to die. For a medium 
range value for the maximum transmission distance constraint, the 
new algorithm is able to choose small number of hops with a 
relatively short distance leading to good values for all performance 
metrics.  

The choice of a value for the maximum transmission distance 
constraint depends on the required performance metrics and the 
nature of the sensor network mission. 

IV. CONCLUSION AND FUTURE WORK 
In this paper, we presented a novel energy-aware routing 

algorithm that uses a constrained minimum number of hops routing 
algorithm. By constraining the maximum transmission distance, the 
new algorithm can achieve different performance objectives 
depending on the mission of the sensor network.  For low values of 
the maximum transmission distance constraint, the network 
topology graph is sparse and the new algorithm performs like the 
minimum transmission energy routing algorithm. For large values of 
the maximum transmission distance constraint, the network 
topology graph is a complete graph and the minimum number of 
hops routing algorithm gives performance similar to the direct 
routing algorithm. For moderate values of the maximum 
transmission distance constraint, the performance of the new 
algorithm is acceptable under all performance metrics and presents a 
balance between the minimum transmission energy routing 
algorithm and the direct routing algorithm. For a moderate range 
value for the maximum transmission distance constraint, the new 
algorithm is able to choose small number of hops with a relatively 
short distance leading to good values for all performance metrics. 

We plan to study the performance of the new algorithm under 
heavy load conditions. Under low values of the maximum 
transmission distance constraint, the network topology graph may 
not be strongly connected. Using alternate routes when a node has 
no neighbors is a direction for future research. Algorithms for 
clustering and inter-cluster interaction are also planned.  

This paper gives a brief overview of some of features of the MAC 
protocol. Our pilot experiments show that the MAC protocol can 
increase the life of the network by an order of magnitude when 
combined with our routing approach. The detailed performance 
evaluation of the MAC protocol is the subject for a future paper. 
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Fig. 11: Comparison between the new algorithm and 
other algorithms (time for last node to die) 

Fig. 12: Comparison between the new algorithm and 
other algorithms (average node lifetime) 
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