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A CONSTRUCTION OF QUINTIC RINGS

ANTHONY C. KABLE and AKIHIKO YUKIE

Abstract. We construct a discriminant-preserving map from the set of orbits
in the space of quadruples of quinary alternating forms over the integers to
the set of isomorphism classes of quintic rings. This map may be regarded as
an analogue of the famous map from the set of equivalence classes of integral
binary cubic forms to the set of isomorphism classes of cubic rings and may
be expected to have similar applications. We show that the ring of integers
of every quintic number field lies in the image of the map. These results have
been used to establish an upper bound on the number of quintic number fields
with bounded discriminant.

§1. Introduction

To set the stage, we shall first remind the reader of the work of Delone

and Fadeev. In [9], these authors began with an integral binary cubic

form f and showed how to construct from it a based cubic ring Rf over

Z. (Here, as below, an n-tic ring over Z is a commutative Z-algebra that

is free of rank n as a Z-module. A ring is based if it is equipped with a

distinguished basis containing 1.) They showed that the isomorphism class

of Rf as a ring depends only upon the GL(2, Z)-equivalence class of f and

that the map [f ] 7→ [Rf ] from the set of equivalence classes of non-singular

forms to the set of isomorphism classes of separable cubic rings is bijective.

Moreover, they showed that their map is discriminant-preserving, where the

discriminant of f is understood in the sense of invariant theory and that

of Rf in the sense of ring theory. It is also (probably more) well known

that Gauss constructed a correspondence between the set of equivalence

Received October 10, 2002.
Revised November 14, 2002.
2000 Mathematics Subject Classification: Primary 11R04; Secondary 11R21, 15A72,

14L30.
The first author was partially supported by a Dean’s Incentive Grant, College of Arts

and Sciences, Oklahoma State University.
The second author was partially supported by Grant-in-Aid for Scientific Research

(No. 12440002), The Ministry of Education, Culture, Sports, Science and Technology,
Japan.



164 A. C. KABLE AND A. YUKIE

classes of primitive integral binary quadratic forms and the narrow ideal

class groups of orders of quadratic fields.

The spaces of binary quadratic and cubic forms are examples of what

we call prehomogeneous vector spaces and there has been work on orbits of

prehomogeneous vector spaces. For the general notion of prehomogeneous

vector spaces, the reader should see [21] or [34]. We shall give the definition

of prehomogeneous vector spaces in the case of irreducible representations

in Section 4 (see Definition 1).

In [32], orbits of eight prehomogeneous vector spaces over fields were

considered and the interpretations of orbits of these prehomogeneous vector

spaces were given. As far as integral orbits are concerned, besides classi-

cal works, [15] was the first work that was carried out in the context of

prehomogeneous vector spaces. In [15], integral orbits in one of the smaller

examples identified in [32] were considered. Bhargava [2] considered integral

orbits of several important cases. One of the cases Bhargava considered was

the space of pairs of ternary quadratic forms. This case is one of the cases

considered in [32] and orbits over fields correspond to quartic extensions of

the ground field. In [2], Bhargava constructed a bijective map from the set

of integral orbits of this prehomogeneous vector space to the set of triples

(R,C, f) where R is a quartic ring, C is its resolvent ring (this notion of the

resolvent ring is due to him) and f is a certain quadratic map from R to

C. If one only considers R, this gives a map from the set of integral orbits

of pairs of ternary quadratic forms to the set of quartic rings, thus giving

an analogue of Delone and Fadeev’s map. He also showed that this map is

surjective and determined the orders of the fibers. Note that even though

the correspondence between integral orbits and the set of triples (R,C, f)

is bijective, the correspondence between integral orbits and the set of R (up

to isomorphism) is not bijective.

The original Delone-Fadeev map has had various applications. Perhaps

the most celebrated of these is the determination, by Davenport and Heil-

bronn [7], [8], of the density of cubic number fields. The Delone-Fadeev

correspondence made it possible to study this question by understanding

the integral orbits in the space of binary cubic forms, where all the ma-

chinery of reduction theory could be applied, and then transferring this

understanding to the set of cubic rings. A quite different and much more

recent application of the cubic Delone-Fadeev correspondence has been its

use in [12] to establish a theory of Fourier coefficients for a class of quater-

nionic modular forms on the group G2.
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Even though we are mainly interested in orbits of prehomogeneous vec-

tor spaces, we shall consider a slightly more general pair (G,V ) where G is a

reductive algebraic group and V is a representation of G in this introduction

to discuss the background. In order to formulate the properties of Delone

and Fadeev’s map, we require an invariant-theoretic discriminant on V to

play the role of the discriminant of a binary cubic form. Fortunately, there

is indeed a general invariant-theoretic definition of a discriminant. The idea

may be traced back to Cayley, at least when G is a product of general lin-

ear groups and V is a tensor product of standard representations (see [4],

where the discriminant is called the hyperdeterminant), but Cayley’s lan-

guage might prove obscure to a modern reader and various discriminants

appear in his work under various names. The theory has recently been

developed by Gelfand, Kapranov and Zelevinsky [11] in a far more general

setting than we are currently considering. Fortunately, one may consult

the important article of Knop and Menzel [22], which contains a wealth

of information about discriminants of representations, including a simple

criterion for a discriminant to exist. We shall call (G,V ) discriminantal if

it has a discriminant in the sense of [22]. We may then say that Delone and

Fadeev’s map is an example of a map v 7→ Rv from the space of a discrim-

inantal representation to a set of based rings such that the ring-theoretic

discriminant of Rv is equal to the invariant-theoretic discriminant of v and

the isomorphism class of Rv depends only on the G-orbit of v.

In general we call a map from the set of integral orbits of a prehomoge-

neous vector space to the set of isomorphism classes of rings of some kind an

orbit-ring map. When there is an orbit-ring map v 7→ Rv under discussion,

we shall refer to its domain as the parameter space. If the group and the

representation are defined over a ring Z and the rings Rv are Z-algebras,

then we shall say that the orbit-ring map is over Z.

If an irreducible representation (G,V ) is prehomogeneous then all rel-

atively invariant polynomials on V are multiples of powers of a single poly-

nomial. If (G,V ) is discriminantal then it follows that this polynomial

must be the discriminant in the sense of [22]. The prehomogeneous rep-

resentation studied in this paper is discriminantal and so its fundamental

relatively invariant polynomial is also its discriminant. This kind of termi-

nology was used in [15] and [2] instead of the more usual terminology of

relatively invariant polynomials.

Among the eight examples considered in [32], two were classical and

six were new, at least in this form. This list included the space of pairs of
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ternary quadratic forms, parameterizing quartic algebras over the ground

field and the space of quadruples of quinary alternating forms, parameter-

izing quintic algebras over the ground field even though the ring structures

were not given directly. The correspondences in [32] were carried out in

two ways, via geometry and via Galois cohomology. It is also natural to

attempt to use invariant-theoretic methods to construct orbit-ring maps

and this method was used in Section 2 of [31] to construct an orbit-ring

map over a field with parameter space the space of trivectors on seven-

dimensional affine space, parameterizing Cayley algebras over the field. In

[2], Bhargava constructed orbit-ring maps for several cases and identified

additional structures on the ring side, necessary to render the maps bijec-

tive. He also applied his results, in the spirit of Davenport-Heilbronn, to

obtain a density theorem for symmetric totally real quartic number fields,

with a more explicit constant than that previously announced by Cohen,

Diaz y Diaz and Olivier [5] for all quartic number fields, thus confirming a

conjecture of the second author [33]. Of all the results in [2], the one that

is most relevant to us here is the construction of an orbit-ring map over the

integers with parameter space the space of pairs of ternary quadratic forms,

parameterizing quartic rings. (In fact, Bhargava’s result is more precise in

the sense that he introduces the notion of a cubic resolvent ring of a quartic

ring and is thus able to make his map bijective.) The technique used to

construct this map is similar to that originally used by Delone and Fadeev,

with several additional complications. In [2], Bhargava also conjectures the

existence of several other orbit-ring maps over the integers, refining those

given in [32] over fields.

It may be helpful to be more explicit in the case of the space of trivectors

on seven-dimensional affine space since the construction given in [31] may

be viewed as a prototype for what we do here. Let G = GL(7) and let W

denote the standard representation of G on seven-dimensional affine space.

Then G acts on V =
∧

3 W and we seek to construct a Cayley algebra Rv

from a point v ∈ V . To do so, let k be the underlying field and define

Rv = k ⊕ W ∗ as k-vector spaces. The identity of the Cayley algebra Rv is

(1, 0) ∈ Rv. The product operation on W ∗ may be identified with a pair

of tensors, one in W ⊗k W ⊗k W ∗, giving the W ∗ part of the product, and

one in W ⊗k W , giving the k part of the product. These spaces of tensors

are located inside the polynomial algebra of V by constructing equivariant

polynomial maps from V to each of them. The multiplication on W ∗ ⊂ Rv

is then specified by the images of v under these two maps. Even though the
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consideration was over fields in [31], the construction in [31] can be made

integral with a proper normalization.

Now that we have sketched the development of the theory of orbit-ring

maps up to this point, we are ready to state our main result, which is an

amalgam of specializations of Theorems 1 and 4.

Theorem. There is an orbit-ring map from the space of quadruples

of quinary alternating forms over Z to the set of based quintic rings over Z.

The image of this map contains the maximal order in every quintic number

field.

As we have already mentioned, the existence of an orbit-ring map over

the integers for quintic rings with parameter space the space of quadruples

of quinary alternating forms is suggested by one of the examples in [32].

After we had completed and begun to circulate preprints of this paper,

Bhargava [3] announced that he had proved a result similar to the above

theorem. Since his announcement does not contain a detailed statement of

his theorem nor any indication of the proof, we cannot currently assess the

relationship between our work and his. If his work on quartic rings is any

guide, then it seems likely that our methods differ somewhat. In any case,

our ultimate goal is the estimate on quintic discriminants stated below.

The great complexity of the parameter space of the quintic orbit-ring

map means that we are currently unable to deduce the precise density of

symmetric quintic number fields. However, we are able to derive upper

bounds. Let N5(X) denote the number of quintic number fields whose

discriminant does not exceed X in absolute value. There is an old conjecture

that N5(X) ∼ c5X for some constant c5 (see [25, Unsolved Problem 7]). As

far as we are aware, the best previously known upper bound in this direction

is N5(X) � X7/4, due to W. Schmidt [29]. In [18] we improve on this as

follows:

Theorem. For any ε > 0 there is a constant Cε such that N5(X) ≤
CεX

1+ε for all X > 0.

The proof of this theorem combines the main theorem of this paper

with a convergence result for an incomplete zeta integral associated with

the space of quadruples of quinary alternating forms, proved in [18]. This

paper and [18] are inseparable companions and each depends on the other;

ideally, they should be read together.
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It is now time to describe our approach and the content and purpose of

the sections to follow. We shall do this in some detail because, although the

minutiae of the argument are often complex, the overall structure is rather

simple and we wish to make this clear.

Our first task is the construction of the orbit-ring map for quintic rings.

Although we have only considered quintic rings over Z above, the natural

setting for the construction is more general and there seems to be no rea-

son to impose unnecessary restrictions. In what follows, we shall take a

principal ideal domain Z of characteristic zero as the ground ring. The

field of fractions of Z will be denoted by Q. We already suspect that

the space V of quadruples of quinary alternating forms under the action

of G = GL(4) × GL(5) is an appropriate parameter space and this pro-

vides a starting point. If R is a quintic ring over Z then we may split R as

R = Z ·1⊕M , where M is a rank four Z-module, and all the essential infor-

mation about the ring structure of R is contained in the map M⊗Z M → M

given by multiplication followed by projection to M . One way to associate

a ring Rv to a point v ∈ VZ is to find a way to construct from v a rank four

Z-module M and a suitable map M ⊗Z M → M . Since the isomorphism

class of Rv is to depend only on the GZ -orbit of v, this association should

be equivariant with respect to some homomorphism GZ → GL(M). When

it is phrased in this way, the problem of constructing an orbit-ring map

may be recognized as a problem of classical invariant theory.

Let Aff(4)Z denote rank four affine space over Z and Aff(4)∗Z denote

its dual. It is harmless to standardize M by identifying it either with

Aff(4)Z or Aff(4)∗Z (to exclude the second possibility at this stage would be

prejudicial). Thus we seek an equivariant polynomial map of the form

V −→ χ ⊗ Aff(4)∗ ⊗ Aff(4)∗ ⊗ Aff(4)

or

V −→ χ ⊗ Aff(4) ⊗ Aff(4) ⊗ Aff(4)∗,

where χ denotes a character of G. It emerges that, up to twists (which in-

crease the degree), there is precisely one map of each kind. The reader may

consult [16] for results that reduce this assertion to a routine calculation.

The fundamental map of the first kind is given by polynomials of degree

fifteen and the fundamental map of the second kind is given by polynomials

of degree five. Of these two, only the second satisfies the necessary require-

ments to arise from the multiplication operation on a quintic ring. Thus we
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see that the correct choice is to identify M with Aff(4)∗Z and that, once this

is done, our invariant theory problem has a unique solution. In this way,

we may build a quintic ring structure on Z ⊕ Aff(4)∗Z from a point v ∈ VZ

in an equivariant fashion.

If we were working over a field, then this would be the end of the

construction, but as it is there is an additional complication. There is no

non-zero equivariant map V → χ⊗Aff(4) and, as a consequence of this, the

trace of every element of Aff(4)∗Z under the ring structure just constructed

on Z⊕Aff(4)∗Z is zero. However, most quintic rings do not admit a splitting

with this property. In order to solve this problem, we observe that in every

quintic ring R there is an order R[5] = Z · 1 + 5R that does admit such a

splitting. The ring we have just constructed is R[5] and we wish to recover

R. This is an elementary problem of ring theory and, by solving it, we finish

the construction. So our construction is to go through R[5] to R. In [2],

the construction was made using special bases of quartic rings and yielded

the quartic ring directly. Our construction requires two steps, but does not

use any special choice of basis and hence is fully equivariant. In the proof

of the upper bound in [18], we shall need to prove that the construction in

this paper is compatible with the geometric construction in [32]. For that

purpose it is essential that the construction be fully equivariant. We have

decided to include the self-contained proof of the compatibility statement

in [18], rather than in the present paper.

The details of the construction just described are carried out in Sec-

tions 2–5. In Section 2, we review for later use the most basic notions of

tensor invariant theory. Section 3 starts with a review of some basic facts

from the theory of rings of finite rank, including the connection between

the multiplication law on R and the map M ⊗Z M → M used above. In

Proposition 1, we give the solution to the problem of recognizing that a

ring of rank n has the form R[n] for some ring R. The section concludes

by describing a slight generalization of the discriminant of a Z-lattice in

a Q-algebra. This discriminant will play an essential role later on. The

salient features of the parameter space V are reviewed in Section 4. Fi-

nally, the construction of the orbit-ring map for quintic rings is carried out

in Section 5, following the path that we have already described.

After the construction of the orbit-ring map is complete, our next task

is to show that the ring of integers in every quintic number field lies in the

image of the map. We do this in two steps. The first is to prove a result to

the effect that if the ring R[N ] = Z ·1+NR lies in the image of the orbit-ring
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map then so does the ring R. Actually, the result we prove is slightly weaker

than this, but the distinction is not conceptually important. For obvious

reasons, we refer to this result as the division theorem (Theorem 2). The

proof of this theorem is, unfortunately, rather intricate, but the idea is

simple. We choose a point v ∈ VZ such that v maps to the ring R[N ]. All

the components of the first restricted structure tensor of R[N ] with respect

to a suitable restricted basis are divisible by N and our aim is to modify

v so as to remove this common factor. We choose a prime factor p of N ;

it suffices to modify v so as to divide the components of the first restricted

structure tensor by p. To do this, we consider the reduction v̄ of v modulo

p. This is a point of VK , where K = Z/pZ, and we apply the theory

of alternating forms over a field to bring v̄ into a relatively simple shape.

Then, by using the fact that the first restricted structure tensor associated

to v̄ is identically zero modulo p, we obtain enough divisibility conditions

on the entries of v so as to be able to effect the division by p. The proof of

the division theorem occupies the whole of Section 6.

The division theorem reduces the problem of showing that a quintic

ring R lies in the image of the orbit-ring map to the problem of showing

that the order R[N ] lies in the image for some N . In Section 7, this is done

when R is the maximal order in a quintic number field. Given the results

of [32] and the division theorem, the proof is a fairly simple matter.

§2. A notational primer

In this work we shall have to consider relatively equivariant polynomial

maps between various representations. In order to construct and describe

these maps, it will be convenient to use the notational apparatus and some

of the elementary results from tensor invariant theory, for which [13] is an

excellent modern reference. The purpose of this section is to establish our

conventions regarding this notation. Although this material is standard, we

hope that a brief discussion will render our exposition more self-contained.

For any n ≥ 1 let Aff(n) denote n-dimensional affine space, regarded

as a variety over Z. By a tensor we shall mean an element of a space of the

form

(1) Aff(n1) ⊗ · · · ⊗ Aff(nr) ⊗ Aff(m1)
∗ ⊗ · · · ⊗ Aff(ms)

∗.

Since Aff(n) and Aff(n)∗ are equipped with canonical bases, a tensor has

canonical coordinates. We shall use subscripts to index coordinates corre-

sponding to factors of the form Aff(n) and superscripts to index coordinates
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corresponding to factors of the form Aff(n)∗. Thus the canonical coordi-

nates of a tensor A in the above space would be written as

Aj1j2···js

i1i2···ir
,

with 1 ≤ ip ≤ np and 1 ≤ jq ≤ mq. We shall refer to np as the valence of

the subscript ip and similarly with superscripts. We shall also refer to the

canonical coordinates as components of the tensor A.

The tensors we consider will usually have indices of two different va-

lences and we use different alphabets to distinguish them. In later sections,

but not in this one, it will be understood that roman indices have valence

four and that greek indices have valence five.

It will be convenient to employ a variation of the summation conven-

tion in certain formulas. According to this convention, summation takes

place over any index that appears in a term both as a subscript and as a

superscript. A formula containing a summation sign without a specified set

of summation indices is to be interpreted using this convention. Thus, the

expression ∑
Aij

klB
pk
iq

means ∑

i,k

Aij
klB

pk
iq .

The group

(2) GL(n1) × · · · × GL(nr) × GL(m1) × · · · × GL(ms)

acts on the space (1) and we want to express this action in canonical coor-

dinates. An element g ∈ GL(n) will be written as g = (gj
i ). If g is identified

with an n-by-n matrix then i is the row index and j is the column index. The

inverse of g will be written as g−1 = (ḡj
i ). We note that (gh)j

i =
∑

gk
i hj

k. If

A is an element of (1) and g = (g(1), . . . , g(r), h(1), . . . , h(s)) is an element

of (2), then let Â = gA. In canonical coordinates, we have

(3) Âl1l2···ls
k1k2···kr

=
∑

Aj1j2···js

i1i2···ir
g(1)i1

k1
· · · g(r)ir

kr
h(1)

l1
j1
· · · h(s)

ls
js

.

The discussion of the previous paragraph may also be applied to the

action of subgroups of (2) on (1). In our applications of this formalism, the

ranks of the modules will all be either 4 or 5 and we shall consider tensors



172 A. C. KABLE AND A. YUKIE

under the action of GL(4) × GL(5) embedded diagonally into (2). This

brings us closer to the standard setting of tensor invariant theory, where

all the modules are of the same rank n and the group is GL(n) acting

simultaneously on all the factors in (1). In context, there should be no

ambiguity.

We shall make frequent use of three special tensors. The Kronecker

delta δ of rank n is the tensor in Aff(n) ⊗ Aff(n)∗ whose canonical coordi-

nates are

δ
i
j =

{
1 if i = j,

0 if i 6= j.

The fully alternating contravariant tensor of rank n, denoted by ε, is the

element of
(
Aff(n)∗

)⊗n
whose canonical coordinates are

ε
i1···in =





1 if (i1, . . . , in) is an even rearrangement of (1, . . . , n),

−1 if (i1, . . . , in) is an odd rearrangement of (1, . . . , n),

0 otherwise,

and the fully alternating covariant tensor of rank n, also denoted by ε, is

the element of Aff(n)⊗n whose canonical coordinates are defined similarly.

The fundamental property of ε is expressed by the equations

(4)
∑

ε
i1···ingj1

i1
· · · gjn

in
= det(g)εj1···jn

and

(5)
∑

εj1···jn
gj1
i1
· · · gjn

in
= det(g)εi1···in

for g ∈ GL(n). It is also useful to observe the identity

(6) det(g)
∑

εj1···jn−1cḡb
c =

∑
εi1···in−1bgj1

i1
gj2
i2
· · · g

jn−1

in−1
,

which expresses the classical relationship between the adjoint and the in-

verse of g ∈ GL(n).

So far we have restricted our discussion to tensors on affine space, where

there is a canonical basis and hence canonical coordinates. There is a second

point of view on tensors that we shall require in Section 3. Suppose that Z

is a commutative ring with 1 and that N1, . . . , Nr and M1, . . . ,Ms are free

Z-modules of ranks n1, . . . , nr and m1, . . . ,ms. We may extend the notion

of a tensor to include elements of the space

(7) N1 ⊗Z · · · ⊗Z Nr ⊗Z M∗
1 ⊗Z · · · ⊗Z M∗

s ,
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where M ∗
q denotes HomZ(Mq, Z). There are non-canonical isomorphisms

Np
∼= Aff(np)Z and M∗

q
∼= Aff(mq)

∗
Z and thus we may non-canonically iden-

tify an element of (7) with an element of (1) and hence assign it coordinates.

From this point of view, (3) expresses the relationship between two sets of

coordinates for a single tensor A in (7). We shall occasionally blur the dis-

tinction between a tensor in (7) and its components with respect to some

specified choice of bases. This harmless abuse of terminology is akin to the

so-called abstract index notation sometimes used in differential geometry

and is similarly convenient.

§3. Generalities on rings and modules

Let Z be a principal ideal domain of characteristic zero and Q be its

field of fractions. We shall regard Z as embedded in Z. A ring of rank

n is an associative commutative Z-algebra R such that, considered as a

Z-module via the Z-algebra structure, R is free of rank n. If we wish to

emphasize Z then we shall refer to a ring of rank n over Z. The case n = 2

is somewhat anomalous and so we shall always require that n ≥ 3.

Let R be a ring of rank n. The identity 1 ∈ R is indivisible and conse-

quently it is possible to find an ordered basis of R of the form 1, v1, . . . , vn−1.

We call such an ordered basis a restricted basis of R. Let 1, v1, . . . , vn−1 be

a restricted basis of R and 1∗, v∗1 , . . . , v
∗
n−1 be its dual basis. Let M be the

submodule of R generated by {v1, . . . , vn−1}. The multiplication operation

on R determines and is determined by two maps C : M ⊗Z M → M and

D : M ⊗Z M → Z such that

rs = D(r ⊗ s) · 1 + C(r ⊗ s)

for r, s ∈ M . We may regard C as a tensor in the space M ∗ ⊗Z M∗ ⊗Z M

and D as a tensor in the space M ∗ ⊗Z M∗. We call C and D the first and

second restricted structure tensors of R with respect to the given restricted

basis.

In order to introduce the components of these tensors, we identify

v1, . . . , vn−1 with the standard ordered basis of Aff(n − 1)∗Z . It may seem

strange that we take the dual space here, but this is the most convenient

choice. After making this identification, C is identified with a tensor in

Aff(n − 1)Z ⊗Z Aff(n − 1)Z ⊗Z Aff(n − 1)∗Z and D is identified with a ten-

sor in Aff(n − 1)Z ⊗Z Aff(n − 1)Z . The components of these tensors are

Ck
ij = v∗k(vivj) and Dij = 1∗(vivj) for 1 ≤ i, j, k ≤ n − 1.
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We may recover the ring R, up to isomorphism, from the components

Ck
ij and Dij . To do this, we introduce a Z-bilinear multiplication on the

Z-module R′ = Z ⊕Aff(n− 1)∗Z such that (1, 0) is a multiplicative identity

and

(8) (0, e∗i )(0, e
∗
j ) =

(
Dij ,

∑

k

Ck
ije

∗
k

)

for 1 ≤ i, j ≤ n − 1. The resulting ring R′ is isomorphic to the original

ring R. It is important to observe that the isomorphism class of the ring

R′ depends only on the tensors C and D. Thus, if g ∈ GL(n)Z and

Ĉk
ij =

∑
Cc

abg
a
i gb

j ḡ
k
c ,

D̂ij =
∑

Dabg
a
i gb

j ,

then the ring R′′ constructed as above from Ĉ and D̂ is isomorphic to the

ring R′ constructed from C and D. Indeed, the Z-linear map f : R′′ → R′

given by f(1, 0) = (1, 0) and f(0, e∗i ) =
(
0,

∑
a ga

i e∗a
)

is an isomorphism. We

shall use this observation frequently in what follows.

Lemma 1. The first and second restricted structure tensors of a ring

of rank n with respect to any restricted basis satisfy the identities

Ck
ij = Ck

ji,(9)

Dij = Dji,(10)
∑

r

DirC
r
jk =

∑

s

DjsC
s
ik,(11)

∑

r

Cr
ijC

l
rk + δ

l
kDij =

∑

s

Cs
jkC

l
si + δ

l
iDjk.(12)

Conversely, if C and D are tensors satisfying these identities then they are

the first and second restricted structure tensors of a ring of rank n.

Proof. The first two identities follow from the commutativity of multi-
plication and the second two from the associativity of multiplication. Con-
versely, suppose that we have tensors C and D satisfying these identities.
Then we may create a ring R′ from them as explained in the paragraph
containing (8). This ring has C and D as its first and second restricted
structure tensors.
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The first part of the following lemma was observed by Delone and

Fadeev when n = 3 (Equation (2), Section 15 in [9]) and extended to n = 4

by Bhargava [2].

Lemma 2. Let R be a ring of rank n over Z and 1, v1, . . . , vn−1 a

restricted basis for R. The first restricted structure tensor of R with respect

to this basis determines the second. If Z0 is a subring of Z and Ck
ij ∈ Z0

for all i, j and k then Dij ∈ Z0 for all i and j. If, in addition,
∑

j Cj
ij = 0

then Dij = 1

n−2

∑
r,s Cs

irC
r
sj.

Proof. Choose i, j between 1 and n − 1. Since n − 1 ≥ 2, we may
choose l between 1 and n − 1 such that l 6= i and set k = l. With these
choices, (12) gives a formula for Dij in terms of C. This formula only
involves sums and products of various components of C and, from this, the
second claim follows. If

∑
j Cj

ij = 0 then the given expression for D follows
by contracting (12) with respect to i and l.

It follows from this lemma that two rings of rank n that have the same

first restricted structure tensor with respect to some choices of restricted

bases are isomorphic.

We next recall some facts about the trace form and discriminants. As-

sume that R is a ring of rank n. Then to each u ∈ R is associated a linear

map Lu : R → R given by Lu(v) = uv and we define tr : R → Z by tr(u) =

tr(Lu). This construction gives rise to a bilinear form (u, v) 7→ tr(uv), the

trace form of R. If N is any Z-submodule of R of rank n then the dis-

criminant of N is the discriminant of the restriction of the trace form to

N . We shall denote the discriminant of N by Disc(N). This discriminant

is well-defined as an element of the set Z/(Z×)2 and equalities involving

discriminants must be understood to take place in this coset space.

Lemma 3. Suppose that R is a ring of rank n and that the first re-

stricted structure tensor of R satisfies
∑

j Cj
ij = 0. Then Disc(R) =

nn det(D).

Proof. Choose a restricted basis 1, v1, . . . , vn−1 of R. The condition∑
j Cj

ij = 0 is equivalent to tr(vi) = 0. Thus tr(vivj) = nDij for all i and j
and it follows that the matrix of the trace form with respect to the given
restricted basis is (

n 0
0 nD

)
.
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The determinant of this is nn det(D).

Let R be a ring of rank n and a ∈ Z \{0}. We define R[a] = Z ·1+aR.

Then R[a] is an order in R and Disc(R[a]) = Disc(R)a2n−2.

Lemma 4. If R and R′ are rings of rank n and R[n] ∼= R′[n] then

R ∼= R′.

Proof. The trace of every element of the ring R[n] is divisible by n.
If we let M be the set of elements in R[n] whose trace is zero then it
follows that R[n] = Z · 1 ⊕ M . Let ṽ1, . . . , ṽn−1 be an ordered basis for M .
Then there are elements v1, . . . , vn−1 ∈ R such that ṽi = nvi − ti1 where
ti = tr(vi). Moreover, 1, v1, . . . , vn−1 is a restricted basis for R. If C̃ is the
first restricted structure tensor of R[n] with respect to 1, ṽ1, . . . , ṽn−1 and
C is the first restricted structure tensor of R with respect to 1, v1, . . . , vn−1

then
C̃k

ij = −tiδ
k
j − tjδ

k
i + nCk

ij .

The congruence class of ti modulo n can therefore be recovered from C̃ and,
once representatives of the appropriate congruence classes are chosen, we
can then solve for C. Replacing ti by ti + nsi changes Ck

ij into Ck
ij + siδ

k
j +

sjδ
k
i . This amounts to replacing the restricted basis 1, v1, . . . , vn−1 by the

restricted basis 1, v1 + s11, . . . , vn−1 + sn−11. Thus the isomorphism class
of R is determined by that of R[n].

Proposition 1. Suppose that R̃ is a ring of rank n and that R̃ has

a restricted basis 1, ṽ1, . . . , ṽn−1 such that the corresponding first restricted

structure tensor satisfies

C̃k
ij ≡ 0 (n) whenever k /∈ {i, j}(13)

C̃j
ij ≡ C̃k

ik (n) whenever i /∈ {j, k}(14)
∑

j

C̃j
ij ≡ 0 (n) for all i.(15)

Then there is a ring R of rank n such that R̃ ∼= R[n].

Proof. According to (14), it is possible to choose t1, . . . , tn−1 ∈ Z such
that ti ≡ −C̃j

ij (n) whenever j 6= i. We shall establish the congruence

(16) D̃ij −
∑

r

C̃r
ijtr − titj ≡ 0 (n2)
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for these integers. This will require several steps. First, by combining (15)
with the congruences for the ti, we find that C̃i

ii ≡ −2ti (n) for all i.
Secondly, observe that (16) is either true for all possible choices of

t1, . . . , tn−1 or false for all of them. Indeed, if we take the difference between
the left hand side of (16) for t1, . . . , tn−1 and for t1 +ns1, . . . , tn−1 +nsn−1,
we obtain

(17) n

[∑

r

C̃r
ijsr + sitj + sjti

]
.

All the terms in the sum such that r /∈ {i, j} are divisible by n by (13) and
so (17) is congruent modulo n2 to n

[
C̃i

ijsi + C̃j
ijsj + sitj + sjti

]
, if i 6= j,

and to n
[
C̃i

iisi + 2siti
]
, if i = j. In either case, the expression in square

brackets is divisible by n and the observation is established. It follows that
it suffices to establish (16) for any particular choice of t1, . . . , tn−1.

It will be convenient to assume henceforth that n ≥ 4. When n = 3 the
congruence may be verified by a slight variation of the following argument.
We do not require this case and so we do not take the space to record the
variant. Since (n − 1) ≥ 3, we may choose some k /∈ {i, j}. We shall verify
(16) for the specific choices ta = −C̃k

ak for a 6= k and tk = −C̃i
ik. Making

the choice l = k in (12), we obtain

(18) D̃ij =
∑

s

C̃s
jkC̃

k
si −

∑

r

C̃r
ijC̃

k
rk.

In the first sum, all terms are divisible by n2 except possibly those with
s = j and s = k. Consequently, these terms may be discarded from the sum
modulo n2. Also, tr = −C̃k

rk for r 6= k, ti = −C̃k
ik and tj = −C̃k

jk. Thus

(19) D̃ij ≡ C̃j
jkC̃

k
ij + titj +

∑

r 6=k

C̃r
ijtr − C̃k

ijC̃
k
kk (n2).

This gives

(20) D̃ij −
∑

r

C̃r
ijtr − titj ≡ C̃k

ij

[
C̃j

jk − tk − C̃k
kk

]
(n2)

and the factor in square brackets is congruent to −tk − tk +2tk = 0 modulo
n. Since n divides C̃k

ij, (16) is established.
Now define

R =

{
α0 +

∑

r

αrṽr ∈ Q ⊗Z R̃
∣∣∣ nα1, . . . , nαn−1 ∈ Z, α0 −

∑

r

trαr ∈ Z

}
.
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Then R is a Z-submodule of Q ⊗Z R̃ of rank n with basis 1, v1, . . . , vn−1

where vi = 1

n(ti + ṽi). Also, R̃ = R[n]. The only thing that remains to be

verified is that R is a subring of Q ⊗Z R̃. This amounts to checking that
R is closed under multiplication and for this it is sufficient to show that
vivj ∈ R for all i and j. For definiteness, we assume that i 6= j; the other
case is almost identical. We have

vivj =
1

n2
(D̃ij + titj) +

1

n2
(tj + C̃i

ij)ṽi +
1

n2
(ti + C̃j

ij)ṽj +
1

n2

∑

r/∈{i,j}

C̃r
ij ṽr.

The first n − 1 conditions required for this to be an element of R follow
from (13) and the congruences ti ≡ −C̃j

ij (n) and tj ≡ −C̃i
ij (n). The last

condition reduces to (16).

The following observation will prove a useful complement to Proposi-

tion 1.

Lemma 5. Let K be a commutative ring with 1 and V a free K-module

of rank n−1 with n ≥ 3. Suppose that n = 0 in K, that A ∈ V ⊗K V ⊗K V ∗

and that the components of A with respect to some basis of V satisfy the

conditions

Ak
ij = Ak

ji,(21)

Ak
ij = 0 whenever k /∈ {i, j},(22)

Aj
ij = Ak

ik whenever i /∈ {j, k},(23)
∑

j

Aj
ij = 0.(24)

Then the components of A with respect to any basis satisfy the same condi-

tions.

Proof. It is well-known that symmetry conditions such as (21) are
invariant under change of basis. Condition (24) expresses the vanishing of
the vector Bi =

∑
j Aj

ij and so it is automatically true with respect to all
bases if it is true with respect to one. The other two conditions are not
tensorial in nature and so we must verify directly that they are preserved
under change of basis.

Suppose that the matrix (hj
i ) expresses the change of basis from a basis

such that the conditions hold to a second basis and that (h̄j
i ) is the inverse
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matrix. Let Âk
ij be the components of A with respect to the second basis.

Then

(25) Âk
ij =

∑

a,b,c

Ac
ab ha

i hb
j h̄k

c .

We may choose u1, . . . , un−1 ∈ K such that ui = Aj
ij whenever i 6= j, by

Condition (23). According to Condition (24), we have (n − 2)ui + Ai
ii = 0

for all i. By the assumption that n = 0 in K, this implies that Ai
ii = 2ui

for all i. Thus, making use of Conditions (21) and (22),

(26) Âk
ij =

∑

a6=b

ub ha
i hb

j h̄k
a +

∑

b6=a

ua ha
i hb

j h̄k
b + 2

∑

a

ua ha
i ha

j h̄k
a.

Now,
∑

l h
l
ih̄

j
l = δ

j
i and so this equation yields

(27) Âk
ij = δ

k
i

∑

b

ub hb
j + δ

k
j

∑

a

ua ha
i .

This expression makes it clear that Conditions (22) and (23) hold with
respect to the new basis.

As a last point of terminology, we shall refer to a ring of rank five as a

quintic ring.

§4. Review of the parameter space

In this section we give a brief review of the salient properties of the

space of quadruples of quinary alternating forms. This remarkable space

has been investigated from various perspectives by a number of authors.

For example, in [21] and [26] it is studied over C from the point of view of

invariant theory. The space appears as the abelianization of the unipotent

radical of a certain maximal parabolic subgroup of a reductive group of type

E8 under the conjugation action of the Levi component. For this reason,

it arises when the representation theory of E8 is investigated. The referee

has been kind enough to bring to our attention several articles in which the

space of quadruples of quinary alternating forms plays a significant role in

the representation theory of E8 over a finite field. The most approachable

of these is [19], but the referee has also noted that the same space appears in

Lusztig’s theory of character sheaves [14], [23]. The list could be extended

to include studies involving representation theory over p-adic fields, as well
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as other applications, but perhaps the reader will already grant the point

that the space is significant and of wide interest.

For the sake of the reader we briefly recall the definition of preho-

mogeneous vector spaces. Since we are mainly interested in the space of

quadruples of quinary alternating forms, we restrict ourselves to irreducible

representations. For the definition of more general prehomogeneous vector

spaces, the reader should see [21].

Let G be a connected reductive group and V an irreducible represen-

tation of G.

Definition 1. The pair (G,V ) is called a prehomogeneous vector space

if

(1) there exists a Zariski open G-orbit in V and

(2) there exists a non-constant polynomial P (x) ∈ k[V ] and a rational
character χ(g) of G such that P (gx) = χ(g)P (x) for all g ∈ G and
x ∈ V .

Any polynomial P (x) in the above definition is called a relatively in-

variant polynomial.

In [32], the space of quadruples of quinary alternating forms is con-

sidered over an arbitrary field and this reference is a convenient source

for the facts that we require. Note that in [32], there was an assump-

tion on the characteristic of the field, but it was pointed out later in [17]

that such an assumption is unnecessary. Let V = Aff(4) ⊗
∧

2 Aff(5) and

G = GL(4) × GL(5). Then G acts on V and it is well known that the pair

(G,V ) is a prehomogeneous vector space. It easily follows from the criterion

of [22] that this representation is discriminantal. In light of the definition

of a discriminant, the same conclusion can also be drawn from a glance at

the table of orbits in (G,V ) and their duals given in [26].

Let f1, . . . , f4 be the standard basis of Aff(4) and e1, . . . , e5 be the

standard basis of Aff(5). We introduce canonical coordinates xiαβ on V

dual to the basis

{fi ⊗ (eα ∧ eβ) | 1 ≤ i ≤ 4, 1 ≤ α < β ≤ 5}

and extend the notation by setting xiαα = 0 and xiβα = −xiαβ. Since

G acts on V , it also acts on V ∗ and it is important to note that x thus

extended is tensorial with respect to this action. That is, if (h, g) ∈ G then

(28) (h, g)xiαβ =
∑

xjγδ hj
i gγ

α gδ
β.
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There is a second model of the space (G,V ) that will be useful in Section 6.

Here we identify the elements of V with 1-by-4 row vectors of 5-by-5 al-

ternating matrices. The action of G on V in this model may be written

as

(h, g)[M1, . . . ,M4] = [gM1
tg, . . . , gM4

tg] th.

Define

w1 = f1 ⊗ (e1 ∧ e2),

w2 = f2 ⊗ (e3 ∧ e4),

w3 = f3 ⊗ (e1 ∧ e5 + e3 ∧ e5),

w4 = f4 ⊗ (−e1 ∧ e2 + e1 ∧ e4 + e2 ∧ e4 + e2 ∧ e5 − e4 ∧ e5),

and

w = w1 + w2 + w3 + w4.

Suppose that k is a field and that v ∈ Vk. We call v generic if the orbit of

v is Zariski open. It is shown in [32] that the point w ∈ V is universally

generic, in the sense that w is generic in Vk for any field k.

Let P ∈ Z[V ] be a non-constant relatively invariant polynomial of min-

imal degree. We assume, as we may, that P is primitive so that P reduces

to a non-zero polynomial in Fp[V ] for all primes p. If p is a prime fac-

tor of the integer P (w) then w ∈ VFp
lies in the hypersurface defined by

the equation P = 0 and this contradicts the fact that w is universally

generic. Thus P (w) is free of prime factors and so P (w) = ±1. By chang-

ing the sign if necessary, we may assume that P (w) = 1. It is known that

the polynomial P has degree 40 and satisfies P (gv) = ω2(g)P (v), where

ω(g1, g2) = det(g1)
5 det(g2)

8. As a by-product of the construction carried

out in Section 5, we shall find a convenient way to evaluate P (v) for any

v ∈ V . This method of computing P was originally given in [1], although

the description of it to be found there is superficially quite different from

ours. The Zariski open set in V defined by the condition P 6= 0 will be

denoted by V ss.

§5. Construction of the orbit-ring map

Our goal in this section is to construct an orbit-ring map for quintic

rings over Z with V as the parameter space. That is, we seek to associate

to each point v ∈ VZ a based quintic ring Rv over Z. This ring will be
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constructed via its structure tensors in such a way that the isomorphism

class of Rv as a ring will depend only upon the GZ -orbit of v.

In terms of the canonical coordinates xiαβ on V , we define C l
jk(x) to

be

(29)
1

32

∑
ε

α1β1α4β4α3ε
β3α2β2α5β5ε

i3i4i5lxjα1β1
xkα2β2

xi3α3β3
xi4α4β4

xi5α5β5
.

Each C l
jk(x) is an element of the ring Q[V ]. The collection C l

jk(x) defines

a relatively equivariant polynomial map from V to the space

Aff(4)∗ ⊗ Aff(4) ⊗ Aff(4).

This follows from general principles of tensor invariant theory and is made

precise in the following lemma.

Lemma 6. We have C l
jk(x) = C l

kj(x). Furthermore, if (h, g) ∈ G then

C l
jk

(
(h, g)x

)
= det(h) det(g)2

∑
Cc

ab(x)ha
j hb

k h̄l
c.

Proof. The first assertion follows on rearranging the sums in the defini-
tion of C l

jk according to the recipe (α1, β1) ↔ (α2, β2), (α4, β4) ↔ (α5, β5),
α3 ↔ β3, i4 ↔ i5. The second follows at once from (4), (6) and (28).

It follows from the first assertion of Lemma 6 that the collection C l
jk(x)

actually defines a relatively equivariant polynomial map from V into the

space

Aff(4)∗ ⊗ sym2(Aff(4)).

Lemma 7. We have C l
jk(x) ∈ Z[V ] for all j, k and l.

Proof. The proof of this lemma will rely in part on symbolic compu-
tation using [30]. To keep the computation as manageable as possible, we
begin by making some reductions. The group generated by the commuting
involutions αm ↔ βm, m ∈ {1, 2, 4, 5} acts with trivial isotropy subgroups
on the set of indices leading to each particular monomial in C l

jk(x). This

makes it clear that 2C l
jk(x) ∈ Z[V ] and that

(30) 2C l
jk(x) ≡

∑
xjα1β1

xkα2β2
xi3α3β3

xi4α4β4
xi5α5β5

(mod 2),
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where the sum is over all sets of indices satisfying the conditions

{α1, β1, α4, β4, α3} = {β3, α2, β2, α5, β5} = {1, 2, 3, 4, 5},

{i3, i4, i5, l} = {1, 2, 3, 4},

α1 < β1, α2 < β2, α4 < β4, α5 < β5.

It remains to show that the coefficient of each monomial on the right-hand
side of (30) is even. If j = k then the involution described in the proof
of Lemma 6 also acts without fixed points on the set of indices leading to
each particular monomial and the claim follows. Thus we may assume that
j 6= k. Renumbering the indices in the set {1, 2, 3, 4} has no effect on the
claim and so it suffices to consider the two cases (j, k, l) = (1, 2, 1) and
(j, k, l) = (1, 2, 4). This may easily be done using [30].

Lemma 8. The value of C(w) is

C1(w) =




3 −1 −1 −1
−1 0 0 0
−1 0 0 0
−1 0 0 0


 , C2(w) =




0 −1 0 0
−1 3 −1 −1

0 −1 0 0
0 −1 0 0


 ,

C3(w) =




0 0 −1 0
0 0 −1 0

−1 −1 3 −1
0 0 −1 0


 , C4(w) =




0 0 0 −1
0 0 0 −1
0 0 0 −1

−1 −1 −1 3


 .

Proof. This is a routine numerical computation using the value of w
given in Section 4.

Lemma 9. We have
∑

Ck
jk(x) = 0 for all j.

Proof. It suffices to verify this identity after extending the ground ring
to an algebraically closed field K. Since each C l

jk(x) lies in Z[V ],
∑

Ck
jk(x)

is a regular function on VK and so it suffices to show that this sum vanishes
on the orbit of w under GK . But the sum does vanish at w itself, by
Lemma 8, and the identity follows from Lemma 6.

In accordance with Lemma 2, we now define a tensor D in terms of C

by

(31) Dij(x) =
1

3

∑
Cs

ir(x)Cr
sj(x).
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Lemmas 2, 7 and 11 imply that Dij(x) ∈ Z[V ] for all i and j. To see this,

apply Lemma 2 with Z = Q(V ) and Z0 = Z[V ]; the other two lemmas

verify the hypotheses necessary to do so. The transformation law

(32) Dij

(
(h, g)x

)
= det(h)2 det(g)4

∑
Dab(x)ha

i h
b
j

for (h, g) ∈ G follows easily from Lemma 6.

Lemma 10. The value of D(w) is

D(w) =




4 −1 −1 −1
−1 4 −1 −1
−1 −1 4 −1
−1 −1 −1 4


 .

Proof. A computation using Lemma 8.

Lemma 11. For each v ∈ VZ, the tensor Ck
ij(v) is the first restricted

structure tensor of a quintic ring over Z.

Proof. The identities that C and D must satisfy in order to be the
first and second restricted structure tensors of a quintic ring are given in
Lemma 1. These identities are tensorial and so they hold at all points of an
orbit if they hold at one. They are also identities between regular functions
on V and so they hold if they hold on the orbit of w over an algebraically
closed field. Thus it suffices to check that the identities hold at w.

In order to verify this without undue computation, we give a quintic
ring over Z whose first and second restricted structure tensors are C and
D evaluated at w. Since Z is embedded in Z and the structure tensors
are unchanged upon extension of the base, this will complete the proof. In
R = Z⊕5, consider the submodule R̃ generated by the elements

1 = (1, 1, 1, 1, 1),

f1 = (4,−1,−1,−1,−1),

f2 = (−1, 4,−1,−1,−1),

f3 = (−1,−1, 4,−1,−1),

f4 = (−1,−1,−1, 4,−1).

It is easy to check that {1, f1, . . . , f4} is linearly independent and so R̃ is a
free Z-module of rank 5. Moreover, f 2

i = 4 + 3fi and fifj = −1 − fi − fj
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for i 6= j. Thus R̃ is a quintic Z-algebra having first and second restricted
structure tensors C and D evaluated at w.

Now we know that C and D satisfy the relevant identities, there is a
based quintic algebra over Q having Ck

ij(v) and Dij(v) as its first and second

restricted structure tensors. But Ck
ij(v) ∈ Z for all i, j and k, by Lemma 7,

and so Dij(v) ∈ Z for all i and j, by the remark following Lemma 2. It
follows that Ck

ij(v) is actually the first restricted structure tensor of a based
quintic ring over Z, as required.

Lemma 12. In the ring Z[V ], we have

C l
jk(x) ≡ 0 (mod 5) whenever l /∈ {j, k},

Ck
jk(x) ≡ C l

jl(x) (mod 5) whenever j /∈ {k, l}.

Proof. Let K be the algebraic closure of the finite field F5. We may
regard each C l

jk(x) as an element of K[V ] by reduction modulo 5 and it
suffices to show that this reduction satisfies the conditions

C l
jk(x) = 0 whenever l /∈ {j, k},

Ck
jk(x) = C l

jl(x) whenever j /∈ {k, l},

since K is infinite. These are identities of regular functions on VK and K
is algebraically closed and so it suffices to establish that they hold on the
orbit of w under GK . Note that these conditions do hold at w itself. In
fact, all the conditions enumerated in Lemma 5 are satisfied by C evaluated
at w. By the lemma, it follows that these conditions must hold at all points
of the orbit of w.

For v ∈ VZ , we let R̃v denote the based quintic ring with first reduced

structure tensor equal to Ck
ij(v) and second reduced structure tensor equal

to Dij(v). This ring may be constructed concretely as described in Section 3.

Theorem 1. For each v ∈ VZ there is a quintic ring Rv such that

R̃v
∼= Rv[5]. The isomorphism class of Rv as a ring depends only on the

GZ-orbit of v. Furthermore, Disc(Rv) = P (v) for all v ∈ VZ .

Proof. It follows from Lemma 6 that the isomorphism class of the ring
R̃v depends only on the orbit of v. We have verified all the conditions
necessary to apply Proposition 1 to R̃v. Thus there is a ring Rv such that
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R̃v
∼= Rv[5]. By Lemma 4, the isomorphism class of Rv is determined by

that of R̃v and hence by the orbit of v. By Lemma 3 and the remark
following it, we have 53 Disc(Rv) = det(D(v)). This identity allows us to
regard Disc(Rv) as a polynomial function on VZ . (This is possible essentially
because the discriminant of a based ring is unambiguous.) By Lemma 10,
det(D(w)) = 53 and consequently Disc(Rw) = 1. The transformation law
(32) for D shows that v 7→ Disc(Rv) is a relatively invariant polynomial on
V with the same character as P . Since they also have the same value at w,
it follows that Disc(Rv) = P (v).

For later use, it will be convenient to observe that Rw
∼= Z5. This fol-

lows from the proof of Lemma 11 and the construction of Rv just described.

Also, we shall allow ourselves to refer to the map from GZ\VZ to the set of

isomorphism classes of quintic rings over Z induced by the orbit-ring map

by the same name.

§6. A division theorem

The purpose of this section is to prove a result to the effect that if the

image of the orbit-ring map constructed in Section 5 contains a principal

order inside the ring R then the image contains R itself. We refer to this

result as the division theorem. Actually, we only require a slightly weaker

statement, which is also easier to prove and so we content ourselves with

this. The precise enunciation is given below.

In order to prepare for the proof, we must first discuss the classification

of pairs of quinary alternating forms over an arbitrary field K. A defini-

tive and beautiful treatment of pairs of alternating forms over an arbitrary

field was given by R. Scharlau in [28]. In fact, he reduced the classification

problem for such pairs to the classification problem for pairs of rectangu-

lar matrices under simultaneous row and column operations. The solution

to this problem is given by the celebrated Kronecker-Weierstrass Theorem,

which has been considered over arbitrary fields by several authorities, in-

cluding Dieudonné [10]. We recommend [6] for a clear statement of the

theorem.

Let K be a field. In the terminology of [28], a Kronecker module is a

quadruple (U,W,α, β) consisting of two K-vector spaces U and W and two

K-linear maps α, β : U → W . If γ : U → W is any linear map then we may

create an alternating form on U ⊕ W ∗ by setting

〈(u1, λ1), (u2, λ2)〉γ = λ2

(
γ(u1)

)
− λ1

(
γ(u2)

)
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and, in this way, a Kronecker module gives rise to a pair of alternating forms

on the same space. It is proved in [28] that every pair of alternating forms

is equivalent to a pair constructed in this way. The dual of the Kronecker

module X = (U,W,α, β) is the Kronecker module X∗ = (W ∗, U∗, α∗, β∗).

There is also an obvious notion of the direct sum of Kronecker modules. It

is shown in [28] that two Kronecker modules X and Y give rise to equivalent

pairs of alternating forms if and only if X ⊕ X∗ ∼= Y ⊕ Y ∗.

Call a square matrix A = (aj
i ) with entries in K skew-symmetric if

ai
i = 0 and aj

i = −ai
j for all i and j. Let A(n)K denote the space of n-by-n

skew-symmetric matrices over K. The group GL(n)K acts on A(n)K by

g · A = gA tg and on A(n)K ⊕ A(n)K diagonally. Let

M0 =




0 0 0 1 0
0 0 1 0 0
0 −1 0 0 0

−1 0 0 0 0
0 0 0 0 0




, N0 =




0 0 0 0 1
0 0 0 1 0
0 0 0 0 0
0 −1 0 0 0

−1 0 0 0 0




,

M1(c) =




0 0 1 0 0
0 0 0 0 0

−1 0 0 0 0
0 0 0 0 c
0 0 0 −c 0




, N1(d) =




0 1 0 0 0
−1 0 0 0 0

0 0 0 0 0
0 0 0 0 d
0 0 0 −d 0




for c, d ∈ K.

Lemma 13. Let K be a field and (A,B) ∈ A(5)K ⊕ A(5)K . If the

intersection of the nullspaces of A and B is {0} then (A,B) is equivalent

under the action of SL(5)K either to (M0, N0) or to (M1(c), N1(1)) for

some c ∈ K or to (M1(1), N1(0)).

Proof. We begin by considering equivalence under GL(5)K . We shall
refine to SL(5)K equivalence at the end. Suppose that (A,B) ∈ A(5)K ⊕
A(5)K is a pair of alternating matrices and let X = (U,W,α, β) be a Kro-
necker module that gives rise to this pair by the procedure explained above.
If any of the indecomposable summands of X has the form (U ′, {0}, 0, 0) or
({0},W ′, 0, 0), then the matrices A and B will have a common non-zero null
vector. Assume now that this is not the case. Since dim(U)+dim(W ) = 5,
it follows that X can have at most two indecomposable summands. If X
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and Y are two Kronecker modules, then they lead to equivalent pairs of al-
ternating matrices if and only if X⊕X∗ ∼= Y ⊕Y ∗. It follows from this that
we may assume that in each indecomposable summand of X, the dimension
of the first space is greater than or equal to that of the second.

Suppose first that X is indecomposable. By inspection of the list of
indecomposable modules given by the Kronecker-Weierstrass Theorem (see
Theorem 34.40 of [6]), recalling the assumption made in the previous para-
graph, we see that X must be isomorphic to (K3,K2, α, β), where, with
respect to the standard bases,

α =

[
1 0 0
0 1 0

]
, β =

[
0 1 0
0 0 1

]
.

Let e1, e2, e3 be the standard ordered basis of K3, f1, f2 be the standard
ordered basis of K2 and f∗

1 , f∗
2 be its dual basis. It is easy to verify that,

with respect to the ordered basis

(0,−f∗
2 ), (0,−f ∗

1 ), (e1, 0), (e2, 0), (e3, 0)

of K3 ⊕ (K2)∗, the matrices of the forms 〈 · , · 〉α and 〈 · , · 〉β are M0 and
N0, respectively.

Now suppose that X has two indecomposable summands. Given the re-
ductions and assumptions made above, they must be isomorphic to
(K2,K, α1, β1) and (K,K,α2, β2). There is only one isomorphism class
of indecomposable Kronecker modules of the form (K 2,K, α1, β1) and it is
realized by taking

α1 =
[
1 0

]
, β1 =

[
0 1

]
.

Let e1, e2 be the standard ordered basis of K2, F be the standard ordered
basis of K and f ∗ be its dual. With respect to the ordered basis (0,−f ∗),
(e2, 0), (e1, 0) of K2 ⊕ K∗, the alternating forms corresponding to α1 and
β1 have matrices 


0 0 1
0 0 0

−1 0 0


 ,




0 1 0
−1 0 0

0 0 0


 ,

respectively. All the isomorphism classes of non-zero Kronecker modules
having the form (K,K,α2, β2) may be represented by taking

α2 =
[
c
]
, β2 =

[
1
]

for each c ∈ K and
α2 =

[
1
]
, β2 =

[
0
]
.
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These Kronecker modules lead, respectively, to the pairs of alternating ma-
trices (

0 c
−c 0

)
,

(
0 1

−1 0

)

and (
0 1

−1 0

)
,

(
0 0
0 0

)
.

The block sum of the pairs of alternating matrices just described leads to
the pairs (M1(c), N1(1)) for c ∈ K and (M1(1), N1(0)).

This completes the first part of the proof. Now we must show that
the equivalence classes are unchanged if we restrict to equivalence under
SL(5)K . In order to do this, all that is necessary is to exhibit an element
of the stabilizer of each pair with any given determinant. For t ∈ K×, let

ν1(t) = diag(t−1, t−1, t, t, t),

ν2(t) = diag(t−1, t, t, t−1, t).

Then det(ν1(t)) = det(ν2(t)) = t, ν1(t) stabilizes the pair (M0, N0) and
ν2(t) stabilizes the pairs (M1(c), N1(1)) and (M1(1), N1(0)).

We note that the pair (M1(1), N1(0)) is equivalent to the pair

(N1(1),M1(0)). Since we shall eventually be interested in unordered pairs,

this observation reduces us from three cases to two.

In what follows, we let H = SL(4)× SL(5). The reason for introducing

this subgroup is that, if p is a prime in Z and K = Z/pZ then the reduction

map HZ → HK is surjective. The analogous statement concerning G would,

of course, be false. Consider a point v = (A1, . . . , A4) ∈ A(5)4K . By making

use of the action of the first factor in HK on A(5)4K , we may replace the

first two matrices by any two independent linear combinations of all four

matrices. (This is a consequence of the fact that any two independent

vectors in K4 are the first two columns of a 4-by-4 unimodular matrix.)

Thus, if there are independent vectors (a1, . . . , a4) and (b1, . . . , b4) in K4

such that a1A1 + · · · + a4A4 and b1A1 + · · · + b4A4 do not have a common

null vector, then we may apply Lemma 13 to find a point in the HK-orbit

of v such that the first two matrices are equal to one of the canonical pairs

identified in the lemma. This leaves us to consider the case where all such

pairs of linear combinations do have a common null vector. The content of

the next two lemmas is that, in this situation, either all four matrices have a
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common non-zero null vector or v is equivalent under HK to a point having

the very restricted form described in Lemma 15. Before we embark on the

proofs, it may be helpful to point out that if (a1, . . . , a4) and (b1, . . . , b4) in

K4 are linearly dependent then a1A1 + · · · + a4A4 and b1A1 + · · · + b4A4

always have a common non-zero null vector. This is because they are both

multiples of a single skew-symmetric matrix and the rank of such a matrix

is always even.

Lemma 14. Let (A1, A2, A3, A4) ∈ A(5)4K and suppose that, for any

vectors (a1, . . . , a4) and (b1, . . . , b4) in K4, the matrices a1A1 + · · · + a4A4

and b1A1 + · · · + b4A4 have a common non-zero null vector. Then either

A1, . . . , A4 have a common non-zero null vector or (A1, . . . , A4) is equivalent

under the action of GK to the quadruple (B1, . . . , B4) with

B1 =




0 1 0 0 0
−1 0 0 0 0

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0




, B2 =




0 0 1 0 0
0 0 0 0 0

−1 0 0 0 0
0 0 0 0 0
0 0 0 0 0




,

B3 =




0 0 0 1 0
0 0 0 0 0
0 0 0 0 0

−1 0 0 0 0
0 0 0 0 0




, B4 =




0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

−1 0 0 0 0




,

Proof. Let us assume that A1, . . . , A4 do not have a common non-zero
null vector. We must show that the quadruple (A1, . . . , A4) is equivalent to
the quadruple (B1, . . . , B4) under the action of GK . Note that the action of
GK preserves the assumption on the non-existence of a common null vector.

The assumption implies that A1, . . . , A4 are not all zero and hence
one of them has positive rank. Since they are alternating matrices, their
ranks are even. Suppose that A1 has rank four. Then there is a non-zero
null vector, x, of A1 and x is unique up to multiplication by a non-zero
scalar. The hypotheses imply that the pair A1, A2 has a common non-
zero null vector and hence A2x = 0. Similarly, A3x = 0 and A4x = 0.
This contradicts our assumption and it follows that the rank of A1 is less
than or equal to two. Under the action of GK , we may replace A1 by any
combination of A1, . . . , A4, provided only that one of the coefficients in the
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combination is non-zero. It follows that, for any vector (a1, . . . , a4) ∈ K4,
the matrix a1A1 + · · · + a4A4 has rank at most two.

By replacing A1 by some combination of A1, . . . , A4, we may assume
that the rank of A1 is exactly two. Consider the pair (A1, A2) under the
action of GL(5)K . Note that, for any (a1, a2) ∈ K2, the matrix a1A1+a2A2

has rank at most two and that A1, A2 have a common non-zero null vector.
After making a change of basis, we may assume that A1 and A2 take the
form

A1 =

(
C1 0
0 0

)
, A2 =

(
C2 0
0 0

)
,

where (C1, C2) ∈ A(4)2K . The stabilizer of the common non-zero null vec-
tor inside GL(5)K contains a subgroup isomorphic to GL(4)K and this
subgroup acts in the standard way on the pair (C1, C2). Thus we may
proceed to apply the classification theory to this pair. Let (U,W,α, β) be
the Kronecker module that gives rise to the pair (C1, C2). The only inde-
composable Kronecker modules of the correct dimensions are isomorphic to
(K2,K2, α, β), where either α or β is the identity map. But then either C1

or C2 would have rank four and this is not allowed. Thus the Kronecker
module is decomposable. We use again the fact that two Kronecker mod-
ules X and Y give rise to equivalent pairs of alternating forms if and only if
X ⊕X∗ ∼= Y ⊕ Y ∗. In light of this, the pair (C1, C2) must be equivalent to
the pair that arises from one of the Kronecker modules enumerated below.

(1) (K2,K, [1 0], [0 1]) ⊕ (K, {0}, 0, 0)

(2) (K,K, [c], [1]) ⊕ (K,K, [d], [1])

(3) (K,K, [c], [1]) ⊕ (K,K, [1], [0])

(4) (K,K, [1], [0]) ⊕ (K,K, [d], [1])

(5) (K,K, [1], [0]) ⊕ (K,K, [1], [0])

(6) (K,K, [c], [1]) ⊕ (K, {0}, 0, 0) ⊕ (K, {0}, 0, 0)

(7) (K,K, [1], [0]) ⊕ (K, {0}, 0, 0) ⊕ (K, {0}, 0, 0)

However, (2) is ruled out because the rank of C2 would be four, (3) is ruled
out because either C1 would have rank four, if c 6= 0, or C1 +C2 would have
rank four if c = 0, and (4) and (5) are ruled out for similar reasons. Thus
only (1), (6) and (7) actually yield apparently allowable pairs (C1, C2).

We continue the analysis of the situation of the previous paragraph.
We first note that all the allowable Kronecker modules (1), (6) and (7)
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have a trivial summand. It follows that if (A1, A2) ∈ A(5)2K , the rank of A1

is two and the rank of a1A1 + a2A2 is at most two for any (a1, a2) ∈ K2,
then the common nullspace of A1 and A2 is at least two-dimensional. We
shall use this remark several times below. Its first application is to rule out
cases (6) and (7). In both these cases, A1 and A2 are proportional and so,
after applying a suitable element of GK , we may assume that A2 = 0. This
done, let N be the nullspace of A1, N13 ⊂ N be the common nullspace of
A1 and A3 and N14 ⊂ N be the common nullspace of A1 and A4. Since
A1 has rank two, dim(N) = 3. The pairs (A1, A3) and (A1, A4) have the
properties mentioned in the remark and so dim(N13) ≥ 2 and dim(N14) ≥ 2.
Thus dim(N13 ∩ N14) ≥ 1 and so A1, A3 and A4 have a common non-zero
null vector. Because A2 = 0, this is also a null vector of A2 and this
contradicts our supposition that A1, . . . , A4 do not share a common non-
zero null vector. It follows that only case (1) is possible and thus that
(A1, A2) is equivalent to (B1, B2) under GL(5)K . We henceforth assume
that A1 = B1 and A2 = B2.

Before proceeding, we observe a consequence of the argument of the
last two paragraphs, namely that any three of A1, . . . , A4 have a common
non-zero null vector. For if all three have rank zero then the conclusion
follows at once, whereas if one of them has rank two then we may use it in
place of A1 in the above argument to reach the required conclusion.

Let e1, . . . , e5 be the standard ordered basis of K5. The common
nullspace of A1 and A2 is the space spanned by e4, e5. By the observation
of the previous paragraph, A1, A2 and A3 have a common non-zero null
vector. Acting on A3 by the stabilizer of the pair (A1, A2) inside GL(5)K ,
we may assume that e5 is a common null vector and hence that A3 takes
the form

A3 =

(
C3 0
0 0

)
,

where C3 ∈ A(4)K . By adding multiples of A1 and A2 to A3, we may
further assume that C3 takes the form

C3 =




0 0 0 x14

0 0 x23 x24

0 −x23 0 x34

−x14 −x24 −x34 0


 .

Now, the common nullspace of A1 and A3 is at least two-dimensional, by the
remark made above, and hence some non-zero linear combination of e3 and
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e4 is a null vector of A3. This implies that x34 = 0. Similarly, the common
nullspace of A2 and A3 is at least two-dimensional and hence some non-zero
linear combination of e2 and e4 is a null vector of A3. This implies that
x24 = 0. Let N be the nullspace of A1, N123 ⊂ N be the common nullspace
of A1, A2 and A3 and N14 ⊂ N be the common nullspace of A1 and A4.
Suppose that x14 = 0. Then e4, e5 ∈ N123 and so dim(N123) ≥ 2. We also
know that dim(N) = 3 and that dim(N14) ≥ 2. Thus dim(N123 ∩N14) ≥ 1,
contradicting the assumption that A1, . . . , A4 do not have a common non-
zero null vector. Thus x14 6= 0. It follows that x23 = 0, for otherwise the
rank of A3 would be four. We may rescale e4 without affecting A1 and A2

so that x14 = 1. In this way we obtain A3 = B3.

It remains to analyze the shape of A4. We may add multiples of A1,
A2 and A3 to it in order to assume that

A4 =




0 0 0 0 y15

0 0 y23 y24 y25

0 −y23 0 y34 y35

0 −y24 −y34 0 y45

−y15 −y25 −y35 −y45 0




.

The fact that A1, A2 and A4 must have a common non-zero null vector
implies that some non-zero combination of e4 and e5 is a null vector for
A4 and hence that y45 = 0. Similarly, the fact that A1, A3 and A4 have a
common non-zero null vector implies that y35 = 0 and the fact that A2, A3

and A4 have a common non-zero null vector implies that y25 = 0. Since e5

must not be a null vector of A4, we conclude that y15 6= 0. We may rescale
e5 without affecting A1, A2 and A3 to assume that y15 = 1. With all of
these assumptions, the requirement that A1 + A2 + A4 have rank at most
two implies that y23 = y24 = y34 = 0 and so A4 = B4.

Lemma 15. Let (A1, . . . , A4) ∈ A(5)4K and suppose that, for any vec-

tors (a1, . . . , a4) and (b1, . . . , b4) in K4, the matrices a1A1 + · · · + a4A4

and b1A1 + · · · + b4A4 have a common non-zero null vector. Then either

A1, . . . , A4 have a common non-zero null vector or (A1, . . . , A4) is equiva-

lent under the action of HK to a quadruple such that all the non-zero entries

of each matrix lie in the first row or column.

Proof. For s, t ∈ K×, let

ν(t, s) =
(
diag(t, 1, 1, 1),diag(s, 1, 1, 1, 1)

)
.
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If A1, . . . , A4 do not have a common non-zero null vector then we may find
g ∈ GK such that g(A1, . . . , A4) = (B1, . . . , B4) as in Lemma 14. We may
choose s and t such that ν(t, s)g ∈ HK and clearly ν(t, s)(B1, . . . , B4) has
the required form.

Let R be a quintic ring over Z. We may choose a restricted basis

1, v1, . . . , v4 of R[5] such that each vi has trace zero. With respect to

such a restricted basis, the first restricted structure tensor of R[5] has cer-

tain components Ck
ij. These components may be regarded as a function

(i, j, k) 7→ Ck
ij from {1, 2, 3, 4}3 to Z. Let SZ [5] be the set of all such func-

tions arising in this way from all quintic rings over Z. The following result

collects some elementary properties of SZ [5] for later reference.

Lemma 16. With the above described notation, the following hold.

(1) The set SZ [5] is closed under scalar multiplication by elements of Z.

(2) If C ∈ SZ [5] then C satisfies the congruences listed in Proposition 1
with n = 5.

(3) If C ∈ SZ [5] then
∑

Cj
ij = 0 for all i.

(4) Let R̃ be a quintic ring and C̃ ∈ SZ [5] be any of the associated first

restricted structure tensors. Then R̃ ∼= R[N ] for some N ∈ Z and

some quintic ring R if and only if C̃ = NC for some C ∈ SZ [5].

Proof. For brevity, we shall refer to a restricted basis 1, v1, . . . , v4 such
that tr(vi) = 0 for all i as a traceless restricted basis. Take C ∈ SZ [5] and
let R be a quintic ring and 1, v1, . . . , v4 be a traceless restricted basis of R[5]
such that C is the first restricted structure tensor of R[5] with respect to
1, v1, . . . , v4. If N ∈ Z then 1, Nv1, . . . , Nv4 is a traceless restricted basis of
R[5N ] = R[N ][5] and the first restricted structure tensor of R[N ][5] with
respect to this basis is NC. This proves (1). There is a restricted basis
1, v∗1 , . . . , v

∗
4 for R such that vi = ai · 1 + 5v∗i for some ai ∈ Z and all i. A

routine calculation now verifies (2). The evaluation in (3) follows at once
from the fact that tr(vi) =

∑
Cj

ij for all i.

Let R̃ be a quintic ring, 1, ṽ1, . . . , ṽ4 be a traceless restricted basis for
R̃[5] and C̃ ∈ SZ [5] be the associated first restricted structure tensor. Sup-
pose that R̃ ∼= R[N ] for some quintic ring R and some N ∈ Z. It is harm-
less to replace the isomorphism by literal equality and we do so. There are
ai ∈ Z and v′i ∈ R[5] such that ṽi = ai · 1 + Nv′i. By taking the trace
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on both sides, we obtain 5ai = −N tr(v′i). Since v′i ∈ R[5], tr(v′i) is divis-
ible by 5; thus we may set tr(v′

i) = 5ti. It follows that ai = −Nti and
ṽi = N(−ti · 1 + v′i). Let vi = −ti · 1 + v′i. Then 1, v1, . . . , v4 is a traceless
restricted basis for R[5] and ṽi = Nvi. If C ∈ SZ [5] is the first restricted
structure tensor of R[5] with respect to 1, v1, . . . , v4 then C̃ = NC. This
proves one implication in (4).

Suppose, on the other hand, that there is some C ∈ SZ [5] such that
C̃ = NC. Let R be a quintic ring such that C is the first restricted structure
tensor of R[5] with respect to some traceless basis. Then, as in (1), C̃ = NC
is the first restricted structure tensor of R[5N ] with respect to some traceless
basis and, by the remark after Lemma 2, it follows that R̃[5] ∼= R[5N ] ∼=
R[N ][5]. By Lemma 4, we conclude that R̃ ∼= R[N ]. This establishes the
other implication in (4).

We will say that a quintic ring R over Z is indivisible if the points in

SZ [5] associated to R are not divisible in SZ [5] by any non-unit N ∈ Z. Part

(4) of Lemma 16 implies that if R is an integrally closed quintic ring over

Z then R is indivisible. Note, however, that the converse is not generally

true.

Theorem 2. Suppose that R is an indivisible quintic ring over Z and

that, for some N ∈ Z, the order R[N ] lies in the image of the orbit-ring

map from GZ\VZ . Then R lies in the image of the orbit-ring map from

GZ\VZ .

Proof. Suppose that N is not a unit and let p be a prime divisor of N .
We shall show that either R[N/p] lies in the image of the orbit-ring map or
that p2 |N and R[N/p2] lies in the image of the orbit-ring map. Since N
can only have a finite number of prime divisors, counted with multiplicity,
this will be sufficient.

Let v ∈ VZ be a point such that Rv
∼= R[N ]. Identify v with a quadruple

(A1, . . . , A4) of alternating matrices over Z. By reduction modulo p, we
obtain a quadruple of alternating matrices over the field Fp = Z/pZ. We
shall apply Lemmas 13 and 15 to this situation. Before we begin, we shall
make a simple observation which underlies what we do below. Suppose that
v ∈ VZ and denote by v̄ the reduction of v modulo p. Suppose that v̄ ′ ∈ VFp

lies in the HFp
-orbit of v̄ and choose h̄ ∈ HFp

such that h̄v̄ = v̄′. We may
find some h ∈ HZ whose reduction modulo p is h̄ and hence there is a point
v′ = hv in the HZ-orbit of v such that v′ reduces to v̄′ modulo p.
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Consider the orbit under HFp
of the quadruple (A1, . . . , A4) (mod p).

Either, for every quadruple (A′
1, . . . , A

′
4) in the orbit, A′

1 and A′
2 have a

common non-zero null vector or there is some quadruple (A′
1, . . . , A

′
4) in

the orbit such that A′
1 and A′

2 do not have a common non-zero null vector.
We consider these possibilities separately, beginning with the former.

Suppose then that for every (A′
1, . . . , A

′
4) in the orbit of (A1, . . . , A4)

(mod p), A′
1 and A′

2 have a common non-zero null vector. By Lemma 15,
either A1, . . . , A4 have a common non-zero null vector over Fp or we may
choose a point (B1, . . . , B4) in the HZ-orbit of v such that all the non-zero
entries in Bi (mod p) lie in the first row or column. In the former case,
we may replace v = (A1, . . . , A4) by a point v′ = (A′

1, . . . , A
′
4) in the same

HZ-orbit such that

A′
i =

(
∗ 0
0 0

)
(mod p),

for all i by transporting the common non-zero null vector to e5 modulo p.
Let

τ1 =
(
I4,diag(1, 1, 1, 1, p−1)

)
∈ GQ

and v′′ = τ1v
′. Then v′′ ∈ VZ and, by Lemma 6, we have Ck

ij(v
′) =

p2Ck
ij(v

′′). Thus C(v′), which is a point in SZ [5] associated to R[N ], is

divisible by p2 in SZ [5]. Since R is indivisible, it follows that p2 |N . The
point C(v′′) in SZ [5] is associated to the ring R[N/p2] and so R[N/p2] lies
in the image of the orbit-ring map from VZ/GZ .

Next suppose that v is equivalent under HZ to a point v′ = (B1, . . . , B4)
such that all the non-zero entries of Bi (mod p) lie in the first row or col-
umn. Let

τ2 =
(
p−1I4,diag(p, p, 1, 1, 1)

)
∈ GQ

and let v′′ = τ2v
′. Then v′′ ∈ VZ and, by Lemma 6, we have Ck

ij(v
′) =

pCk
ij(v

′′). This shows that R[N/p] lies in the image of the orbit-ring map
from VZ , as required.

This completes our consideration of the first of the two possibilities
identified above. Now we consider the second. We may thus assume, pos-
sibly after replacing v by some other point in its HZ-orbit, that A1 and A2

have no non-zero common null vector over Fp. Thus, after applying an ele-
ment of HZ , we may assume that (A1, A2) (mod p) is in one of the first two
canonical forms described in Lemma 13. Note that, for the reason explained
immediately after the proof of the lemma, we do not have to consider the
third canonical form from Lemma 13. Suppose first that (A1, A2) (mod p)
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is equal to the pair (M0, N0) from Lemma 13. Suppose that we have

Ai =




0 yi12 yi13 yi14 yi15

−yi12 0 yi23 yi24 yi25

−yi13 −yi23 0 yi34 yi35

−yi14 −yi24 −yi34 0 yi45

−yi15 −yi25 −yi35 −yi45 0




for i = 3, 4. By Lemma 12, 1

5
Ck

ij is a polynomial with integer coefficients
in the coordinates on VZ , provided that k /∈ {i, j}. Thus if v′, v′′ ∈ VZ

are congruent modulo p then 1

5
Ck

ij(v
′) ≡ 1

5
Ck

ij(v
′′) (mod p), provided that

k /∈ {i, j}, even when p | 5. Thus, in order to evaluate 1

5
Ck

ij(v) (mod p)
when k /∈ {i, j}, we may assume that (A1, A2) = (M0, N0) and carry out a
direct computation of 1

5
Ck

ij . Among the resulting values, we find

1

5
C3

11(v) ≡ −y445 (mod p),
1

5
C4

11(v) ≡ y345 (mod p),

1

5
C3

12(v) ≡ −y435 (mod p),
1

5
C4

12(v) ≡ y335 (mod p),

1

5
C3

22(v) ≡ y434 (mod p),
1

5
C4

22(v) ≡ −y334 (mod p).

Since Rv
∼= R[N ], Ck

ij(v) is divisible by N , and hence by p, in SZ [5], by
part (4) of Lemma 16. From this and part (2) of Lemma 16, we see that
1

5
Ck

ij(v) is divisible by p when k /∈ {i, j}. We conclude from this that yi34,
yi35 and yi45 are all divisible by p for i = 3, 4. Thus the non-zero entries
of A1, . . . , A4 modulo p all occur in the first and second row or column of
the matrices. It follows that v′ = τ2v (with τ2 as above) lies in VZ . As
before, Ck

ij(v) = pCk
ij(v

′) and so the image of v′ under the orbit-ring map
is R[N/p].

In the last remaining case, we may assume that (A1, A2) (mod p) is
equal to the pair (M1(c), N1(1)) from Lemma 13 for some c ∈ Fp. We take
A3 and A4 to have the form given in the display above. By adding a linear
combination of A1 and A2 to A3 and A4, we may assume that yi12 and yi13

are divisible by p for i = 3, 4. A direct calculation shows that

1

5
C3

22(v) ≡ y423 (mod p),
1

5
C4

22(v) ≡ −y323 (mod p),

and so yi23 is divisible by p for i = 3, 4.
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If yi24, yi34 ≡ 0 (mod p) for i = 3, 4 then all non-zero entries of the
matrices A1, . . . , A4 modulo p are contained in the first and fifth row and
column. Thus, if we set

τ3 = (p−1I4,diag(p, 1, 1, 1, p)) ∈ GQ,

then v′ = τ3v lies in VZ , Ck
ij(v) = pCk

ij(v
′) and R[N/p] lies in the image of

the orbit-ring map. Suppose instead that one of the entries yi24, yi34 is not
divisible by p. Next we argue that we may assume that y324 is not divisible
by p. We require some further notation. For 1 ≤ α, β ≤ 5, let Eαβ(r) be
the 5-by-5 matrix with (α, β)-entry equal to r and all other entries equal to
zero. For 1 ≤ i, j ≤ 4, let eij(r) be the 4-by-4 matrix with (i, j)-entry equal
to r and all other entries equal to zero. If y324 is divisible by p, but y424 is
not then we may interchange A3 and A4 and change the sign of A3 to get
what we want. Suppose then that y424 is also divisible by p. One of y334

and y434 is not divisible by p, and, interchanging A3 and A4 and changing
the sign of A3 if necessary, we may assume that y334 is not divisible by p.
Let

ν1 = (I4 + e12(−1), I5 + E23(1)) ∈ HZ

and act by ν1 on v. Calculation shows that the result of applying ν1 to v
is the quadruple (M1(c − 1), N1(1), A

′
3, A

′
4), where the (2, 4) entry in A′

3 is
congruent to y334 modulo p and hence is not divisible by p. This establishes
the claim. We continue to denote the new point by v, its four entries by
A1, . . . , A4, and we write c instead of c − 1. By adding a multiple of A3 to
A4, we may assume that y424 is divisible by p. The element

ν2 = (I4, I5 + E54(r)) ∈ HZ

adds r times y324 to y325 and leaves the first two matrices unchanged modulo
p. Thus we may further assume that y325 is divisible by p.

We must now divide into cases according as c is or is not divisible by
p. We first assume that c is not divisible by p. Calculation shows that

1

5
C2

11(v) ≡ cy425y324 (mod p)

and so y425 is divisible by p. Then we find that

C1
11(v) ≡ cy435y324 (mod p)

and so y435 is divisible by p. Finally,

1

5
C4

23(v) ≡ y324y335 (mod p)
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and so y335 is divisible by p. We now know that yi25 and yi35 are divisible
by p for i = 3, 4. Interchange the fourth and fifth row and fourth and fifth
column in all four matrices and change the sign of the fourth rows and fifth
columns (this is the action of an element of HZ). The resulting matrices all
have their non-zero entries modulo p concentrated in the first and fifth row
and column. Thus we may apply τ3 as above to obtain an integral point
v′ ∈ VZ that maps to the ring R[N/p] under the orbit-ring map.

All that remains is to deal with the case in which c is divisible by p. In
this case, let

ν3 = (I4 + e21(−r), I5 + E32(r)) ∈ HZ .

Since c is divisible by p, when the element ν3 is applied to v, the matrices A1

and A2 are left unchanged modulo p. In the third matrix, the (3, 4) entry
is replaced modulo p by y334 + ry324. Hence, by choosing r appropriately,
we may assume that y334 is divisible by p. This done, we find that

C2
12(v) ≡ y425y324 (mod p),

C2
22(v) ≡ −y435y324 (mod p),

1

5
C4

23(v) ≡ y335y324 (mod p)

and hence y335, y425 and y435 are all divisible by p. We already know that
y325 is divisible by p. Hence by interchanging the fourth and fifth row and
fourth and fifth column in all four matrices and changing the sign of the
fourth rows and fifth columns, we arrive at a quadruple such that all non-
zero entries in all four matrices are concentrated in the first and fifth row
and column. We may again apply the element τ3, as above, to complete the
proof.

§7. The image of the orbit-ring map

The purpose of this section is to show that many quintic rings lie in

the image of the orbit-ring map. For this we require the compatibility of

the map constructed here with the map constructed in [32] when both are

defined. We shall first formulate this compatibility precisely.

Suppose that Z is a PID of characteristic zero. Then we have con-

structed a orbit-ring map from GZ\VZ to the set of isomorphism classes of

quintic rings over Z. We shall denote this map by OR5. For the reader’s

convenience, we briefly recall the construction of the map. From v ∈ VZ ,

representing a given orbit, we first obtain Ck
ij(v) ∈ Z and Dij(v) ∈ Z for
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1 ≤ i, j, k ≤ 4. These quantities are both polynomials in v, given explicitly

in (29) and (31). From Ck
ij(v) and Dij(v), we then construct a quintic ring

R̃v over Z by using C and D as structure constants for the ring. The pro-

cedure is made explicit in the paragraph surrounding (8). It then emerges

that R̃v is a subring of a slightly larger ring Rv. More precisely, we have

R̃v = Z · 1 + 5Rv, where 1 denotes the identity in Rv. Finally, we set

OR5(v) = Rv.

If Z is, in fact, a field of characteristic zero then, in Section 2 of [32],

a second map from GZ\V
ss
Z to the set of isomorphism classes of separable

quintic Z-algebras was constructed. We shall denote this map by OR′
5. The

construction of OR′
5 was done via geometry and Galois cohomology, whereas

OR5 was constructed via invariant theory, and it is not immediately clear

that the two constructions yield the same result. However, in Section 2

of [18], we proved that they do. The proof is self-contained and so we

introduce no circularity by making use of it here.

Theorem 3. Let Q be a field of characteristic zero and x ∈ V ss
Q . Then

OR5(x) = OR′
5(x).

Theorem 4. Let Z be a PID of characteristic zero and R an indivis-

ible quintic ring over Z. Let Q be the field of fractions of Z and suppose

that A = Q⊗Z R is a separable Q-algebra. Then R lies in the image of the

orbit-ring map from GZ\V
ss
Z . In particular, if F is a quintic number field

and OF is its ring of integers then OF lies in the image of the orbit-ring

map from GZ\V
ss

Z
.

Proof. Let R[5]0 ⊂ R[5] be the submodule consisting of elements of
trace zero, so that R[5] = Z ⊕ R[5]0. Let v1, v2, v3, v4 be an ordered Z-
basis for R[5]0 and Ĉk

ij be the first restricted structure tensor of R[5] with
respect to the restricted basis 1, v1, . . . , v4. Since A = Q⊗Z R is a separable
Q-algebra, it follows from Proposition 2.15 of [32] that A lies in the image
of OR′

5. Hence, by Theorem 3, A lies in the image of OR5 over Q. Let
y ∈ V ss

Q be such that OR5(y) = A. Note that A0 = Q ⊗Z R[5]0 is the

subspace of A consisting of elements of trace zero. By construction, C k
ij(y)

is the first restricted structure tensor of A with respect to some restricted
basis 1, a1, . . . , a4 with aj ∈ A0. Now v1, . . . , v4 is also a Q-basis for A0;
let h ∈ GL(4)Q be the change-of-basis matrix from the a-basis to the v-
basis and put x = (h, I5)y ∈ V ss

Q . It follows from Lemma 6 that there is

some λ ∈ Q× such that Ck
ij(x) = λĈk

ij for all 1 ≤ i, j, k ≤ 4. For any



QUINTIC RINGS 201

M ∈ Z, we have Ck
ij(Mx) = λM 5Ĉk

ij. Let us choose M ∈ Z in such a way

that Mx ∈ V ss
Z and N = λM 5 ∈ Z. Then Ck

ij(Mx) = NĈk
ij is the first

restricted structure tensor of the order R[5N ] with respect to the restricted
basis 1, Nv1, . . . , Nv4 and so OR5(Mx) = R[N ]. This shows that R[N ] lies
in the image of OR5 from GZ\V

ss
Z and so, according to Theorem 2, R lies

in the image of OR5 from GZ\V
ss
Z . The last statement is an immediate

consequence of this.
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