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We consider the problem of streamingmedia transmission in a heterogeneous network from amultisource server to homemultiple
terminals. In wired network, the transmission performance is limited by network state (e.g., the bandwidth variation, jitter,
and packet loss). In wireless network, the multiple user terminals can cause bandwidth competition. 	us, the streaming media
distribution in a heterogeneous network becomes a severe challenge which is critical for QoS guarantee. In this paper, we propose
a context-aware adaptive streaming media distribution system (CAASS), which implements the context-aware module to perceive
the environment parameters and use the strategy analysis (SA) module to deduce the most suitable service level. 	is approach is
able to improve the video quality for guarantying streaming QoS. We formulate the optimization problem of QoS relationship with
the environment parameters based on the QoS testing algorithm for IPTV in ITU-T G.1070. We evaluate the performance of the
proposed CAASS through 12 types of experimental environments using a prototype system. Experimental results show that CAASS
can dynamically adjust the service level according to the environment variation (e.g., network state and terminal performances)
and outperforms the existing streaming approaches in adaptive streaming media distribution according to peak signal-to-noise
ratio (PSNR).

1. Introduction

Due to the rapid development of network technology and the
popularization of various kinds of user terminals (e.g., table
PC, smartphones, and laptops), streaming media service has
been signi�cantly increased among the home entertainment
services. 	e streaming media requires high bandwidth, low
delay, and low jitter on its transmission route; however, the
Internet is best-e�ort network which the terminals compete
for its bandwidth that result in congestions, delay, jitter, packet
loss, and then consequently damaging user experience.

In addition, as user terminals become popular and diver-
si�ed, the home wireless networks (HWN) develop toward
the direction of heterogeneousness and complicatedness,
bringing a big challenge to the traditional streaming media
service. It is apparently unreasonable to provide all terminals
with same service level, because the terminals have di�erent
environment (bandwidth, resolution, arithmetic capability,
and memory).

In order to o�er streamingmedia service with guaranteed
QoS in the environments of heterogeneous network, network
state should be �rst obtained. Olvera-Irigoyen et al. [1]
claimed that in order to reduce the probing trac’s in�uence
on the normal service trac, Iperf in the lightweight mode
and nondestructive TCP �ow can be used to estimate the
available bandwidth of the hybrid home networks; Louvel et
al. [2] put forward a network resource management frame-
work for streaming media distribution, which also uses Iperf
in the UDP mode to probe available bandwidth from server
to client. Delphinanto et al. [3] demonstrated a new method
(a tool named ALLbest) to measure the available bandwidth
from server to client based on the packet-pair dispersion
technique. However, all of these methods have shortcomings:
(a) the characteristics of 802.11 wireless network are not
taken into account in the methods [1, 3], and measuring
wireless network by using the method for measuring wired
network will result in inaccurate values of network state
parameters; (b) methods [2, 3] induce a lot of probing trac
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in the measurement phase, especially in wireless network
conditions, and thus the normal network trac will be
a�ected.

In addition to end-to-end network state parameters,
terminal environment is also one of the factors that must be
taken into account in streaming media service. Researches
in this �eld mainly rely on pervasive computing [4] as
the theoretical basis. 	e context-aware computing system
put forward in pervasive computing can use the perceived
information to infer the state of the surrounding envi-
ronment, and it can proactively adapt to users’ needs by
changing its own behavior. Relevant research projects include
the IST-CONTEXT project [5] in Europe and the Aura
project in Carnegie Mellon University [6]. But the scopes of
these researches fail to extend beyond the computing �eld
to include the communication �eld, and the environment
researched is restricted to the terminal environment, without
considering the dynamic changes in network environment.

	e currently popular approach is the scalable video
coding (SVC) [7] technology or the distributed transcoding
technology [8]. But low-delay, high-quality streaming media
services are still hardly available to users due to problems
in coding eciency, transcoding duration, synchronization
dicult between parallel computations, and so forth. More-
over, a uni�ed standard is still lacking for the Qos evaluation
model, thus another problem that is to present a reasonable
evaluation model based on the consideration of multiple
environment parameters.

In this paper, we present the context-aware adaptive
streaming system (CAASS) by employing the pervasive
computing concept as the theoretical basis, so as to provide
streaming media distribution services through working in
coordination with the multisource server in a heterogeneous
network. 	e system considers not only the changes in the
network state but also the parameters of terminal envi-
ronment. To accurately perceive the network state on the
heterogeneous network, a novel measure method is adopted
by integrating the optimized PathChirp and the on-line
available bandwidth estimate (OLABE) scheme. Also, the
CAASS uses a strategy analysis (SA) module to perform
streaming media adaptation according to the perception
parameters. 	e experiment indicates that the CAASS can
e�ectively improve the streaming QoS by media PSNR, thus
consequently improving user experience.

	is paper is structured as follows: the second section
introduces the background regarding network measurement
and 802.11n; the third section describes the system’s overall
framework and elaborates the method for CAASS imple-
mentation; in the fourth section, the prototype CAASS is
implemented, and then simulation experiment is conducted,
before the experimental results are analyzed and compared;
the last section summarizes the research contents in this
paper and introduces the direction of future research.

2. Background

2.1. Available Bandwidth Measurement. 	e available band-
width is the most important parameter among the network

state parameters. In [9], Jain gave the de�nition of end-to-end
available bandwidth within (�0, �0 − �):

�� (�0) ≡ min
�=1⋅⋅⋅�

{	� [1 − ��� (�0)]} . (1)

	� represents the capacity of link � and ��� (�0) represents
the bandwidth utilization rate on link � within (�0, �0 − �).

	e well-known methods for available bandwidth mea-
surement in recent years are based on the self-congestion
theory [10]. Self-congestion is intended for �nding the mini-
mum transmission rate that can cause congestion in the path
by comparing the delay of the probing packets. 	e speci�c
method of self-congestion is introduced in [10]. 	us, we
learn that the tendency of one-way delay (OWD) [11] can be
used to infer network utilization.

	e OWD consists of queuing delay, processing delay,
propagation delay, and transmission delay. Among these four,
processing delay and propagation delay can be regarded
as constant on same link, and if the packet size is �xed,
transmission delay is also �xed. So the change in OWD is
mainly determined by queuing delay. OWD is calculated as
in

�� = �∑
�=1
( �	� + �� + �� + �

�
� ) . (2)

	e sender sent� packets with a size of � to the receiver.
	e OWD (��) of the �th packet is equal to the sum of
transmission delay (�/	�), propagation delay (��), processing
delay (��), and queuing delay (��� ) on all the links (� = 1 ⋅ ⋅ ⋅ �)
along the route. 	e OWD deviation in contiguous packets
can be expressed by (3), and according to the self-congestion
theory, the available bandwidth of the route can be estimated
with (4) as follows:

Δ�� = ��+1 − �� = �∑
�=1
(Δ��� ) , (3)

� ≥ ��, if Δ�� = 0,
� < ��, if Δ�� > 0. (4)

�� represents the probing rate of the probing packet,
and � represents the available bandwidth of the given path.
Formula (4) can be interpreted in this way: the probing rate
is approximately �� at the time when the delay increases
suddenly. Many measure tools, such as Pathload [12] and
PathChirp [13], estimate available bandwidth through track-
ing for the turning point of delay in the observation of OWD
trend.

2.2. IEEE802.11n Block-ACK Mechanism. For multimedia
enhancement, the IEEE802.11n introduces a block-ACK (BA)
mechanism [14]. Di�erent from ordinary ACK mechanism
of MAC layer, BA messages acknowledged the successful
reception of a frame that contains multiple packets. 	e BA
mechanism is intended for enhancing the rate of bandwidth
utilization by reducing ACK consumption. 	is feature is
very suitable for applications such as streamingmedia, which
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Figure 1: 	e BA mechanism.

generate bursty trac. 	e BA mechanism is shown in
Figure 1.

	e BA mechanism allows the transmission of a certain
number of MAC Protocol Data Units (MPDUs), with Short
Interframe Spacing (SIFS) as the boundary, in the dedicated
transmitted opportunities (TXOPs). When MPDUs are sent,
the sender will forward a Block-ACK Request (BAR) frame
to the receiver to request a reply from the receiver. A�er
receiving the BAR, the receiver will send BA to con�rm
the reception of MPDUs, and then the MAC layer of the
receiver will forward all the ordered packets to the upper
layer. Although the BA mechanism enhances transmission
speed, the trend of delay cannot indicate the bandwidth
variability. 	e methods [12, 13] that are currently applicable
to themeasurements of available bandwidth ofwired network
can result in adverse e�ect on the normal trac, instead of
accurate measurement values.

2.3. Multisource Service Mechanism. Multisource service
mechanism provides the same streaming media �le with
di�erent formats in resolution and bit rate, so that users
can choose a suitable �le according to speci�c environments.
	is approach can be simply applied and barely involves the
processing delay of streamingmedia. In order to provide low-
delay, high-quality streaming media services with control-
lableQoS, thismultisource servicemechanism is employed in
this paper to verify the performance of the proposed CAASS
scheme.

3. Context-Aware Adaptive Streaming Scheme

	e CAASS is shown in Figure 2. 	e system operation
mechanism can be illustrated as follows: when the user
terminal connects to the home wireless gateway (HWG) and
requests content from multisource server, the system starts
to run. Firstly, the terminal perception module deployed in
the HWG perceives the terminal parameters and sends these
parameters to front-end via the Internet.	e front-end stores
the terminal parameters locally. 	en, the context-aware
module estimates the available bandwidth by the optimized
PathChirp from front-end to HWG and extracts environ-
ment parameters (terminal parameters, available bandwidth
parameter of wireless network) from front-end. In order to
provide userwith acceptable streamingmedia, the SAmodule
adaptively controls the service level according to the envi-
ronment parameters acquired by the context-aware module.
Subsequently, theHWGwill estimate the available bandwidth

of wireless network by the OLABE method from HWG to
user terminal and feedback it periodically to the front-end
when the streamingmedia is delivered to HWG. At this time,
the SA module adjusts the service level by considering the
current status of wireless network and ultimately implements
the multisource server to user terminal, wired to wireless
adaptive transmission of streaming media.

3.1. �e Context-Aware Module. 	e context-aware module
consists of three parts: wired network perception, terminal
perception, and wireless network perception.

3.1.1. Wired Network Perception. Wired network perception
for the link between front-end and HWG is useful for
streamingmedia transmission in order to avoid network con-
gestion. A�er some performance testing, PathChirp is chosen
for implementing wired network perception. PathChirp is,
respectively, deployed in the context-aware module acting as
the control end, the front-end as the sender, and the HWG as
the receiver.

PathChirp has many advantages compared with other
active probing tools, but it still needs optimization before
being deployed in CAASS scheme. First of all, the streaming
media service is a one-to-many service, and the wired net-
work perception includes all path to users, so the PathChirp,
which consumes much less overhead than Pathload, Iperf
[15], and so forth, still needs to reduce its consumption to
avoid unnecessary network overload. secondly, PathChirp
cannot measure other network states, such as packet loss and
jitter.

In order to solve the problem of PathChirp, we optimized
PathChirp. Firstly, a packet train adaptive (PTA) probe
scheme is proposed to lessen the overhead during network
estimation. Secondly, part of the program of PathChirp is
changed to enable the measurement of jitter and packet loss.

	e PTA scheme is shown in Figure 3. 	e number of
probing packets can be changed within the range of 2 to  
( is determined by the max transmission rate of the route).
OWD di�erences between adjacent packets are successively

calculated by (3). If Δ�� > 0 and the excursions occurred
a�er ! packets are sent, another set of ! packet sequences

will be sent to �nish the estimation. If Δ�� = 0 during the
time of ! packets probing, the number of probing packets

will be exponentially increased to 2!. If Δ�� > 0 but the
excursions does not occur, the number of probing packets is
linearly increased to (! + 1).
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Figure 2: Architecture of the CAASS scheme.
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Figure 3: 	e diagram of PTA scheme.

In order to obtain information about jitter and packet loss
on the links, we change part of the program of PathChirp.
Firstly, we record the sending and receiving timestamps of
adjacent packets’ to calculate jitter by (3). 	e average jitter

during estimation equals the sum of Δ��s divided by the
total number of the probing packets. Secondly, a counter is
attached to each of the sender and the receiver to record
the numbers of packets sent and packets received during
estimation.	epacket loss rate equals the number of received
packets divided by the number of sent packets.

3.1.2. Wireless Network Perception. In order to avoid wireless
network congestion, we proposed a novel algorithm named
OLABE for estimating the bandwidth of IEEE802.11n. 	is
algorithm is deployed in the HWGwhen using the BAmech-
anism. Available bandwidth of wireless network is estimated
through calculating the number of packets successfully sent
out in the application layer within a transmit-receive slot
(TRS). Because there is nomore probing trac in theOLABE
method, it will not increase network overload on the route.

	e major part of OLABE method is to determine
TRS start point and end point, and a suitable TRS will
reduce the delay caused by the MAC layer mechanism, thus
resulting in accurate estimation of the available bandwidth of
wireless network. 	e example of OLABE method is shown
in Figure 4.
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Figure 4: Example of the OLABE method.

In Figure 4, �� is the time of the burst packets transmis-
sion at the sender, "� is the time of burst packets arrival at
the receiver, andACK� represents the acknowledgement from
the receiver, including the sequence number of the packet
last received. Here we assume that the maximum number
of a burst packets is three. A�er the last acknowledgement
arrives at the sender, the packets which have been bu�ered in
MAC layer will be batch-forwarding to the upper layer, and
we de�ne the time of the new burst as the TRS start point.	e
receiving time of the acknowledgement (ACK�) is used as the
TRS end point.WhenACK� is received by the sender, the real-
time bandwidth will be calculated. Di�erent TRS may share
the same start point but have their own end points.	erefore,
the TRS can be calculate as

TRS� = ACK� − ST�. (5)

ST� is the start point of TRS�. For example, for � = 0,
1, or 2, ST� = �0 and, for � = 3 or 4, ST� = �2. 	e
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transmitted packets during TRS� are calculated with ACKseq�
(acknowledgement of the last packet’s sequence number) and
STPseq� (the sequence number of the packet at the start point
of TRS). 	e packets size during TRS� is

TD� = (ACKseq� − STPseq� − PLN� + 1) × PS. (6)

For � = 0, 1, or 2, STPseq� = seq0 and, for � = 3 or 4, STPseqi =
seq2, seq0, and seq2, respectively, representing the packet
sequences for transmission at �0 and �2. PLN� represents the
number of packets lost during the TRS�, and PS represents the
size of one packet.	erefore, the real-time bandwidth during
TRS� is

BWTRS�
= TD�
TRS�

. (7)

In order to smooth the available bandwidth, BW� can
be obtained by applying the exponentially weighted moving
average (EWMA) algorithm:

BW� (�) = (∑
�−1
�=0 BWTRTS�

× $�+1)
∑�−1�=0 $�+1 . (8)

Weight � will determine the proportion of the measured
real-time available bandwidth BWTRTS�

in BW�. If � = 8, then$1, $2, $3, $4 = 1; $5 = 0.8; $6 = 0.6; $7 = 0.4; $8 = 0.2.
3.1.3. �e Terminal Perception Module. 	e terminal per-
ception (TP) module is used to perceive user terminal
environment parameters and create a terminal pro�le. When
a terminal is connected to the system for the �rst time,
it will generate a XML �le (as shown in Table 1) about its
hardware speci�cation and transmit it to the TP module.
	e XML �les have two generation methods: one is using
scripting languages to access operating system, and the other
is to develop di�erent versions of application for di�erent
terminals. Considering that the script might bring risks to
the security of operating system,we choose secondmethod to
perceive user terminal environment parameters.	e accurate
perception of user terminal environment will improve the
system performance and enable the optimal match between
the media rate and user terminal.

3.2. �e Strategy Analysis Module. 	e SA module is used
to analyze environment parameters and delivers the distri-
bution strategy to multisource server. 	e major of the SA
module is QoS strategy algorithm design, because we should
consider not only the network state but also user terminal
environment. To simplify algorithm design, the network state
parameters and terminal environment parameters will be
discussed separately.

Among network state parameters, the available should
be �rstly considered. Compared with jitter and packet loss,
available bandwidth is a more direct and reliable reference
index for streaming media distribution. Between wired and
wireless network, we choose the smaller available bandwidth
to determine the distribution strategy. 	en, we discusses
the rest of network state parameters in�uencing the QoS

Table 1: Parameters of TP.

Data type Function Description

Integer Screen
Size of the display screen at the
terminal

Integer Resolution Resolution that can be supported

Float CPU Arithmetic capability

Float Battery
Remaining capacity of the
equipment

Float
Speci�cation of
graphics card

Situation of the memory of
graphics card

of streaming media. In this paper, the network evaluation
algorithm is based on the model in ITU-T G.1070 [16], used
for evaluating the QoS of IPTV or other types of streaming
media services in a resource-restricted network.	e formula
of the model is shown in

%� = 1 + &coding exp(− �	
V�	��V ) . (9)

%� represents media quality, &coding represents the encod-
ing in�uence on the quality of streaming media (di�erent
encoding algorithms will result in di�erent values), �	
V is the
packet loss rate, and �	��V represents the robustness to video

damage, and this parameter is related to video encoding and
automatic repair. It can be seen that this model only includes
packet loss rate as the factor in�uencing media quality. For
a more comprehensive re�ecting network state, we optimize
the model as

%� = 1 + &coding exp(− �	
V�	��V − ��) . (10)

�� represents the in�uence of network jitter on media
quality. Irrelevant to the packet loss rate, it can be expressed
with

�� = AV BW × jitter
BufMAC

. (11)

AV BW represents available bandwidth, jitter is the mea-
sured jitter value, and BufMAC is the size of bu�er in theMAC
layer.

When network state parameters are perceived by context-
awaremodule, we can calculate%� value by (10). According to
[17], when %� ≥ 0.85, the in�uence of network performance
on media quality does not cause users’ experience decline.

Among terminal environment parameters, the resolution
and CPU should be �rstly considered. 	e streaming media
rate can be classi�ed into service level according to the values
of these two parameters, shown in Table 2.

According to the popular user terminals (iPhone,
Android pad, iPad, and PC), 	e service levels �� are
classi�ed into four levels in Table 2.	at means that there are
four types (��, � = 1, 2, 3, 4) of streaming media �les stored in
the multisource server.

For clearly introducing the SA module, we demonstrate
its work�ow in pseudocode, among which, �� represents the
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Table 2: Terminal service level.

Service level Resolution Arithmetic capability

�1 800 × 480 1.0GHz�2 1136 × 640 1.6GHz�3 1024 × 768 2.0GHz�4 1280 × 800 3.0Ghz

media rate outputted from multisource server, AV BWwireless

represents the available bandwidth of wireless network, and
AV BWwire represents the available bandwidth of wired
network.

	e pseudocode is shown in Pseudocode 1.
Under the guidance of the SAmodule, multisource server

will send streaming media at the rate which is most suitable
for the terminal environment, so as to realize adaptive
streaming media distribution based on context-aware.

4. Prototype Implementation and
Experimental Analysis

In order to validate the feasibility of the proposed scheme, this
paper realized a prototype of the overall system and carried
out a series of simulation experiments to test its performances
in di�erent environments.

4.1. Prototype Implementation. 	e realized prototype is
shown in Figure 5; this paper uses a tower server andVMware
vSphere Hypervisor so�ware to simulate two computers.

One computer was used as multisource server where four
types of streamingmedia �les have been stored, and the other
one was in charge of perceiving and managing service; it
integrated the context-awaremodule, the SAmodule, and the
front-end. 	e multisource server was connected to HWG
via a 10-Mbps private line. 	e HWG has not only 802.11n
Wi-Fi that can meet 150Mbps standard, but also integrated
functions such as FTP server and video on demand (VOD).
We used an iPhone 5, an iPad mini, and a 14-inch laptop as
user terminal to connectHWGvia 802.11nWi-Fi.Meanwhile,
in order to test the network perception function in the wired
network environment, a PC is connected to the prototype
near the HWG via 100M LAN, and the so�ware network
emulator for Windows toolkit (NEWT) is transplanted to
the HWG. NEWT can simulate packet loss, delay, and other
conditions on reliable physical links to provide network envi-
ronments with variable performances for prototype testing.

4.2. Network Perception Experiment

4.2.1. Wired Network Perception Experiment. We designed
three experimental environments for testing the wired net-
work perception performance. 	e experimental environ-
ments are shown in Table 3.

During the experiment in 1, the HWG sends request for
FTP �le transmission to multisource server at 8Mbps. 	us,
the network load on the link between the HWG and the mul-
tisource server is suddenly increased, and the experimental

if (AV BWwireless ≤ AV BWwire)
for (� = 4 to 1) {
if (�� < AV BWwireless) {�� = ��

break;}�� = ��}
else {
calculate %� by (10)
if (%� ≥ 0.85)�� = ��
else�� = �1}

Pseudocode 1

environment switches from 1 to 2.	e comparison of stream-
ing media services in 1 and 2 are shown in Figure 6.

	e upper part of Figure 6 is the screenshot of playing
streaming media on PC, and the lower part shows the
corresponding video attribute, with some important param-
eters being marked with red boxes. When experimental
environment switch from 1 to 2, the service level also declines
from �4 to �3. 	at means that the wired network perception
module has perceived the change on the link, and the SA
module adjusts the service to suit current network state.

For further testing the performance of the wired network
perception module in 3, we used NEWT to simulate packet
loss and jitter in 2. According to (10), the condition of 1/100
packet loss and 50ms jitter,%� = 0.6859, that will cause users’
experience declined.

Figure 7 shows the comparison of screenshots and video
attribute of playing streaming media on PC in 2 and 3. When
experimental environment switches from 2 to 3, the service
level declines from �3 to �1.

According to Figures 6 and 7 and analysis, the wired
network perception module can perceive the change of
network state in time and re�ect the changes to the alteration
of the service level, thereby providing users with streaming
media services that suit the current network state.

4.2.2. Wireless Network Perception Experiment. Considering
the architectures of existing home heterogeneous network,
the experiment in wireless network will be limited to the last
hop of the path. In this experiment, themain attention is paid
to testing performance of OLABE method.

Before experiment, we �rstly measure the maximum
transmission rate in our wireless environment. 	rough
concurrently transmitting �les between user terminal and
HWG, we found that the HWG can provide the maximum
transmission rate at about 60Mbps.

	e experimental environments for wireless network
perception module are shown in Table 4.

In order to evaluate the OLABE method proposed in
this paper, we used three methods to measure the available
bandwidth of wireless network. In 4, a specialized so�ware
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Table 3: Experimental environments of wired network perception.

Experimental
environment

Terminal type Network state Streaming media �le

1 PC Streaming media on demand Eating steamed buns.�v (four types of resolutions)

2 PC Streaming media on demand + FTP �le transmission Eating steamed buns.�v (four types of resolutions)

3 PC
Streaming media on demand + FTP �le transmission

+ NEWT
Eating steamed buns.�v (four types of resolutions)

Multisource
server

User 
terminal

SA module
Front end

Context-aware module

Wi-Fi

HWG

PC

NEWT

100Mbps

10Mbps

(802.11n)

Figure 5: Prototype of context-aware streaming media distribution.

Format: Sorenson Spark

Codec ID: 2

Duration: 6 s 400ms

Bit rate: 2441kbps

Width: 1280 pixels

Height: 800 pixels

Display aspect ratio: 16 : 10

Frame rate mode: constant

Frame rate: 25.000 fps

(a)

Format: Sorenson Spark

Codec ID: 2

Duration: 6 s 400ms

Bit rate:

Width:

Height:

Display aspect ratio:

Frame rate mode: constant

Frame rate: 25.000 fps

1465kbps
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4 : 3

(b)

Figure 6: Experiment results in environments 1 and 2.

CHARIOT [18] is applied in the wireless available bandwidth
estimation and result will serve as the practical bandwidth;
in 5 and 6, PathChirp and OLABE are, respectively, used for
wireless available bandwidth estimation.

We used a scenario that the laptop requests VOD service
on HWG. While the video on the laptop is playing at 2Mbps
for 5 seconds, iPad requests another 30Mbps FTP service on
HWG.	e entire test lasts for 10 seconds. Figure 8 shows the
bandwidth variety during the test.

	rough comparing the results with the CHARIOT so�-
ware, we know that, due to the BA mechanism, the tools

like PathChirp which use the interpacket probing method
will obtain erroneous and �uctuant values. With our OLABE
method, we can get the more realistic and smoother results.

4.3. Terminal Perception Experiment. 	e experimental envi-
ronments of TP are shown in Table 5.

In order to avoid the in�uencing of network state on
the quality of streaming media, the network trac is not
introduced in experiments 7 and 8. We used an iPhone 5 and
an iPad to request the same streaming media service. 	e
experiment results are shown in Figure 9.
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Figure 7: Experiment results in environments 2 and 3.

Table 4: Experimental environment of wireless network perception.

Experimental
environment

Terminal
type

Network state
Measurement

scheme

4 Laptop
Streaming media +

FTP
CHARIOT

5 Laptop
Streaming media +

FTP
PathChirp

6 Laptop
Streaming media +

FTP
OLABE

Table 5: Experimental environments of TP.

Experimental
environment

Terminal
type

Network
state

Streaming media �le

7 iPhone 5
Streaming
media

Eating steamed buns.�v
(four types of resolutions)

8 iPad
Streaming
media

Eating steamed buns.�v
(four types of resolutions)

It was observed that the two types of terminals have
been serviced with di�erent resolutions, because the TP
module has correctly perceived the terminal environment
parameters.

4.4. System Integration Experiment. 	e experimental results
of system integration are evaluated according on the peak
signal-to-noise ratio (PSNR) [19]. PSNR is an engineering
term referring to the ratio of the greatest possible signal
powers to background noise, and its de�nition is as follows:

PSNR (&, &�) = 20log10 %peak
MSE (&, &�) (dB) . (12)

Wireless Av-Ba estimation methods
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Figure 8: Comparison of the available bandwidth estimation among
the CHARIOT, PathChirp, and OLABE.

%peak = 2� − 1, where : represents the number of bits
for color depth; and MSE(&, &�) represents the mean square
error between the original image and the target image.

In order to validate the CAASS scheme, we design the
following experimental environments which are shown in
Table 6.

From 9 to 12, we used iPad to request 8Mbps down-
loading of FTP �le from the HWG to multisource server.
At the same time 1/100 packet loss and 50ms jitter are
created by using NWET on the link. In 9, the streaming
media services are provided when the CAASS scheme is shut
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(a) (b)

Figure 9: Experimental result of TP.

Table 6: Experimental environments of system integration.

Experimental
environment

Terminal
type

Network state System

9 iPad
Streaming media +
FTP + NEWT

None

10 iPad
Streaming media +
FTP + NEWT

PathChirp + SA

11 iPad
Streaming media +
FTP + NEWT

PathChirp + TP +
SA

12 iPad
Streaming media +
FTP + NEWT

CAASS

Table 7: Comparison among video qualities.

None
PathChirp +

SA
PathChirp +
TP + SA

CAASS

PSNR Avg. 17.29 30.01 31.03 34.14

PSNR
Stdev.

9.48 6.43 5.68 3.13

down; the default service level is �4. In 10, PathChirp is
used formeasuring the available network bandwidth between
user terminal and multisource server, and the SA module is
used for adjusting the distribution strategy according to the
measured bandwidth. In 11, we add the TP module in 10, so
the SA module adjusts the distribution strategy according
to the measured bandwidth and the terminal environment
parameters. In 12, we validate the integrated CAASS scheme.
Figure 10 shows the trend of PSNR in the four environments.
We made Table 7 to perform a more objective and clear
comparison.

Table 7 includes the average PSNR values and PSNR
standard deviations within the time span of 100-frame video
in four experimental environments. From 9 to 12, it can be
seen that the PSNR standard deviations continuously decline,
which is less likely to cause viewers’ subjective discom-
fort. Meanwhile, the average PSNR values also continuously
enlarge from 9 to 12. As average PSNR may not map well to
the visual impression during streamingmedia service, we use
frame PSNR to infer mean opinion score (MOS). Reference
[20] provide e�ective mapping of PSNR toMOS.	e speci�c
mapping pattern is shown in Table 8.

Table 8: Transformation between PSNR and MOS.

PSNR (dB) MOS

>37 5, excellent

31–37 4, good

25–31 3, clear

20–25 2, poor<20 1, very poor

Video quality
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Whole system
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Figure 10: PSNR values in di�erent experimental environments.

Combining Figure 10 with Table 8, it can be seen that
most of the video frames are subjectively unacceptable in
experiment 9. In 10 and 11, most of the video frames are
subjectively acceptable. In the environment with the whole
CAASS scheme, most of the video frames are subjectively
good or excellent, meaning that the streaming media service
o�ers good viewing experience.

5. Conclusion

In heterogeneous network, how to provide various terminals
with adaptive streaming media distribution services under
di�erent environments is a critical problem. To solve this
problem, we propose a CAASS scheme. 	is CAASS scheme
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consists of a context-aware module and an SA module. To
avoid network overload and perceive more network state
parameters, we optimized the PathChirp by using a PTA
scheme and changing part of the program of PathChirp.
To avoid wireless network congestion, OLABE method is
employed to accurately measure the available bandwidth of
wireless network. To perceive various terminals environ-
ment parameters, the TP module uses a XML format to
create a terminal pro�le. To improve the media QoS, the
SA module optimizes the existing QoS model and realizes
adaptive streaming media distribution. Our experimental
results indicate that our scheme can o�er QoS guaranteed
streaming media services in heterogeneous network based
on context-aware. 	e future study will search a method to
provide users with low-delay, high-reliability, and all-bit-rate
transcoding services, combining it with the proposed CAASS
scheme.

Conflict of Interests

	e authors declare that there is no con�ict of interests
regarding the publication of this paper.

Acknowledgments

	is work is supported by the National Science-Technology
Support Plan Projects of China (no. 2015BAK22B02 and no.
2014BAH10F00) and the Natural Science by 	e Communi-
cation University of China (no. 3132014XNG1464).

References

[1] O. Olvera-Irigoyen, A. Kortebi, L. Toutain, and D. Ros, “Avail-
able bandwidth probing in hybrid home networks,” in Pro-
ceedings of the 18th IEEE Workshop on Local and Metropolitan
Area Networks (LANMAN ’11), pp. 1–7, Chapel Hill, NC, USA,
October 2011.

[2] M. Louvel, J.-P. Bonhomme, J. Babau, and A. Plantec, “A
network resource management framework for multimedia
applications distributed in heterogeneous home networks,”
in Proceedings of the 25th IEEE International Conference on
Advanced Information Networking and Applications (AINA ’11),
pp. 724–731, Singapore, March 2011.

[3] A. Delphinanto, T. Koonen, and F. den Hartog, “End-to-end
available bandwidth probing in heterogeneous IP home net-
works,” in Proceedings of the IEEE Consumer Communications
and Networking Conference (CCNC ’11), pp. 431–435, IEEE, Las
Vegas, Nev, USA, January 2011.

[4] P. Yu, X.Ma, J. Cao, and J. Lu, “Applicationmobility in pervasive
computing: a survey,” Pervasive &Mobile Computing, vol. 9, no.
1, pp. 2–17, 2013.

[5] IST-Context, http://context.upc.es.

[6] Y. Oh, J. Han, andW.Woo, “A context management architecture
for large-scale smart environments,” IEEE Communications
Magazine, vol. 48, no. 3, pp. 118–126, 2010.

[7] J. Lee and K. Kang, “SVC-aware selective repetition for robust
streaming of scalable video,”Wireless Networks, vol. 21, no. 1, pp.
115–126, 2015.

[8] A. Seo and Y. C. Kim, “A study on distributed transcoding using
dynamic allocation of virtual machines in a cloud computing

environment,” Journal of Systems& Information Technology, vol.
17, no. 2, pp. 113–120, 2015.

[9] M. Jain and C. Dovrolis, “End-to-end available bandwidth:
measurement methodology, dynamics, and relation with TCP
throughput,” Tech. Rep., University of Delaware, Newark, Del,
USA, 2002.

[10] T. Zhang, C. C. Wang, M. U. De-Jun, and X. L. Wang, “Design
of data transmission control algorithmbased on self-congestion
theory,”Microprocessors, vol. 31, no. 2, pp. 52–56, 2010.

[11] G. Almes, S. Kalidindi, and M. Zekauskas, “A one-way delay
metric for IPPM,” RFC 2679, IETF, 1999, http://www.rfc-editor
.org/rfc/rfc2679.txt.

[12] M. Jain andC.Dovrolis, “Pathload: ameasurement tool for end-
to-end available bandwidth,” in Proceedings of the Passive Active
Measurements Workshop (PAM ’02), pp. 14–25, Boston, Mass,
USA, March 2002.

[13] V. Ribeiro, R. Riedi, R. Baraniuk, J. Navratil, and L. Cottrell,
“PathChirp: ecient available bandwidth estimation for net-
workpaths,” in Proceedings of the Passive and Active Measure-
mentWorkshop (PAM ’03), pp. 1–11, SanDiego, Calif, USA,April
2003.

[14] S. Kim, “Cooperative MAC protocol based on TXOP and
block ACK in IEEE 802.11e WLANs,” International Journal of
Engineering & Technology, vol. 6, no. 5, pp. 2441–2452, 2014.

[15] NLANR, Iperf user docs, http://iperf.fr/.

[16] ITU-T Recommendation G1070, “Opinion model for video-
telephony applications,” 2007.

[17] L. Lu, �e Control and Management of End-to-End Service
Quality in Heterogeneous/Hybrid Networks, Beijing University
of Posts and Telecommunications, Beijing, China, 2010.

[18] IXIA, “IxChariot,” http://www.ixiacom.com/products/ .

[19] A. Tanchenko, “Visual-PSNRmeasure of image quality,” Journal
of Visual Communication & Image Representation, vol. 25, no. 5,
pp. 874–878, 2014.

[20] P. Papadimitriou and V. Tsaoussidis, “SSVP: a congestion con-
trol scheme for real-time video streaming,”Computer Networks,
vol. 51, no. 15, pp. 4377–4395, 2007.



Submit your manuscripts at

http://www.hindawi.com

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Problems 
in Engineering

Hindawi Publishing Corporation
http://www.hindawi.com

Differential Equations
International Journal of

Volume 2014

Applied Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Probability and Statistics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Physics
Advances in

Complex Analysis
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Optimization
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Combinatorics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Operations Research
Advances in

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Function Spaces

Abstract and 
Applied Analysis
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International 
Journal of 
Mathematics and 
Mathematical 
Sciences

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Algebra

Discrete Dynamics in 
Nature and Society

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Decision Sciences
Advances in

Discrete Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com

Volume 2014 Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Stochastic Analysis
International Journal of


