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This paper describes work in progress aimed 
at ob ta in ing a p r a c t i c a l recogn i t i on system by f i l 
t e r i n g the noisy output of an inexpensive charac
te r c l a s s i f i e r through m u l t i p l e stages o f context 
analys is to produce h i g h - q u a l i t y f i n a l output . The 
system is designed to process the tex t of hand-
p r i n t e d formal languages, such as programming l a n 
guages and mathematical n o t a t i o n . The system is 
syn tax-d i rec ted in tha t a contextual processor f o r 
a p a r t i c u l a r language is constructed by a one- t ime, 
a lgo r i thmic analys is of the language grammar. The 
r e s u l t i n g analys is engine massages the c l a s s i f i e r 
output by successive vocabulary matching, name-
space''" c l u s t e r i n g , and syn tac t i c analys is to pro
duce as output a s y n t a c t i c a l l y v a l i d i n t e r p r e t a t i o n 
of the t e x t , w i t h as many e r ro rs corrected as pos
s i b l e . A more complete desc r ip t i on of the system 
can be found in Darden. 

Figure 1 depic ts the process by which the sys
tem " l e a r n s " the language tha t is to be recognized. 
This knowledge comprises a convenient representa
t i o n of the grammar and a d i c t i ona ry of basic sym
bols which occur in the grammar ( e . g . , DIMENSION, 
CONTINUE, . . . ) . 

Figure 2 depic ts the r e s u l t i n g analys is engine, 
which accepts as input the output of a s i ng le -
character c l a s s i f i e r , in the form of a l i s t o f l i s ts 
of a l t e r n a t i v e s f o r each character . This system 
is designed to e x p l o i t three types of redundancy 
exh ib i t ed by the c lass of languages under study: 

vocabulary redundancy r e s u l t s from the grammatical 
s p e c i f i c a t i o n of a set of s t r i ngs (basic sym
bols) which have a h igh a p r i o r i p r o b a b i l i t y of 
of occurrence; 

s t a t i s t i c a l redundancy r e s u l t s from the h igh proba
b i l i t y of m u l t i p l e occurrence of members of the 
name-space of such languages; 
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s t r u c t u r a l redundancy resu l t s from the grammati
ca l cons t ra in ts on concatenation of wel l - formed 
s t r i n g s . 

A l l three types of redundancy are necessary to 
successfu l ly clean-up garbled t e x t . Indeed, 
there are c e r t a i n er rors (such as recogniz ing 
XMAX as YMAX) that can only be detected by con
s ide r ing semantic redundancy ( r e s u l t i n g from the 
proper ty of these languages tha t only a f r a c t i o n 
o f the s y n t a c t i c a l l y v a l i d s t r i ngs are meaningful, 
e i t h e r a_ p r i o r i or in context) . I t is hoped tha t 
uncorrected-er ror ra tes on the order of 1% can be 
achieved wi thout in t roduc ing the staggering com
p l e x i t i e s o f semantic ana lys is . 

Related Work 

A l u c i d d iscuss ion of past approaches to the 
use of contextual post-processors to improve the 
performance of pa t te rn c l a s s i f i e r s is contained 
in the recent paper by Duda and Hart.** We sha l l 
not dup l i ca te t h e i r e f f o r t s here. 

The use of an e r r o r - c o r r e c t i n g parser as a 
contextua l post-processor was f i r s t suggested by 
I r o n s . * The FORTRAN context analyzer of Duda and 
Hart is a spec ia l i zed instance of such a processor 
which has proven the soundness of the idea. They 
have developed a formal dec i s ion - theo re t i c so lu 
t i o n to the u t i l i z a t i o n of context and have shown 
tha t the a p p l i c a t i o n of syntax analys is does not 
do v io lence to the formal approach. Our own work 
in t h i s area was w e l l underway before we became 
f a m i l i a r w i t h t h e i r i n v e s t i g a t i o n . 2 , 3 We have 
n a t u r a l l y been in f luenced by t h e i r con t r i bu t i ons 
and have noted the po in ts in the body of t h i s r e 
por t where our development has p r o f i t e d from 
t h e i r e f f o r t s . 

The unbounded-context pars ing system described 
in t h i s repor t is a major departure from c l a s s i 
ca l parsers such as that described by I r o n s , which 
do not take i n t o cons idera t ion s u f f i c i e n t context 
to make r e l i a b l e e r r o r - c o r r e c t i o n dec is ions . The 
pars ing system most s i m i l a r to ours is repor ted 
by Unger. In the f i n a l chapter of t h i s paper we 
discuss poss ib le extensions to the unbounded-
context parser which der ive from the quick-checks 
used by Unger. 

A Normal Form f o r Contex t - f ree Languages 

This sec t ion describes a p a r t i c u l a r represen
t a t i o n f o r con tex t - f r ee (CF) grammars tha t has 
been developed to s a t i s f y the needs of an e r r o r -
co r rec t i ng parser . 

When a human context -analyzer is given the 
task of c o r r e c t i n g a sample of garbled t e x t 







Our parser requ i res tha t every basic symbol 
of a RODEN-form grammar must be admiss ib le . How
ever, in genera l , CF-grammars may conta in non-
admissible symbols. Fu r tuna te l y , f o r the CF-gram
mars in common use, t h i s is not a problem. A l l 
basic symbols in FORTRAN and LISP are admiss ib le . 
In ALGOL, the set of symbols jLf, then, e l se , f o r , 
:■ do are inadmiss ib le due to the cons t ruc t i on 
which permits 

i f - t h e n - e l s e f o r - :« - do JLf - then-else . . . 

In ac tua l p r a c t i c e , t h i s cons t ruc t i on almost never 
appears. Indeed, in ALGOL-68, the problem has been 
e l im ina ted by p rov id ing c o n d i t i o n a l statements with 
a c los ing basic symbol: i f - t h e n - e l s e - f i . 

In summary, the RODEN t r a n s l a t o r transforms a 
broad c lass of CF-languages to RODEN-form; in the 
process, basic symbols are examined f o r admiss i 
b i l i t y and t h e i r corresponding l i s t s o f minimal 
covers are associated w i t h the proper genat r i ces . 
A d d i t i o n a l l y , l i s t s o f basic symbols occur r ing i n 
the f i n a l form of the handle are associated w i t h 
the corresponding g e n a t r i x , and a d i c t i o n a r y of 
a l l basic symbols i s compiled. This d i c t i o n a r y i s 
then analyzed f o r any en t r i es which can be "ex
tended" (hence the term extended d i c t i o n a r y ) . That 
i s , each word is examined to see i f every occur
rence o f t h i s word, in s t r i n g s o f the language, is 
contained in some la rge r unique contex t . For ex
ample, i gno r ing spaces, t h i s leads to the rep lace
ment, in the d i c t i o n a r y , o f a l l LISP func t ions 
( fun) by ( ( f u n ) , of a l l FORTRAN verbs (verb) by 
: ( v e r b ) , of FORMAT by FORMAT(, e t c . (: is used as 
a column 7 i n d i c a t o r , ; is an end of l i n e in p ro
cessing FORTRAN). 

I I I . S imulat ion o f a S ing le-charac ter C l a s s i f i e r 

Data f o r t e s t i n g the context ana lys is system 
are provided by a computer-simulated character 
recognizer . The inpu t to the s imula tor is e r r o r -
f ree t e x t from the language to be i nves t i ga ted . 
The garb led output is in the form of a P - l i s t f o r 
the context analyzer . 

The opera t ion of the s imula tor is c o n t r o l l e d 
by a confus ion ma t r i x (const ructed bo approximate 
the e r r o r maps repor ted by Duda and Munson^ f o r 
t h e i r TOPO 2 program), a noise f a c t o r , and a "con
s i s tency" f a c t o r . 

On the assumption tha t c l a s s i f i e r s can be con
s t ruc ted so tha t the co r rec t character w i l l almost 
always appear among the f i r s t few e n t r i e s of the 
output a l t e r n a t i v e l i s t , the confus ion ma t r i x has 
about s i x non-zero en t r i es f o r each charac ter . 

The noise f a c t o r con t ro l s the undetected -error 
r a t e of the s imulated c l a s s i f i e r . The consistency 
f a c t o r is a measure of the p r o b a b i l i t y t h a t , g iven 
two a l t e r n a t i v e vec to rs f o r the same charac te r , a 
character which occurs in one vec to r w i l l appear 
in the o ther vec to r . The r e l i a b i l i t y o f the i n t e r -
s t r i n g d is tance measure (see 4 . 2 ) , used by the sys
tem, improves as the mutual consistency of a l t e r 
na t i ve vec tors increases. 

IV . Context Analysla 

The f i r s t two phases of the context ana lys is 
system are aimed at reducing the combinator ia l 
complexi ty of the task to be performed by the syn
tax ana lys is phase. Since, In p r i n c i p l e , a l l ex
cept name-space e r ro rs can be cor rec ted by syntax 
ana l ys i s , care is taken to ensure tha t the d i c 
t i ona ry matching and c l u s t e r i n g do not Introduce 
e r r o r s ; however, ne i the r is f oo lp roo f . 

4 . 1 Extended-d ic t ionary Matching 

The s t ra tegy of ex tended-d ic t ionary matching 
(box 1, Figure 2) is s i m i l a r to the tab le look-up 
method used by Vossler and Branston.® Spaces 
are t rea ted as e r r o r - f r e e charac te rs , and each 
subs t r ing of leng th n de l im i ted by spaces is pro
cessed in t u r n . The subs t r ing is matched against 
a l l poss ib le d i c t i o n a r y en t r i es o f length n , n - 1 , 
. . . , k u n t i l the f i r s t en t ry is found which is 
c loser than a f i x e d minimum dis tance to a (poss i 
b l y proper) subs t r ing of the cur ren t ob jec t P-
l i s t . The lower l i m i t , k, on the length of entries 
to be matched is es tab l ished exper imenta l ly . Pre
s e n t l y , w i t h up to 35% noise and 50% consistency 
(see Sect ion I I I ) in the simulated data , a value 
of k = 2 has been found to in t roduce no erroneous 
matches in the processing of LISP, ALGOL, and 
FORTRAN t e x t s . 
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where the associated confidences are suppressed 
f o r c l a r i t y . 

4.2 Name-space C lus te r ing 

The c l u s t e r i n g procedure (box 2, Figure 2) em
ployed by the system is re la ted to the methods em
ployed by Duda and Hart-3, but necessar i ly d i f f e r s 
in several ways due to the requirements of handling 
a v a r i e t y of languages. The s t ra tegy is based on 
the assumption that a s u f f i c i e n t l y sens i t i ve c l us 
t e r i n g method can d isc r im ina te names wi thout a 
p r i o r i knowledge of the context in which names are 
l i k e l y to occur. This assumption obviously depends 
on both the length and average number of occur
rences of names in the t e x t . I t is more important 
f o r the a lgor i thm to i d e n t i f y at l eas t one instance 
of a l l of the names than to loca te a l l of the oc
currences of each name. Those occurrences which 
are overlooked w i l l very l i k e l y be found by the 
pa t te rn assoc ia t ing rout ines which use the dict ion
ary of known names compiled dur ing t h i s pass. 

Typ ica l performance of the method is indicated 
by the r e s u l t s of c l u s t e r i n g analys is on a 272-
character ALGOL program. The output of the simu
l a t e d character c l a s s i f i e r exh ib i ted an uncorrected 
e r ro r ra te of 33.1% and a consistency fac to r of 
48.8%. The r e s u l t s are given in Table 1. 

descended from an a u x i l i a r y po in te r on the L - l i s t . 
This a u x i l i a r y l i s t i s used to res to re the o r i g i n a l 
s t r uc tu re i f the selected ent ry i s l a t e r found to 
be i n v a l i d and has the s t r uc tu re 

I 

where L1. is the i n t e g e r - l e v e l number at which the 
dec is ion to suppress the associated L - l i s t was 
made. We s h a l l r e f e r to t h i s opera t ion as the sup
press opera t ion . 

Th i r ty -one out o f f o r t y - t h r e e t o t a l instances o f 
a l l names were i d e n t i f i e d , inc lud ing at l eas t one 
instance of every name. A f t e r syntax analys is 
two instances of the name 'I' were i n c o r r e c t l y 
i d e n t i f i e d as ' J ' ; a l l o ther instances of names 
were co r rec t l y recognized. 

4 .2 .1 Sample c o l l e c t i o n . The c l u s t e r i n g 
a lgor i thm processes the en t i r e tex t f o r "name-like" 
subst r ings , cons t ruc t ing as many groups as needed 
of i d e n t i c a l length samples. Present ly , a P - l i s t 
is t reated as a poss ib le name if 

(a) i t contains no spaces, 
(b) i t contains no characters c l a s s i f i e d as 

de l im i te rs ( t h i s in format ion i s input 
along w i t h the RODEN-form grammar) whose 
confidence exceeds a f i x e d va lue , 

(c) a l e t t e r is among the a l t e rna t i ves f o r 
the f i r s t p o s i t i o n , 

(d) no longer P - l i s t s a t i s f y i n g (a ) - ( c ) con
ta ins i t . 

Since most formal languages def ine names in t h i s 
way, t h i s d e f i n i t i o n i s b u i l t i n to the c l u s t e r i n g 
program. I t i s c lear tha t t h i s sampling procedure 
w i l l c o l l e c t a number of s t r i ngs which are not 
names at a l l , but substr ings of names, composites 
of names and other symbols, e tc . The assumption 
is tha t these undesirable s t r i ngs w i l l form de
generate s ing le ton c lus te rs of t h e i r own and w i l l 
be ignored in the u n i f i c a t i o n step at the end of 
t h i s procedure. In the example described by 
Table 1, s i x such s t r i ngs were co l l ec ted by the 
sampling procedure; a l l formed degenerate c lus te rs 
and were discarded. 

4.2.2 C lus te r ing . The c l u s t e r i n g procedure 
is appl ied to each group of i d e n t i c a l length sam
ples in t u r n . F i r s t , a set o f " represen ta t i ves" 
is selected from the sample. The procedure fo r 
l oca t i ng the representat ive samples is s im i l a r to 
that used by Casey and Nagy9 to se lec t an i n i t i a l 
set of centers fo r the c l u s t e r i n g stage of t h e i r 
recogn i t i on system. The f i r s t sample is chosen 
as the f i r s t representa t ive . The sample having 
maximum separat ion (def ined below) from the f i r s t 
is taken as the second representa t i ve . S i m i l a r l y , 
the remaining representat ives are chosen to be 
those w i t h the maximum minimum separat ion from 
those already se lected. This procedure is i t e r a 
ted u n t i l a sample is selected whose separat ion 
is less than a f i x e d minimum d is tance. I t is as
sumed that at t h i s po in t an instance of each name 
of length n has been loca ted . 

The success of t h i s procedure is in la rge 
measure dependent on the performance of the d i s 
tance f u n c t i o n , def ined f o r two P - l i s t s U and V 
where 
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I f in any p o s i t i o n no two characters correspond, 
then d(U,V) ■ . I f , in genera l , two a l t e r n a t i v e 
vectors f o r the same character have a reasonable 
h igh cons is tency, then t h i s should be a r i c h e r dis
tance measure than a simple sum of the h ighest con-
f idence corresponding charac ters . 

The f i n a l stage of the c l u s t e r i n g procedure 
is very s imple: each remaining sample is assigned 
to the c l u s t e r w i t h the c loses t rep resen ta t i ve . 

4 .2 .3 U n i f i c a t i o n . When a l l c l us te r s of a 
g iven length have been es tab l i shed , a u n i f i c a t i o n 
procedure i s app l ied to a l l but s ing le ton c l us te r s 
to se lec t the h ighest confidence common s p e l l i n g 
f o r each. Then, as in the d i c t i o n a r y matching, 
each c l u s t e r member is replaced in the t ex t P - l i s t 
by t h i s common s p e l l i n g . The deleted L - l i s t ent r ies 
are suppressed at l e v e l zero. 

While there are c e r t a i n l y many ref inements 
which can be incorporated i n t o t h i s procedure, our 
phi losophy is to apply e f f o r t where the greates t 
re tu rns appear to l i e , and t h i s i s in the syn tac t i c 
ana lys is phase. The only improvements c u r r e n t l y 
planned f o r the c l u s t e r i n g phase are (a) a r e f i n e d 
d is tance measure which w i l l attempt to detect the 
presence of p re f i xes ( su f f i xes ) ( e . g . , xmax, ymax) 
and g ive r e l a t i v e l y more weight to the c o n t r i b u t i o n 
of the p r e f i x ( s u f f i x ) to the d is tance; and (b) the 
dynamic computation of the center of a c l u s t e r as 
new members are added. 

4 .3 The Parse Graph 

In order to f o l l ow the next sec t ion on syntac
t i c a n a l y s i s , i t i s necessary to have in mind the 
parse graph which represents the cur ren t s ta te of 
tha t ana l ys i s . The o v e r a l l s t ruc tu re of the parse 
graph i s , n a t u r a l l y , a t r e e . The nodes of the tree 
have a branching s t r uc tu re which corresponds to the 
RODEN-form meta-operator at the node (thus there 
are con junc t i ve , d i s j u n c t i v e , i t e r a t i v e , and se lec
t i v e nodes). In a d d i t i o n , there are phrase nodes 
( e . g . (s tatement)) and termina l nodes ( e . g . , begin). 
Associated w i t h each node are a number of i n d i c a -
t o r s which descr ibe the s ta te of the parse rep re 
sented by the subgraph descended from the node. 
Among the poss ib le e n t r i e s are those which g ive the 
va lue of the basic symbol match, the number of char
ac ters in basic symbols which se lected t h i s node, 
and the l e v e l number of the parent cover f o r covering 

brackets . The en t r i es re levan t to e r ro r recovery 
are: l e f t - and r i g h t - e x t e n s i b i l i t y i n d i c a t o r s , 
l e f t - and r i g h t - t r u n c a t i o n i n d i c a t o r s , and an en
t r y which r e f l e c t s the de tec t ion o f an I n v a l i d 
cover ing bracket assignment. 

4.4 Syntact ic Analysis 

By combining the unbounded-context parser and 
a p a r t i c u l a r RODEN-form grammar we ob ta in an error-
co r rec t i ng pars ing system which is near ly f ree of 
back - t rack ing . Through h i e r a r c h i c a l consistency 
checking, the parser is able to d iscard f r u i t l e s s 
paths inexpensively and is able to cor rec t many 
e r ro rs before exp lo r ing the de ta i l ed s t ruc tu re o f 
the t e x t . At each l e v e l the parser associates 
w i t h the cur rent ob jec t P - l i s t (a) an instance of 
the cur ren t pa t te rn (p) on the basis of co r re 
sponding basic symbols. The method employed 
causes the pa t t e rn to be s e l f - p o s i t i o n i n g . This 
p roper ty , together w i t h the fac t tha t a l l basic 
symbols of the pa t t e rn have been mapped w i t h a 
h igh average confidence to the P - l i s t , improves 
the pa rse r ' s p r o b a b i l i t y o f success in se lec t i ng 
the cor rec t recovery steps when e r ro rs are de
tec ted . 

4.4 1. The basic s t ra tegy of pars ing . In 
the f o l l o w i n g , the parser is considered to be ana
l y z i n g a w i t h respect to the cur rent subgoal G. 
G may be a phrase (a s ing le non- te rm ina l ) , a 
basic symbol, or a ske le ta l instance of a pa t te rn 
assigned by a h i ghe r - l eve l goa l . If G is a pa t 
t e rn ( p ) , then M and S are the associated minimal 
cover l i s t s , and basic symbol l i s t s , r espec t i ve l y . 

I f G is a basic symbol, i t has already been 
matched to the t e x t at a higher l e v e l (by the as
soc ia t i on procedure) , so the parser simply repor ts 
the value of tha t match. 

I f G is the phrase ( i d e n t i f i e r ) , the parser 
invokes a spec ia l process which attempts to ex
p l o i t the r e l a t i v e l y h igh a p r i o r i p r o b a b i l i t y o f 
occurrence o f i d e n t i f i e r d i c t i o n a r y e n t r i e s . 

I f G is any other phrase, the parser r e t r i e v e s 
the p a t t e r n , p, associated w i t h G, and matches the 
pa t t e rn to the tex t in the three steps of cover ing, 
assoc ia t i on , and r e s o l u t i o n , descr ibed below. 

I f G is a p a t t e r n , the parser appl ies i t s e l f 
r e c u r s i v e l y to each subpat tern of p. In the case 
of d i s j u n c t i v e pa t t e rns , the parser re tu rns the 
f i r s t d i s j u n c t to achieve a s a t i s f a c t o r y match. 
In the case of con junc t ive p a t t e r n s , f a i l u r e of a 
subpat tern causes the parser to invoke the recov
ery procedure appropr ia te to the type of f a i l u r e . 
The d e t a i l s of f a i l u r e recovery are discussed be-
low. On exhausting a l l subpatterns of p, the 
parser invokes a scor ing procedure to evaluate the 
success of the ana lys is f o r G. Er ro rs which have 
been detected in d i s j u n c t i v e s t ruc tu res are r e 
por ted to the parent goal a t t h i s p o i n t . In con
j u n c t i v e p a t t e r n s , comparison of the bounds of the 
subst ruc ture to the bounds of G reveals the p re 
sence of L-drop and R-drop e r ro rs (see Er ror Re
covery and Cor rec t ion below). 
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4.4.2 Analysis of the ( ident i f ie r ) phrase. 
The special processing of ident i f iers serves to 
compensate for the lack of structure of this phrase 
type, as defined for most languages. Otherwise, 
v i r t ua l l y any text segment would satisfy the syn
tax of ( i den t i f i e r ) . It is assumed that the iden
t i f i e r dictionary contains an instance of every 
iden t i f ie r . 

F i r s t , o is matched to a l l ident i f ie r dic
tionary entries of the same length. If a su f f i 
c ient ly good match is found, the parser reports 
the value of the match. This f a i l i ng , the process 
attempts to determine if a is a head, t a i l , or 
proper substring of a val id ident i f ie r occurring 
in the text P- l is t which includes a. If an ident i 
f i e r is found which matches the P- l is t in a neigh
borhood of a, the parser reports the appropriate 
type of add or drop error. 

4.4.3 Matching patterns to the text. As i n 
dicated above, when the parser begins analysis of 
a new subgoal, which is a phrase, the matching of 
the pattern associated with that subgoal proceeds 
in three successively more expensive steps, cover-
ing, association, and resolution. Each step must 
be successful before entering the next, and each 
has i t s own error detection and correction tact ics. 

4.4.3.1 Covering. The l i s t , M, of minimal 
covers associated with p, is retrieved. If M is 
empty, the algorithm proceeds to the association 
step. The covering process accepts the text P-list, 
the bounds of G which delimit the portion of the 
P- l is t to be considered, and the cover l i s t M of 
the form 

of n d is t inc t pairs of covering brackets. The 
covering procedure is given the task of finding 
the highest confidence well-formed nest of these 
brackets. 

The procedure presently under investigation 
abstracts from the text P- l is t a l i s t (called a 
B- l is t ) which has an L - l i s t for each possible oc
currence of any of the brackets. Each such L - l i s t 
has the entries: the bracket together with i t s 
confidence, , and a nul l character, 0, repre
senting selection of a symbol other than the bra
cket, together with a confidence which represents 
the effect of suppressing the bracket, (note 
the example below). If there are K brackets on 
the or ig inal L - l i s t , there are entries on the 
new L - l i s t . For single-character brackets, the 
non-bracket confidence, V, is simply that of the 
highest confidence non-bracket character on the 
or ig inal L - l i s t . For multiple-character brackets 
V it the average of the highest-confidence non-
bracket characters. This la t te r measure has not 
been tested, since the extended dictionary-matching 
procedure has never fa i led to correctly classify a 
multiple-character basic symbol which was also * 
covering bracket. 

The cover procedure selects a nest from the B-
l i s t by generating, by descending number of brackets 
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(strings with equal numbers of brackets are ordered 
by descending total confidence), a l l possible 
str ings, taking the f i r s t well-formed nest. 

If a well-formed nest is found, the portions 
of the P- l is t bounded by each bracket pair are 
suppressed one level by combining that portion of 
the P- l is t with the new operator, *cover*. 

For example, consider processing the P- l is t 

for the covers associated with (arithmetic expres
sion) in ALGOL, where M contains the bracket pairs 
( ) and [ ]. We have the B- l is t 

The algorithm selects the correct nest 
and transforms the P- l is t to 



ordered l i s t of p r i n c i p a l basic symbols, and an ab
s t r a c t represen ta t ion o f the g loba l s t r uc tu re to 
be assigned to the t e x t , a RODEN-form p a t t e r n . 

The success of the method depends on the a b i l 
i t y o f the assoc ia t ion procedure to "spread the 
r i s k " of se lec t i ng a p a r t i c u l a r p a t t e r n over a suf
f i c i e n t l y la rge number o f characters in the t e x t , - -
thus the need f o r e l i m i n a t i n g recurs ion and ad ja 
cent non- terminals i n pa t te rns in order to b r i ng 
to the surface the p r i n c i p a l basic symbols which 
serve to i d e n t i f y the occurrence of t ha t p a t t e r n 
( f o r example, note the e x p l i c i t s t r uc tu re o f (aexp) 
in example G2 of Sect ion I I ) . Another important 
p roper ty o f the method is tha t the p a t t e r n is auto
m a t i c a l l y pos i t i oned w i t h respect to a. Thus, miss
ing d e l i m i t e r s , which cause the bounds on a phrase 
to be set i n c o r r e c t l y , are detected by no t ing tha t 
the p a t t e r n was successful in matching the i n t e r 
i o r o f the bounded t e x t . S i m i l a r l y , erroneous de
l i m i t e r s are detected by no t ing tha t the p a t t e r n 
has been t runcated on one or both ends by an i n 
c o r r e c t l y pos i t i oned bound. For an example of the 
l a t t e r , consider the processing o f the ( f o r s t a t e 
ment) of F i g . 3: a f t e r the f i r s t two phases of 
context a n a l y s i s , the P - l i s t might have the form 

Figure 4 

The erroneous " ; " has caused a h i g h e r - l e v e l goal 
to p a r t i t i o n the s t r i n g i n t o two (s ta tement ) ' s . 
The high confidence head match of ( f o r statement) 
to FOR :* w i l l cause the assoc ia t ion proced
ure to immediately repor t an "R-add" f a i l u r e ( i . e . , 
a d e l i m i t e r is hypothesized to have been "added" 
j u s t beyond the r i g h t end of a ) . 

The task of the assoc ia t ion procedure is to 
process the bounded segment, a, of the P - l i s t to 
produce a s k e l e t a l instance (N) of the p a t t e r n p. 

F i r s t , a process is invoked to cons t ruc t from 
0 and B, the basic symbol l i s t (W) f o r p; i . e . , W 
is a l i s t o f occurrences of these basic symbols. 
The elements of W are t r i p l e t s ( ( symbo l ) , ( va lue ) , 
( p o i n t e r ) ) where (value) is the average confidence 
tha t the s t r i n g found a t ( po in te r ) i n a i s , i n 
f a c t , the basic symbol (symbol). Symbols found at 
the head and t a i l of a are tagged w i t h s p e c i a l * - , 
-4 i n d i c a t o r s so t ha t pa t te rns which requ i re head 
and/or t a l l symbols can d i s t i n g u i s h them. 

A l l poss ib le occurrences of basic symbols o f 
more than one character w i l l be found on W. An 
unpleasant problem i s encountered i f a l l poss ib le 
s ing le -charac te r symbols are a lso inc luded: e r ro rs 
may be in t roduced which w i l l not be detected by 
the subsequent c o n t e x t - f r e e ana l ys i s . For example, 

in any a lgebra ic language, the symbol which would 
be selected from the a l t e r n a t i v e l i s t f o r some 
opera tor , such as * , w i l l be the f i r s t operator 
in the h ierarchy which occurs on the l i s t . That 
i s , If a + appears as the lowest confidence en
t r y on an L - l i s t f o r * , then the expression w i l l 
parse as and the e r r o r w i l l never be de
tec ted . The f o l l ow ing approach seems to c i rcum
vent the d i f f i c u l t y : when processing a s i n g l e -
character basic symbol, which is c l a s s i f i e d as a 
d e l i m i t e r , an L - l i s t i s se lected only i f tha t 
d e l i m i t e r has higher confidence than any other 
d e l i m i t e r which may appear on the L - l i s t . De
l i m i t e r s which are missed w i t h t h i s procedure are 
detected as drop e r ro rs in subsequent syn tac t i c 
analys is and corrected by the recovery procedure. 

The second step in the assoc ia t ion process 
has the task of se lec t i ng and expanding elements 
of the p a t t e r n p. The match is c o n t r o l l e d by the 
l i s t W, of occurrences of basic symbols. B r i e f l y , 
the assoc ia t ion procedure sequences through W, 
from l e f t to r i g h t . The elements of W serve to 
se lec t a subpattern of p if a correspondence can 
be es tab l ished between the basic symbols of each. 
Selected subpatterns are appended to the growing 
ske le ta l node, N. I t e r a t i v e and se lec t i ve pa t 
t e rns , i f not se lec ted , are appended w i t h an X 
(unexpended) i nd i ca to r in the event tha t they may 
be needed in subsequent drop recovery. In rare 
cases, on exhausting the p a t t e r n , a s t r i n g e r ron 
eously recognized as a basic symbol may r e s u l t in 
a p a r t i a l l y s a t i s f i e d con junc t ive p a t t e r n accom
panied by unused symbols on W. ( E . g . , an e r ron 
eous do in processing a ( f o r statement) in ALGOL 
could lead to an u n s a t i s f i e d : = , w i t h the : - and 
the co r rec t instance of the jio l e f t on W.) These 
cases are cor rec ted by sequencing through the 
p a t t e r n ( the match is now c o n t r o l l e d by the pat 
te rn) and W from r i g h t to l e f t , searching W fo r 
an instance of each u n s a t i s f i e d symbol in the 
p a t t e r n . I f a l l o f these can be s a t i s f i e d , and 
W is s t i l l not empty, we examine the remaining 
e n t r i e s on W f o r symbols which are both in the 
proper order ( p o s i t i o n in 0) and have higher con
f idence than a symbol already se lec ted . I f such 
an instance is found, the o r i g i n a l symbol is r e 
p laced. 

I f in a con junc t ive p a t t e r n a head or t a i l 
match is ob ta ined , then the r i g h t - e x t e n s i b i l i t y 
(R-add) or l e f t - e x t e n s i b i l i t y (L-add) i n d i c a t o r s , 
r e s p e c t i v e l y , are set at the node. The R-add i n 
d i ca to r at a node spec i f i es tha t the associated 
p a t t e r n is s a t i s f i e d w i t h the p o r t i o n o f the P-
l i s t bounded by G but t ha t the remainder of the 
p a t t e r n can only be s a t i s f i e d by matching more of 
the P - l i s t to the r i g h t . Thus, i f an e r r o r has, 
in f a c t , been detec ted, i t must be an erroneously 
recognized basic symbol (an " a d d " ) , which caused 
the r i g h t bound of G to be i n c o r r e c t l y pos i t i oned . 
S i m i l a r l y , the L-add i n d i c a t o r spec i f i es a pos
s i b l e I nco r rec t l e f t bound. 

4 .4 .3 -3 Reso lu t ion . I f the assoc ia t ion 
process was not able to co r rec t a l l detected e r 
r o r s , the parser repor ts the f a i l u r e to the parent 
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node. Otherwise, a procedure is invoked, given N 
and the bounds of G, to set the bounds f o r the sub-
phrases of N. Then the parser is appl ied recur
s i v e l y to N. I f the recurs ive c a l l repor ts an er 
ro r i nvo l v i ng a cover ing bracket assigned at the 
cur ren t l e v e l , the parser r e s t a r t s the cover, asso
c i a t e , resolve process w i t h the next v a l i d cover 
nest in the sequence (see "cover c o n f l i c t s " below). 

4 .4 .4 Er ro r recovery and c o r r e c t i o n . * The 
on ly ( s y n t a c t i c a l l y - c o r r e c t a b l e ) e r rors which r e 
main to be considered are those which cause the 
i nco r rec t p o s i t i o n i n g or p o s i t i n g o f subgoals. 
When the parser repor ts a f a i l u r e in the analys is 
of a subpat tern , the ind ica ted f a i l u r e is of four 
main types, c o v e r - c o n f l i c t , a d d - f a i l u r e t drop-
f a i l u r e , o r t o t a l f a i l u r e . 

The treatment of f a i l u r e s i s , of course, de
termined by the context of the type of pa t te rn in 
which the e r r o r i s detected. In d i s j u n c t i v e pa t 
t e rns , the f a i l u r e may simply i nd ica te a syn tac t i c 
dead-end, i . e . , i nco r rec t pos i t i ng of a subgoal. 
Therefore, e r ro r processing is postponed u n t i l the 
e n t i r e d i s j u n c t i v e pa t t e rn Is scored in hopes that 
a subsequent d i s j unc t w i l l succeed. This s t ra tegy 
proves to be r e l i a b l e since the most d i f f i c u l t pa t 
terns to s a t i s f y , i . e . , the most redundant, are 
matched f i r s t . 

4 . 4 . 4 . 1 Add - f a l l u res . An add - fa l l u re occurs 
when a subs t r ing has been erroneously recognized 
as a basic symbol, at the current or higher l e v e l , 
r e s u l t i n g in the assignment of a phrase to a sub
s t r i n g which has been t runcated at one or both ends. 

The s t ra tegy of add - f a i l u re co r rec t i on is to 
back the f a i l u r e up the parse graph u n t i l 

(a) a con junct ive branch po in t is encountered 
where an adjacent i t e r a t i v e or se lec t i ve 
node can be removed along w i t h the basic 
symbol which is presumed to be the source 
o f the d i f f i c u l t y ; o r 

(b) a d i s j u n c t i v e branch po in t is encountered 
where the parser can postpone the e r ro r 
recovery (the e f f o r t could be wasted on a 
syn tac t i c dead-end). 

4 . 4 .4 .2 D r o p - f a i l u r e s . When a basic symbol 
is missed by the assoc ia t ion process ( i . e . , a drop 
e r r o r ) , the r e s u l t is an improperly bounded sub-
goa l . The e r ro r is detected at a lower l e v e l , when 
the subgoal is analyzed, as a l e f t - d r o p (L-drop) 
or r i g h t - d r o p (R-drop) . The stragegy of drop r e 
covery is to back up the parse graph u n t i l 

(a) a context is encountered which permits 
the i n t r o d u c t i o n of a new I t e r a t i v e phrase 
to cover the unrecognized t e x t ; or 

(b) basic symbol which de l im i ted the subgraph 
con ta in ing the drop is encountered, per 
m i t t i n g the parser t o replace t h i s i n 
stance of the symbol w i t h another instance 
in the unrecognized p o r t i o n o f the t e x t ; o r 

For examples, see Darden. 

(c) a se lec t i ve node is encountered, a l low
ing the parser to abandon the recovery 
e f f o r t , o r 

(d) a d i s j u n c t i v e branch po in t is encountered, 
a l lowing the parser to postpone e r ro r r e 
covery. 

4 .4 .4 .3 C o v e r - c o n f i c t s . Since the cover 
generat ion a lgor i thm produces covers ordered by 
descending t o t a l number of b rackets , cover e r ro rs 
are detected dur ing an attempt to suppress a basic 
symbol which is also a bracket belonging to a 
cover establ ished at l eve l K. When t h i s cond i t i on 
is detected, the parser sets the "request recover 
i nd i ca to r " at the cur rent node. As w i t h the other 
e r ro r i n d i c a t o r s , t h i s in format ion is backed up 
the parse graph u n t i l the parser e i t he r s h i f t s to 
another successful analys is path at a d i s j u n c t i v e 
node or reaches the phrase node at l e v e l K where 
the c u l p r i t nest was assigned. At t h i s po in t the 
parser r e s t a r t s the cover, associate, resolve p ro 
cess w i t h the next v a l i d nest in the sequence. 

4 .4 .4 .4 To ta l f a i l u r e . A t o t a l f a i l u r e i s 
usua l ly an i n d i c a t i o n of a syn tac t ic dead-end or 
is the f i r s t i n d i c a t i o n of an add-error . The 
st rategy of t o t a l - f a i l u r e recovery is to back up 
the e r ro r i n d i c a t i o n u n t i l e i t he r a d i s j unc t i ve 
branch po in t is encountered, pe rm i t t i ng the par
ser to t r y another analys is pa th , or a conjunc
t i v e branch po in t i s encountered. In the l a t t e r 
case, the recovery inves t iga tes three p o s s i b i l i 
t i e s : f i r s t , that the unsa t i s f i ed conjunct was 
an erroneously expanded i t e r a t i v e phrase; second, 
that one or more basic symbols, which d e l i m i t the 
conjunct , are misposi t ioned ( i . e . , a combined 
add/drop e r ro r has occurred) ; and t h i r d , i f the 
conjunct which f a i l e d occurs at the head or t a i l 
of the p a t t e r n , then a h i ghe r - l eve l L-add or R-
add is assumed and reported to the parent node. 

In the f i r s t case, we must have a pa t te rn 
fragment . . a b y . . . , w i t h poss ib ly one o f a ,y n u l l 
and p an i t e r a t i v e subpat tem. The basic symbols 
which selected p are suppressed at the cur rent 
l e v e l and the tex t segment reanalyzed as an aY. 

In the second case, we must have a pa t te rn 
fragment of the form . . a t b . . . where only one of 
a,p f a i l e d . Since we have symmetry, assume tha t 
p f a i l e d . I f the recovery is to succeed, t must 
be an add-error and must have been dropped in the 
tex t bounded by p. Therefore, we suppress t and 
search f o r the highest confidence occurrence of 
a t in the t ex t bounded by If found, we r e 
analyze the tex t segment w i t h the new assignment. 
The process is continued u n t i l there are no more 
t ' s to t r y o r a successful parse is obta ined. I f 
e r ro rs s t i l l remain, which are only head o r t a i l 
e r r o r s , then i t i s assumed tha t the t h i r d case 
ho lds , and the appropr iate e r ro r is repor ted . 

4.4.5 Scoring the complete node. When the 
parser completes the analys is of a p a r t i c u l a r 
node, the scor ing procedure is invoked to e v a l 
uate the success of the ana lys is . The process
ing of a d i s j u n c t i v e node w i l l not reach t h i s 
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stage unless a l l the d l s j unc t s repor ted some type 
o f e r r o r . In t h i s case the parser attempts to se
l e c t the most promising path f o r e r r o r recovery by 
rep lac ing the d i s j u n c t i v e node by the subnode r e 
p o r t i n g the h ighest basic symbol match score ( t i e s 
are broken by tak ing the subnode w i t h the l a rges t 
number o f se lec t i ng cha rac te rs ) . I f a l l subnodes 
repor ted t o t a l f a i l u r e , then t o t a l f a i l u r e i s i n 
d ica ted f o r the node. 

The scor ing of con junc t i ve nodes is s t r a i g h t -
forward. The basic symbol match score has al ready 
been recorded by the assoc ia t ion process. The 
complete node score is simply the l o g i c a l product 
of the scores of a l l the subnodes. I t e r a t i v e and 
se lec t i ve nodes are simply g iven the score of 
t h e i r respec t ive subnodes. 

Summary of Context Analys is 

The context ana lys is system comprises three 
phases. The f i r s t phase (ex tended-d ic t ionary 
matching) replaces subst r ings of the t e x t which 
are s u f f i c i e n t l y c lose to basic symbols in the 
d i c t i o n a r y . The second phase (Name-space c l u s t e r 
ing) attempts to d i sc r im ina te an instance of every 
name in the t e x t and to assign a common s p e l l i n g 
to a l l occurrences of the same name. The t h i r d 
phase (Syntac t ic Ana lys is ) app l ies a s t ra tegy of 
unbounded-context pars ing and h i e r a r c h i c a l cons is 
tency checking to achieve r e l i a b l e p a r t i t i o n i n g o f 
the e n t i r e t e x t i n t o s impler subproblems. The main 
path through the parser accomplishes the matching 
of pa t te rns to the t e x t by successive cover ing , 
assoc i a t i on , and r e s o l u t i o n processes. I d e n t i f i e r s 
are g iven spec ia l t reatment . E r ro r de tec t i on and 
recovery is based on the d iscovery of e i t h e r par
t i a l matches ( e . g . , head o r t a i l matches) o r 
matches which are p roper l y contained w i t h i n the 
bounds assigned to a subgoal. 

V. Discussion 

This paper has been concerned w i t h the methods 
employed in a syn tax -d i rec ted contex tua l pos t -p ro 
cessor f o r the de tec t i on and c o r r e c t i o n of charac
t e r r e c o g n i t i o n e r r o r s . We conclude w i t h a few 
observat ions about these methods and about poss ib le 
d i r e c t i o n s f o r f u t u re work. 

The h igh r e l i a b i l i t y o f the ex tended-d ic t i on 
ary matching process fo l l ows from the f a c t tha t 
d i c t i o n a r y e n t r i e s of the same leng th are gener
a l l y qu i t e d i s t a n t from one another ( i n the sense 
of a Hamming-distance) and from a r b i t r a r y s t r i n g s 
which may occur in the ob jec t language. 

I f one is s a t i s f i e d w i t h the assignment o f a 
common s p e l l i n g to a l l occurrences of the same 
name, the name-space c l u s t e r i n g performs s a t i s f a c 
t o r i l y . Even i f t h i s s p e l l i n g i s d i f f e r e n t from 
tha t intended by the author o f the t e x t , i f the 
name is l o c a l to the processed t e x t , then the r e 
s u l t i n g program is semant ica l i y equ iva lent to the 
o r i g i n a l . However, the author of the t e x t may be 
dismayed to f i n d tha t every occurrence o f h i s v a r i 
able MIN has been changed to MOM. 

I t i s c lea r tha t i f the present s t ra tegy and 
t a c t i c s prove inadequate to achieve our goal of 
a 1% o v e r a l l e r r o r r a t e , tha t there are a la rge 
number of extensions which can be expected to 
f u r t h e r enhance i t s performance. These genera l l y 
invo lve improvements in the pa rse r ' s handl ing o f 
l o c a l con tex t , f o r we are f a i r l y con f ident tha t 
the parser has a f i r m g r i p on g loba l syn tac t i c 
s t r u c t u r e . 

The p r i n c i p a l techniques c u r r e n t l y employed 
in h i e r a r c h i c a l consistency checking invo lve the 
parenthes is-count ing of minimal cover nests and 
the basic-symbol matching of the assoc ia t ion p ro 
cess. Many a d d i t i o n a l checks are poss ib le : f o r 
example, cons t ra in ts on the minimum and maximum 
(where maxima e x i t ) , lengths of subs t r ings , 
checks f o r v a l i d p re f i xes and su f f i xes and fo r 
subst r ings which cannot appear in the t e n t a t i v e l y 
assigned subgoal. 4,6 

There are two extensions which we are p a r t i 
c u l a r l y i n te res ted in i n v e s t i g a t i n g : (a) The de
t e c t i o n o f p re f i xes o r su f f i xes i n i d e n t i f i e r s . 
The i n t r i n s i c nature of c l u s t e r i n g methods is to 
group very s i m i l a r samples. Thus is i t l i k e l y 
tha t a method which associates a l l instances of 
BUFFER w i l l a lso group together a l l instances of 
both BUFFERI and BUFFERl. However, the d is tance 
measure should be able to recognize the cases 
where two s t r i n g s have t a i l (head) subst r ings 
which are qu i t e d i s t a n t r e l a t i v e to the root sub
s t r i n g and g ive p ropo r t i ona te l y more weight to 
the t a i l (head) c o n t r i b u t i o n to the d is tance . 
(b) The concept of a name needs to be extended to 
Include names (such as arrays or func t ions) which 
near ly always occur w i t h some accompanying s t r uc 
tures ( e . g . , MATRIX [ . . . , . . . ] or FUN ( , . . . ) ) • 
The recogn i t i on o f t h i s s t r uc tu re w i l l he lp both 
in d iscover ing instances of the name and in cor 
r e c t i n g e r ro rs in the accompanying bracket s t r uc 
t u r e . 

A f i n a l observat ion is that the unbounded-
context pa rse r ' s grasp of g loba l s t r uc tu re may 
w e l l prove s u f f i c i e n t f o r the system to d iscover 
the language membership of a piece of garbled 
t e x t . That i s , i f the system contains RODEN-form 
grammars f o r ALGOL, FORTRAN, LISP, and SNOBOL, the 
parser could determine which grammar to app ly , 
based on an i n i t i a l ana lys is of the t e x t by each 
grammar, tak ing the most redundant grammars f i r s t . 
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