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ABSTRACT Managing and evolving a chatbot’s content is a laborious process and there is still a lack of
standardization. In this context of standardization, the absence of a management process can lead to bad
user experiences with a chatbot. This work proposes the Chatbot Management Process, a methodology for
content management on chatbot systems. The proposed methodology is based on the experiences acquired
with the development of Evatalk, the chatbot for the Brazilian Virtual School of Government. The focus of
this methodology is to evolve the chatbot content through the analysis of user interactions, allowing a cyclic
and human-supervised process. We divided the proposed methodology into three distinct phases, namely,
manage, build, and analyze. Moreover, the proposed methodology presents a clear definition of the roles
of the chatbot team. We validate the proposed methodology along with the creation of the Evatalk chatbot,
whose amount of interactions was of 22,771 for the 1,698,957 enrolled attendees in the Brazillian Virtual
School of Government in 2020. The application of the methodology on Evatalk’s chatbot brought positive
results: we reduced the chatbot’s human hand-off rate from 44.43% to 30.16%, the chatbot’s knowledge
base examples increased by 160% whilst maintaining a high percentage of confidence in its responses and
keeping the user satisfaction collected in conversations stable.

INDEX TERMS Chatbot, virtual assistant, content management, conversation-driven development, human-
supervised learning.

I. INTRODUCTION
Chatbots are gaining more space in customer service since
they reduce costs and speed up the whole customer support
process. Furthermore, organizations can take advantage of the
data collected through chatbot conversations to understand
their customers, know their interests and their opinions about
the offered services [1].

The first chatbot made was ELIZA between 1964 and
1966 [2] and the following years had improvements in the
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chatbot development techniques. Although some state-of-the-
art chatbot algorithms emerged in those years, the hardware
necessary for running them in a feasible time was not accessi-
ble or existent. Therefore, most of the chatbot developments
were limited to academic and research purposes.

Since the 1990s, chatbots have been gaining space in the
market and after the 2000s, especially after 2016, there was an
even faster growth of interest on the subject [3]. This growth,
consequently, brought new challenges such as how to design
conversations and manage chatbot content. Concerning chat-
bot design, scalability and usability can be major issues since
they have a direct impact on the user experience of a chatbot.
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Scalability refers to the way a chatbot design handles the
increase of users, interactions, and content contained in the
chatbot, and usability refers to the actual usability of a chatbot
design and if users are able to perform the desired tasks.
Chatbot designers need knowledge about users’ behavior
before scalability and usability start to improve.

One way to provide great customer service using a chat-
bot is to acquire knowledge from conversations and evolve
through content management. Chatbot content management
is a challenge that includes a plethora of tasks that range from
technological tasks (implementation, configuration), to data
analysis, and content management. Chatbot content manage-
ment requires a team with specific skills to deal with the
chatbot big data. The incoming data needs to be transformed
into new knowledge. This impacts customer satisfaction and
the capacity of the chatbot to solve problems without human
hand-off.

This paper proposes an approach to content management
for textual chatbots supervised by humans. The method was
validated by creating and maintaining the Evatalk chatbot,
which had 22,771 interactions from May to December 2020.

This paper is organized as follows: chatbot design and
methods are contextualized in Section II; a chatbot content
management process called CMP is proposed in Section III;
the results achieved through CMP’s application in the Evatalk
project are discussed in Section IV; and this work is con-
cluded in Section VI.

II. BACKGROUND
In this section, we show that human supervised learning is
essential in state-of-the-art chatbots. Besides the overview
on different types of chatbots, current content management
techniques and evaluation of chatbot performance are shown.

A. LIMITATIONS OF AUTOMATIC LEARNING
Many works sought to automate the construction of knowl-
edge bases. In [4], neural networks were used to build a
machine-machine conversational knowledge sharing where
knowledge bases are built on top of other chatbot knowledge
bases. While this is very useful for general-purpose agents,
it is not applicable for domain-specific cases, such as user
support for a company with its own services and use cases.

In [5], a reinforcement learning model was developed
for expanding knowledge bases with open-world data from
conversations, and, in [6], a self-feeding chatbot that uses
sentiment analysis decides what is new knowledge and
should be added to the knowledge base. Both works showed
positive results in their testing, and it is clear that the
conversation-based approach can increase the chatbot’s pre-
dictive capacity. However, the automatic learning techniques
have a caveat: they may start to learn the wrong answers and
out-of-domain knowledge.

According to [7], the main limitations of automatic learn-
ing are: training a model on its own output reinforces right
actions but also the wrong actions; users do not limit them-
selves to chatbot domain and automatic learning will not

prevent learning outside the domain; a bad model will also
be bad in knowing when the output was incorrect in case a
chatbot uses user feedback for self-feeding.

In contrast, a collaborative knowledge-base construc-
tion by both machines and humans improves the informa-
tiveness of responses while balancing with better fluency
and human-likeness when compared with a machine-only
response [8]. These aspects strengthen the user experience
and, consequently, users’ trust in the brand that the chatbot
is representing [9].

B. CHATBOT DESIGN
Artificial Intelligence (AI) is the capability of a machine to
receive data, process it, and perform tasks based on the infor-
mation extracted from the data received [10]. AI machines
react by themselves according to the incoming data, and this
reaction is adequate and similar to how a human would react
to the same situation.

Even the simplest chatbot is an AI machine because when
it receives a message, it answers by itself according to the
message received. Chatbot design techniques are broad. How-
ever, we can separate chatbots into two main types [11]: the
deterministic and rule-based model, and the probabilistic and
machine learning-based model.

Some authors classify the rule-based approach as a
non-AI method [12], [13]. However, the techniques applied
in the rule-based approach also give AI capability to the
chatbot. For example, the Artificial Intelligence Markup
Language (AIML) is one of the tools used in the rule-based
approach [13] and as the name implies, it uses AI.

Rule-based chatbots work with predefined rules [14]. The
developer needs to list all possibilities in advance and the
chatbot does not work if the input message differs from
the predefined patterns, because the generalization is very
limited. The conversation context is only understood if the
developer programs it directly and objectively, and it works
like a decision tree.

On the other hand, machine learning-based chatbots are
trained on datasets called knowledge bases [14]. The most
important thing is that the user does not need to send mes-
sages exactly as they are in the knowledge base, because,
after training the chatbot, it can generalize newmessages. The
conversation context is comprehended the same way if the
knowledge base contains conversation flows. The course of
action is determined based on the probabilities of an incoming
message being an intention registered on the knowledge base.
The action chosen is the one with the highest probability or
none if the probabilities are not high enough.

In cases where a chatbot needs to be built fast, there is
limited scope, and personalized customer interaction is not
needed, rule-based chatbots are sufficient and more accu-
rate [15]. If the scope is too big and the chatbot is a vital part
of a service, the rule-based approach is not the best option
since the decision tree becomes huge and the program will
have several nested conditions, increasing maintenance and
evolution complexity.
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For robust and scalable conversational agents, the best
option is the machine learning-based approach. However,
the knowledge base needs to keep up with users, since ‘‘the
experience of a particular interactive systemmay change over
time as users grow accustomed to the system’’ [16, p. 2].
Therefore, after the chatbot’s release, the post-deployment
content management must start to keep the knowledge base
coherent with user behavior.

C. CONTENT MANAGEMENT
The chatbot content management process is a continuous
cycle, allowing a fast iteration over the content to be able
to react, and sometimes be proactive, towards changing user
behavior. It consists of evaluating conversations and adding
new data to the knowledge base.

The continuous learning of chatbots is essential, allow-
ing that the chatbots can learn from and about users and
can adapt to the enterprise requirements [17]. According
to Subsection II-A, automatic learning is not precise and
human-supervised learning is ideal, however, it must be a
well-organized process, because the chatbot’s quality may
start to decline over time if the human-supervised learning
process is not well-defined and organized, as bad decisions
are made regarding its content.

Although the initial content fed before release is very
important, the key to successful customer service with
machine learning-based chatbots is to have a conversation-
driven development for the chatbot content. That is, once
the chatbot is released, the chatbot team must keep up with
the conversations to better understand users, and also collect
messages that should have been understood but were not.

One approach of human-supervised chatbot content man-
agement is annotation. This process consists of marking mes-
sages as valid or invalid and sending them back to model
training [18]. In [19], annotation was done through crowd-
sourcing and participants marked chatbot responses as inap-
propriate, interpretable, and appropriate. The chatbot version
with annotated data was preferred by most of the users and
was better rated in terms of response appropriateness and the
overall ability to engage users.

Incase of a high amount of messages a prohibitive time
may be spent by the human support to do those annotations.
Therefore, supporting tools are vital to reduce this time [20].
For example, WebChat is a chatbot content management tool
that allows annotation on subjectivity, polarity, offensiveness,
and swears. Its interface was designed specifically to facil-
itate accessing chat information, as well as streamline the
annotation and evaluation of the collected data [18].

In view of the necessity of reviewing conversations in a
dedicated platform, another work developed a web platform
that connects to existing chatbots via API and provides an
interface for domain experts to evaluate conversations and
suggest improvements to the chatbots [21]. The most inter-
esting feature of this work is the existence of deployment
stages. Since domain experts are not necessarily program-
ming developers, their suggestions go to a review dashboard

for developers to approve the improvements. These stages
guarantee that both business and technical aspects are cor-
rectly implemented.

Regarding available tools on the internet, three tools stand
out: Rasa X,1 Botfront2 and Dialogflow.3 The first two are
made for chatbots developed with the Rasa framework, while
Dialogflow is all-in-one with the chatbot itself and the man-
agement tools. Rasa X was developed by the Rasa team in
order to support the conversation-driven development of chat-
bots and has been appearing in the literature [22], [23]. On the
other hand, Botfront requires less technical knowledge from
its end-users by not requiring markup languages to update
content. Lastly, Dialogflow has everything in one place in the
cloud, but it does not give the possibility of having your own
server, while the Rasa stack and Botfront allow it by being
open-source software. They are all powerful tools to build
chatbots and choosing one of them depends mostly on the
customer necessities.

The term Conversation-Driven Development (CDD) in
the context of chatbots was proposed initially by the Rasa
Team [24] considering the feedback of their engaged commu-
nity and their experience in the field. Rasa X is actually a tool
developed to support CDD, which makes conversations the
main source of information to trigger changes in the chatbot
content. However, CDD is centered on machine learning
and the trained model performance. Therefore, in this work,
we propose a conversation-driven approach that embraces
both technological aspects and business goals for chatbot
management.

In [25], we discussed an architecture for a chatbot capable
of answering common questions for the Brazilian Virtual
School of Government (EV.G). That proposal had drawbacks
related to the inclusion of teammembers without a computer-
related background. In Section IV, we present changes made
to the architecture to address this and other issues related to
content management.

D. EVALUATION METRICS
Once a chatbot is ready to go to production, the development
cycle ends and evaluation starts. The conversations must be
monitored to evaluate the chatbot’s performance to ascertain
if it is fulfilling its purpose. The first step is to efficiently
store these conversations for a later review. Storing chatbot
conversations requires a specific data model, in order to
identify users, channels, and message time [26].

Having the conversations properly stored, analysts can
work on extracting useful information for the company and
from general performance. Chatbot data has valuable infor-
mation for both its own improvement and for the brand it
represents. Chatbots can be evaluated through five perspec-
tives [27]: user experience, information retrieval, linguistics,
business, and technology.

1https://rasa.com/
2https://botfront.io/
3https://dialogflow.cloud.google.com
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User experience evaluation involves any metric coming
from the user point of view. This can be a subjective or
objective analysis based on surveys and direct contact with
users. Before starting this evaluation it is important to have in
mind what users expect from chatbots and that includes [17]:
guidance, useful information, human-likeness, deal with lack
of knowledge, demonstrate understating, and keep the con-
versation on track.

Information retrieval evaluation verifies the adequacy of
chatbot content, that is, to inspect if it is capable to respond
what the brand needs it to answer and if users’ requests are
being treated accordingly. This can be assessed by quantita-
tive metrics or by having a domain expert (business analyst)
inspecting the knowledge base to ensure the content is appro-
priated to the company goals [28].

Linguist evaluation refers directly to the chatbot persona
because it determines how the chatbot communicates. Chat-
bot’s main objective is to respond correctly to users, how-
ever, their success rate is highly coupled with the personal
connection they establish with their users. One condition for
this connection is that the chatbot shares the same vocabulary
as its users [29]. Correspondingly, regardless of the language
used, the chatbot must follow grammatical rules and have
correct orthography.

The technology evaluation may indicate a technical assess-
ment, but according to [27] it is about the humanity of the
chatbot, that is, its capacity of understanding natural language
and acting accordingly. Lastly, the business perspective inves-
tigates the costs of a chatbot, because chatbots must automate
the business processes to save resources, which means that
the value that the chatbot delivers or saves must be equal,
or higher, than its costs. This value can be, but is not limited
to, a monetary value.

E. CHATBOT CHALLENGES
A chatbot deals with different types of users. First-time users
have no idea of the chatbot’s capabilities they are interacting
with. This can result in an explorer user that will not stay
inside the defined content of a chatbot, testing sentences to
see if the chatbot can understand it. Some users are not willing
to interact with a robot or are expecting a human being.
Some users have resistance or fear of technology and will not
explore it, or be resistant to new ways to execute some tasks.

These unique behaviors require the chatbot team to prac-
tice introspection to predict the possibilities of user interac-
tion, and this raises the importance of having a big, diverse,
and multidisciplinary team [30].

The target audience’s confidence in the chatbot’s ability to
answer properly has an influence on user interaction, as they
will avoid interacting with a chatbot perceived as incompe-
tent. A chatbot has similarities to commercial products as its
branding carries a quality component that is perceived by its
consumers. A chatbot brand can include many components,
such as the combination of the name, personality traits, graph-
ical interface, graphical assets, and inherited traits from its

organization. Also, the chatbot can be used as a marketing
tool to advance a brand’s marketing efforts [31].

The chatbot may act as an organization’s representative,
so the impact of bad content development impacts not only
the chatbot but also the brand reputation [9]. It is necessary
to pay attention to the quality of users’ interactions to act on
points where many users find difficulties or are frustrated,
to simplify the conversation flow.

III. THE PROPOSED METHOD
This work proposes a methodology for chatbots’ content
management. The Chatbot Management Process (CMP) is
shown on Fig. 1 and contains six steps, divided into three
phases. CMP is a cyclic process, adaptable to the organi-
zational needs, and it is based on real users’ conversations,
which is the driving force of CMP.

FIGURE 1. Chatbot management process proposed by this work.

The CMP is a human-supervised process due to the lim-
itations of automatic learning, discussed in Section II. The
phases in Fig. 1 will be explained in detail in the next sections,
and they contemplate steps to make changes, test them and
evaluate if they were effective. The CMP cycle does not stop
as long as the chatbot is attending to users and saving their
conversations’ history.

One may ask why chatbot developers should not maintain
the knowledge base by themselves without user conversations
since they know the organization’s goals and services, and the
answer is: because they know it too well. Users certainly do
not speak as employees. They usually use wordy sentences
to describe a service or anything that the company, probably,
has an internal name for it. That is why it is not a good idea to
have a company employee providing content for the chatbot
knowledge base.
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However, when the chatbot was just developed and the
company does not have a source of user interactions to feed
the first version, it is expected that developers will take care
of the content to have a minimum viable chatbot to respond to
basic questions. Then, when the chatbot is released and starts
interacting, the CMP starts and the content will be adjusted to
fit users’ way of communicating and most common questions
that were not foreseen.

A. MANAGE PHASE
The (A) Modify knowledge base step includes the changes
needed for the chatbot to perform as intended by developers.
These changes can be the addition, removal, or modifica-
tion of training data to improve the chatbot to understand
the user’s language or the adjustment of the conversation
flow so users receive the appropriate responses. Additionally,
action-based responses that execute computer code in the
background are also corrected and improved.

Prior to release and when the cycle is starting for the first
time, the content will be generated by the developers, and,
if available, from another source of content from within the
organization. Initial content is adapted to fit the data format
of the technology used. If the cycle has already started and
this step is not being executed for the first time, real users’
conversations will be the content managed and fed to the
chatbot.

If a chatbot has the responsibility to answer a lot of subjects
or subjects are too closely related, then the complexity to
achieve and maintain an acceptable level of quality is high.
Limiting the content scope can help to create the first version
and, through small increments, improve the chatbot and add
new subjects to its content. Another benefit of a smaller initial
scope is the acquisition of data about users’s communication
behavior on a smaller, and more manageable, scale. Besides
that, each subject must be well-defined to reduce subject
intersection and the possibility of the chatbot confusing them.

B. BUILD PHASE
The Build phase is composed of technological processes and
quality assurance for content. The first step in this phase
is the (B) Model Training in Fig. 1. Training a supervised
machine learning model is the process of using the available
training data and labeled examples to determine values for the
hyperparameters and for all the weights and biases [32], [33].
The available data presents both input and labeled output
data. The trained model is crucial to estimate outputs in
applications where only the input data is available [34], [35].

If metrics do not present good results, the values of training
hyperparameters must be changed and performances must be
compared between changes to find the best-fit model. A poor
choice of hyperparameters or an ineffective model testing
mechanism will also result in a poor model [36].

The majority of chatbot creation tools rely on the notion
of intents [37] as the training data, which are a set of typical
human user conversational expressions [38]. Therefore, the
training data is composedmainly of intents that aremapped to

pre-defined responses. By training these intents, the chatbot
is able to recognize similar unseen expressions in a conversa-
tion and give an appropriated response.

In step (C) Model Testing in Fig. 1, technical aspects and
metrics must be taken into account. From a technical point
of view, developers must assure that the training metrics are
above proper limits. Examples of metrics include precision,
recall and F-score [39]. The precision is the proportion of
intents that the system returns which are accurately correct,
recall is the proportion of intents that should have been
returned and were correctly returned, and F-score is the
combination precision and recall with a weighted harmonic
mean.

Although these are the basic and more commonly used
metrics for evaluating the resulting training model, in the
context of chatbot development and natural language pro-
cessing, there are specific metrics such as lexical diversity,
average cosine-similarity, sentence average BLEU-2 score,
and response perplexity [40].

From a user point of view, conversational flows must be
tested to assure the responses are correctly mapped to ques-
tions. This testing is very important to detect human mistakes
when mapping responses to each question, because this kind
of error does not necessarily impact machine learning metrics
and may not be detected by the previous testing. It is also
important to test the chatbot with a focus on its domain by
validating if the conversation flows are aligned with business
goals, or if the communication style used on the chatbot is
befitting to the business.

If problems are detected during testing, the workflow
returns to step (A) for content correction and adjustment, and
then, tests are run again. Once themodel is evaluated and tests
are passing, it is released to end-users. If it is the first cycle
of the CMP, step (D) Release Model marks the release of the
chatbot itself. Otherwise, the older model is replaced by the
new one.

C. ANALYZE PHASE
The previous phases are related to getting the chatbot ready
for production release and are common even in environments
where the CMP is not implemented. The Analyze Phase is
where the post-deployment management is concentrated, and
it is the greater contribution of the CMP.

The Analyze Phase starts with step (E) Read Conversa-
tions because in the CMP all changes in the knowledge
base are motivated by conversations. A user message is
a powerful data source, providing useful insight into the
user’s behavior. The act of reading conversations is essential
to understand user behavior. A chatbot’s knowledge base
created with no comprehension of the target audience is
inadequate.

Step (E) Read Conversations is the driver for modifications
that will take place in the Manage Phase on the next cycle.
Here, conversational problems are identified for correction in
the next phase. While reading conversations it is important to
set aside these situations:
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1) The user did not receive a response for a valid question.
2) The user received a response for a question but was

not the response he wanted.
3) The user followed the expected conversation flow, but

he was overall unsatisfied.
In the first case, the user asked something valid, but the

chatbot gave the fallback response. Valid questions are sen-
tences with full meaning that are part of the chatbot domain.
For example, if a user messages ‘‘I want to buy a bicycle’’ for
a chatbot that sells cars, that is not a valid question. However,
if he asks the same sentence for a chatbot that sells bicycles,
that is a valid question. Sometimes users ask questions that
are in the domain but in an incomprehensible way, which is
also an invalid question.

Invalid questions receive a fallback message, which is a
default message that is sent when the chatbot does not know
the response to a question. If the user sent an out-of-scope
message, the fallback is the correct response, because it is
not expected to answer that. Chatbots are built to respond to a
limited range of questions that must be related to the business
it is part of. Too large knowledge bases are prone to wrong
responses because the chatbot has more options to analyze
when making a prediction.

A fallback response may also represent an undetected
problem with the model, because it may also happen when
the chatbot cannot properly classify the user’s message even
when that message is present in the knowledge base. This
is another motive for analyzing conversations to identify
problems.

The second situation is when the chatbot responds to what
it was trained to respond to, but the user was not satisfied
with this answer. This happens when the knowledge base
groups toomany sentences together thatmay not represent the
same intention or the answer is not adequate for the question.
In both cases, it means that the user’s feeling was not well
represented on the knowledge base. It is a business problem
rather than a technological problem.

The third situation is when the whole conversation hap-
pened as programmed and expected by the chatbot team,
however, the user was not satisfied. In this situation, it is
necessary to review the conversational flow in order to make
it more user-friendly and make sure that it is the shortest path
possible to the solution desired. Also, responses have to be
reviewed in order to assess if they are conveying the message
effectively.

Reading conversation by conversation is important to mea-
sure the chatbot performance according to each user, but the
analysis of the conversations as a whole is also a powerful
asset when checking the chatbot efficiency. This happens on
Step (F) Analyze Metrics and it depends on conversation
storage and data processing for defining metrics.

If conversations are well stored and processed, a wide
range of metrics can be defined not only to evaluate the chat-
bot’s health but also to drive business changes and validate
the services offered to customers. However, business metrics
are highly coupled with each organization, therefore we will

focus on metrics related to the chatbot’s efficiency, they
are:

• Percentage of user messages that received the fallback
answer.

• Percentage of conversations that the user did not solve
his problem.

• User satisfaction regarding the customer service offered
by the chatbot.

• Number of users that returned to talk to the chatbot.

Identifying the correct success criteria for each metric
demands a careful analysis of content and goals. For exam-
ple, if a chatbot has the feature of human hand-off when it
does not solve the problem by itself, one may think that the
success criteria is the creation of a support request. However,
if the organizational goal is to reduce the number of support
requests, the criteria is actually the proportion of interactions
that did not request human hand-off.

User satisfaction can be explicitly collected through some
kind of questionnaire in conversations or indirectly through
analysis of conversations. For a direct approach, it is recom-
mended that the chatbot presents the questionnaire when the
conversation appears to have reached an end state. Unfor-
tunately, this can apply a positive bias on data collected,
since frustrated users may exit the conversation early, and
satisfied users reach the end of conversation flows until the
questionnaire.

After analyzingmetrics, the CMP cycle restarts at theMan-
age Phase, propagating the discoveries and improvements
generated in the previous cycle. However, the cycles are
effective only if business rules and services do not change
abruptly. In this case, it is necessary to start a knowledge base
from scratch.

D. TEAM ROLES
The CMP requires more than just an educational background,
and it is more about skill set. Chatbot development opened the
door for several new roles, each one with a specific respon-
sibility related to the chatbot and with CMP is not different.
Actually, with CMP member roles are more necessary than
ever because each step is centered in some conversational
aspect.

The first and more obvious profile needed is Software
Developers. However, each part of the chatbot needs a dif-
ferent kind of developer. The web interface needs frontend
developers, while programmatic responses or actions need
backend developers. It also depends on the level of program-
ming for each conversational flow and chatbot framework
used because each framework requires specific knowledge.
These two kinds of developers may also work together in sup-
porting platforms for CMP, such as a platform for managing
the knowledge base and versioning.

The second profile required is Machine Learning Engi-
neers, which are responsible for the selection and configu-
ration of the Natural Language Processing algorithms. Their
work is essential because it determines the chatbot’s precision

VOLUME 10, 2022 8479



G. A. Santos et al.: Conversation-Driven Approach for Chatbot Management

when answering users. High-quality algorithms generate
good language models and, as a consequence, the chatbot
will respond with more confidence. If using a framework,
engineers work on adjusting the settings of the framework.
If they are building their own chatbot from scratch, their work
is essential to create the Natural Language Understanding
algorithms.

The third profile is Conversation Designers. They are
responsible for the user experience and making sure the
conversations are fluid and answers are clear. In the CMP,
they are the ones that read the conversation history to identify
bad conversation flows and understand what users expect
from the chatbot. They translate business to chat conversa-
tions. This is the only role that does not necessarily require
a computer-related technological background and can be
assumed by linguists, pedagogues, designers or a developer.
The ideal work set is having a team of ConversationDesigners
with different backgrounds.

The last main profiles are Business Analysts and Data
Engineers. Conversations present valuable data for organiza-
tions, but data needs to be transformed into metrics. The data
engineers have to process pure conversations to structural
data while the business analysts have to identify metrics
and build informational charts. Their work is important to
check the chatbot health in the CMP and also for business
evaluations.

IV. VALIDATION OF THE PROPOSED CHATBOT
MANAGEMENT PROCESS ON THE EvaTalk CHATBOT
The CMP methodology was validated through the evolution
of the EvaTalk project [25]. EvaTalk is a chatbot system
created to handle common and recurrent user difficulties
on the Escola Virtual de Governo (EV.G.), a Brazilian Vir-
tual School of Government. Although its first version was
functional and reduced human workload, the old architec-
ture presented in [25] was failing in two aspects: usability
and automation. Training models and updating the software
required a significant effort. In the following subsection, the
proposed upgraded architecture and its implementation are
presented.

A. ARCHITECTURE
The new architecture reused most of the technological mod-
ules already developed but one module was completely refac-
tored. In Fig. 2, we depict the proposed upgraded architecture,
where the Module (C) related to development has been com-
pletely refactored using three components: EvaTalk Admin,
Data Repository, andModel Trainer.

EvaTalk Admin is a platform built for encapsulating tech-
nical duties and enabling people with different skills other
than Software Development to work with chatbot data. This
way a team member can interact with the training data and
create changes to the chatbot content while being trained only
on key aspects of chatbot development, instead of having to
learn how to operate more complex computer systems. The
EvalTalk Admin is actually a set of services that provide

FIGURE 2. Proposed upgraded architecture, where the Module (C) has
been completely refactored using three components: EvaTalk admin, data
repository and model trainer.

user-friendly interfaces to make changes to the chatbot con-
tent. It is composed of the AdminWeb Platform and Botfront.
These tools simplify the tasks for the teammembers, reducing
the amount of technical knowledge required.

The Admin Web Platform provides charts to check the
chatbot performance, the chatbot conversation history, and an
interface to execute Version Control actions. The charts sup-
port the (F) Analyze Metrics step by proving insights about
the chatbot performance. Although the data used was existent
in EvaTalk’s previous version, it was necessary to use data
analysis techniques every time any information was needed.
In this new architecture, information is easily provided in the
Admin Web Platform.

The conversation history supports the (E) Read Conver-
sations step with a dedicated interface to navigate through-
out user conversations with organized metadata to check
how the chatbot classified each message. The version con-
trol page executes commit and resets the training data by
only clicking buttons. Version Control is well disseminated
across the Software Development world. However, as stated
in Subsection III-D, Conversation Designers may not have
a computer-related technological background, and it is not
ideal that they deal with Version Control tools like Git, since
it introduces difficulties and risks to the execution of their
functions. This organization and interface require minimal
technological knowledge, since it works like any other web
page.

Botfront is an open-source application that provides a
user-friendly interface to deal with the content of Rasa chat-
bots. It supports all three first steps: (A) Modify knowledge
base, (B) Model Training, (C) Model Testing. Rasa already
facilitates development by having training data with amarkup
language. Although these are very easy and straightforward
languages for developers, it is still a technical skill that other
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team members may have difficulties with. Although Rasa
X turns the development more user-friendly, Botfront goes
a step further by removing the necessity to deal with the
markup languages in the training data, thus being easier for
non-developers.

The Admin Web Platform communicates with Botfront
in order to export the training data and send it to the Data
Repository, which holds all history of changes made on the
knowledge base in a Version Control System (VCS) called
Git, allowing the tracking and management of changes in
content. This way, if something is deployed and the chatbot
starts behaving unexpectedly, then it can be reverted to a
previous working state.

The Model Trainer watches for incoming changes in the
Data Repository and trains a newmodel that will be available
for the chatbot to consume, executing step (D) ReleaseModel.
Before the adoption ofModel Trainer, models were trained in
the same server as the chatbot application and the training
automation mechanism was limited. The creation of these
two components was essential to allow a greater separation
between the chatbot’s code and data, permitting more flexi-
bility on both of them.

B. WORKFLOW
The first step is the interaction with EvaTalk Admin where
team members can preview the changes, analyze conversa-
tions and have a safe environment. There, their changes are
isolated from the chatbot users, and if an error occurs, it can
be easily reverted without affecting end-users. After finishing
the changes, they are sent to the Data Repository.

Before the content is published, it needs to be reviewed
by a developer or an automated testing system, to ensure
the technical quality of the content. That would be part of
the CMP’s (C) Model Testing. It is recommended that the
developer making the review belongs to either the Software
Developer profile or the Machine Learning Engineer profile
from Subsection III-D. Only after this step, the content is
promoted from development status to production status.

Periodically, the Model Trainer application checks the
Data Repository for changes and then builds a new version
of the model, serving it to the chatbot afterward. On EvaTalk
the Model Trainer is deployed on each environment, with a
specific content version from the Data Repository selected,
and is used to build a model with the changes that matter for
the current environment, it means that, for instance, it creates
a model with the stable version on a production environment
and an unstable version on a development environment.

C. ENVIRONMENTS
Achieving the automation is closely related to the adoption
of a container orchestration approach to EvaTalk’s com-
ponents, bringing improvements to EvaTalk’s maintainabil-
ity and scalability. Currently, EvaTalk is deployed to three
official environments: production, content management, and
development. Other environments are used for specific tests.

Each environment is a slightly different version of EvaTalk,
created for a specific purpose.

The production environment is where the final user inter-
acts with a stable version of the chatbot, the content man-
agement environment is a separated environment that allows
team members to modify and test the chatbot’s content,
and the development environment is used for the testing
of changes that are more related to the technology aspect
of EvaTalk. The content management and the development
environments are both used for development tasks, but with
different focuses.

Each environment is described in a YAML file, composed
by a stack of containers and its configurations, and each one
of these stack files is saved to a repository, allowing the use
of version control tools, and the standardization of configura-
tions. One of these configurations is the content version from
the Data Repository that is present in the environment.
With the usage of a containerization approach to our archi-

tecture, we decreased the differences between the production
and development environments, it also allowed us to sim-
plify the process to create and manage new environments for
EvaTalk, while also facilitating the testing of modifications
and system stability and deployment process.

With regard to the CMP’s execution, the container adoption
has a direct impact on the execution of the Build Phase
since it provided a technologically stable and reproducible
environment, which is taken to great effect since we can
execute CMP’s step (B) Model Training on any machine in a
controlled manner by using the previously mentioned Model
Trainer component. This way the content can be published
in an environment identical to production for human testing
before its release.

Also, before using containers, we needed to configure
various settings on the host machine to execute certain tasks
periodically or to start the software programs used in those
machines. Now, these processes are integrated in the con-
tainers, avoiding fiddling with host machine settings. The
Build Phase could be executed without containers, but the
operational aspect is greatly simplified with their application.

D. RESULTS
EvaTalk’s chatbot release was split into two phases to reduce
the risk of interfering with the user support process on EV.G.
In the first phase the chatbot was added on EV.G’s website
while the legacy support process was still working, without
further modifications to the website. This way, not all users
needed to interact with the chatbot to reach EV.G’s support
team, and if the chatbot failed there was another path to solve
the user’s issues. In the second release phase, the chatbot
replaced the form used to open a support request. From this
point forward all support requests needed to go through the
chatbot.

As shown in the graph on Fig. 3, after the second release
phase the chatbot provided by the EvaTalk System had a
significant amount of sessions every month. This increase of
sessions is due to the removal of the user support form, which
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FIGURE 3. EvaTalk’s sessions amount by month.

FIGURE 4. EvaTalk’s average confidence by month.

was formerly the only way of sending a support request,
and then it was sharing space with the chatbot. Also, the
COVID-19 pandemic resulted in more people working from
home and seeking online courses.

The chatbot framework used on EvaTalk classifies the
received messages on intents and assigns a confidence degree
to each message. This confidence is then used to decide what
is the chatbot’s next action. This confidence score is a value
ranging from 0 to 1.0. Usually, a higher value means that
the chatbot is correctly predicting users’ intentions, a low
value might be an indicator of problems in the components
used to create models. These problems may come from the
knowledge base data, or the machine learning algorithm,
or the training process parameters. Fig. 4 shows the average
confidence for users’ messages since Eva’s second phase
release, aggregated by month. Initially, the confidence aver-
age was low because of the lack of data in the knowledge base
and unoptimized model training parameters. Nevertheless,
CMP’s application increased the average confidence as our

knowledge base grew in size and team members developed a
better understanding of users.

However, the confidence score provided by the chatbot
framework alone does not ensure that the chatbot is working
properly, because it can give wrong responses with high
confidence. We rely on two metrics to analyze the health of
EvaTalk. The first one is based on business-oriented success
criteria, the second one is the user satisfaction collected from
users.

Each session is a user interaction and can result in one
of three states: No interaction, No support, Support. The
‘‘No interaction’’ state happens when a user does not interact
with the chatbot, only opening the chatbot interface, in other
words, it is a session with no events sent from the user.
The ‘‘No support’’ state is when the user opens the chatbot
interface, sends at least one message, but does not create a
support request for EV.G’s support team. Lastly, the ‘‘Sup-
port’’ classification happens when a user ends up creating
a support request within the chatbot interaction. The graph
on Fig. 5 shows a comparison between the ‘‘Support’’ and
‘‘No Support’’ classifications from conversations of EvaTalk.
Sessions without interactions were omitted since they would
not provide relevant data.

The business-oriented success criteria for a conversation
with EvaTalk’s chatbot is the ‘‘No support’’ state since the
chatbot goal is the reduction of support requests. From the
graph on Fig. 5, it is possible to see that the majority of
interactions are classified as ‘‘No support’’. This means that
the chatbot application was able to reduce the demand for
EV.G’s support team, solving users’ demands before they
would open a support request. A way to analyze this data
is to think that before the chatbot usage, every one of these
interactions would end up as a support request. But beware,
there is a limitation in this analysis, since we cannot measure
how the chatbot’s presence itself attracted more users to inter-
act with it. Since the chatbot’s release, the content evolution
made through the application of CMP improved the success
rate of the interactions with the chatbot.

At the end of conversations, the chatbot may ask the user
about its satisfaction with the interaction with the chatbot.
This happens when we are able to detect that the conversation
has finished, however, our process to detect this state is not
perfect which limits the number of users that are asked about
their satisfaction and introduces a positive bias on our date,
since, as previously stated on Subsection III-C, frustrated
users may exit the conversation early. The impact of this
bias on our data is reduced by the CMP’s practice of reading
messages. Also, buttons to finish conversations are present to
induce users to indicate the end of a conversation and start
the satisfaction form. The collection of the user satisfaction
is split into two steps, the first step is to ask the user if they are
interested in answering the satisfaction survey, if the chatbot
receives a positive answer then it asks the user to evaluate its
satisfaction with this interaction.

The satisfaction is collected in a range from 1 to 5, with
1 meaning the user was very unsatisfied and 5 meaning
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FIGURE 5. Percentage of sessions with user interaction classified as
support versus no support on EvaTalk’s sessions, by month.

that the user was very satisfied, which consists of a Likert-
type question. According to [41], the suggested data analysis
procedures for Likert-type data are frequencies, mode or
median, kendall tau and chi-square. We compute frequencies
for variability, mode for central tendency, and chi-square for
statistical difference among months.

Regarding variability, Fig. 6 shows the distribution of
responses in the satisfaction form from June 2020, when
this metric started to be collected, until December 2020.
This distribution also helps us identify the mode, which was
5 for all months, indicating a high satisfaction for most users.
Executing a chi-square test on results produced a p value that
was less than 0.05 (p = 0,0024), which indicates that results
are significantly different from one month to another.

Fig. 7 shows an important metric for EvaTalk’s training
data: the number of examples present in the chatbot’s knowl-
edge base. This metric was collected by counting the number
of training examples present in the knowledge base at the time
of the last modification of the month. The time frame for this
graph is different from others presented since it shows data
from before the second release phase of EvaTalk. The second
release phase happened in May 2020 and there was a surge
of new interactions that were added as training examples
through CMP’s application since this was a period where the
chatbot usage was intensified.

There is a relation between the amount of training exam-
ples and the chatbot’s confidence.When combining data from
Fig. 7 and Fig. 4, it is possible to see an increase in average
confidence in June 2020, which is a consequence of the
increase of training examples in May 2020. But, in July 2020,
there was a decrease in chatbot’s confidence, even though the
number of intent examples increased on the previous month.

There are more factors that influence the quality of the
chatbot’s predictions. On EvaTalk’s development, we found
that the team’s experience in classifying the training examples

FIGURE 6. User satisfaction by month.
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FIGURE 7. EvaTalk’s training examples at the end of each month.

and the configuration of the chatbot’s training process had a
huge impact on the chatbot’s confidence level. Throughout
July and October 2020 the team changed the way messages
were evaluated, tested different training parameters, cleaned
up, and reclassified some training examples. These adjust-
ments went through all CMP’s phases. This resulted in a
significant increase in the chatbot’s confidence from August
2020 onwards. Besides the confidence increase, it is possible
to see the maintenance of acceptable levels on the user satis-
factionmetrics and a reduction of human hand-off in the same
period.

V. VALIDITY AND LIMITATIONS
Although Section IV presents a real implementation of the
CMP, it does not cover all the possibilities to apply the
method. Since it is purely a management process, it can be
used in conjunction with different technologies to attend to
different chatbot requirements. The first challenge for a com-
pany that is implementing the CMP is to elicit the changes
needed to their existing architecture, in case there is one, or to
design a new one.

Not all chatbot engines available in the market can support
the CMP, and it may be necessary to design a personalized
technological architecture, especially since each company
has its own success metrics. Even though we present con-
ventional metrics for chatbots, companies may have other
ones for specific services offered by the chatbot, and it may
require custom techniques to gather these metrics and also to
visualize them in a meaningful way.

Note that scenarios with a high volume of user messages
are out of the scope of this work. In EvaTalk’s case, the month
with the highest demand had around 1,100 messages per
week. With a small team, it was possible to keep up with all
the conversations, but that may not be feasible with thousands
of messages per day, for example.

In the CMP, it is not strictly necessary to read every single
message to be aware of how the chatbot is working and to
execute the steps. For that reason, the team does not need to
get through all conversations in scenarios with a vast amount
of messages. Still, there is a challenge in filtering which are
the important messages to be read and which are not.

VI. CONCLUSION
The CMP is a methodology to support machine learning
chatbots on post-deployment management. It comprehends
phases to change the knowledge base, build models, test mod-
ifications and analyze metrics to check the chatbot health.
With CMP it is easier to delegate tasks to peoplewith different
skill sets, and the responsibility of each team member is
well-defined.

The methodology was validated through the EvaTalk Sys-
tem, which is a complete platform that offers both the chatbot
interface and management tools for post-deployment man-
agement. EvaTalk proved that with the right tools and people
the CMP is scalable to attend a high-demand chatbot. Also,
the analysis phase proved to be very important for the process,
as long as the organization’s goals are well aligned with
metrics.

With CMP’s application we reduced the chatbot’s human
hand-off rate from 44.43% to 30.16%, the chatbot’s knowl-
edge base examples increased by 160% (from 1059 to
2762 examples) whilst maintaining or increasing the chat-
bot’s average percentage of confidence in its responses and
keeping the level of user satisfaction collected in conversa-
tions stable, which means that the additions to the knowledge
base were useful to users.
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